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PREFACE 

This volume results from a symposium held at the 1995 MRS Spring Meeting, 
April 17-21, in San Francisco. The symposium, bearing the title of this volume, 
followed upon a highly successful earlier symposium entitled "Defect Engineering 
in Semiconductor Growth, Processing and Device Technology," held at the 1992 
MRS Spring Meeting.   The intent of the present symposium was to go beyond defect 
control and explore deliberate introduction and manipulation of defects and 
impurities in order to engineer some desired properties in semiconductor materials 
and devices. The response from the academic and industrial research communities 
was overwhelming, with over 280 abstracts submitted from around the world.   The 
theme of defect engineering has clearly come of age. 

The organization of this proceedings volume closely follows the topics around 
which the sessions were built. After a broad plenary introduction by Professor Hans 
Queisser on "Order and Disorder in Semiconductors," the papers are grouped 
around ten distinct topics covering materials, processing and devices. The papers 
on grown-in defects in bulk crystals deal with overviews of intrinsic and impurity- 
related defects, their influence on electrical, optical and mechanical properties, as 
well as the use of impurities to arrest certain types of defects during growth and 
defects to control growth. In the case of epitaxial films, additional issues concern- 
ing stoichiometry and defects caused by plasmas and electron/ion irradiation are 
included. In view of the emerging interest in widegap semiconductors like QaN and 
SiC for blue light emitting devices and high-temperature electronics, a special 
session was devoted to this important topic. 

Defect reaction processes pertaining to impurity gettering, precipitation and 
hydrogen passivation are specific examples of defect engineering that improve the 
electronic quality of the material. A large part of the symposium was devoted to 
these issues. A number of invited and contributed papers also dealt with character- 
ization techniques needed to study and to identify these defects in materials and 
device structures. 

The scope of defect and impurity engineering is far-ranging as exemplified by 
superlattice disordering phenomena, interface passivation and application of ion 
implantation, plasma treatment and rapid thermal processing for creating/activat- 
ing/suppressing trap levels. All of these topics are addressed in this volume. 

The symposium extended over the entire five days of the MRS meeting, with ten 
oral and two evening poster sessions. There were in all 17 invited talks, 75 
contributed oral presentations and 130 posters. All the papers were peer-reviewed 
at the conference and revised as necessary. We are most grateful to the referees 
who often had to forego their evenings in San Francisco in order to perform this 
vital task in a timely manner. The quality of conference proceedings critically 
depends on this voluntary endeavor, in addition to the care exercised by the 
authors. Within the limitations of the publication deadline, every effort was made to 
minimize errors, but the reader is urged to bear with the inevitable shortcomings in 
the spirit of the  symposium title! 

S. Ashok 
J. Chevallier 
I. Akasaki 
N.M. Johnson 
B.L. Sopori 

June 1995 
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ORDER AND DISORDER IN SEMICONDUCTORS 

HANS J. QUEISSER 
Max-Planck-Institut fur Festkörperforschung.Heisenbergst. 1, D-70569 Stuttgart,Germany 

ABSTRACT 

The astounding success of microelectronics rests on a simple materials principle : creating a 
highly purified and perfected , spatially ordered semiconductor matrix , whose electrical and 
optical properties may be selectively adjusted by local substitutions of host atoms by dopant 
atoms. This unique materials utilization differs remarkably from all earlier technologies , 
because the controlled, almost imperceptibly small disorder by doping (rather than the ordered 
host ) dominates the relevant properties ! Defect control is thus a major concern for 
semiconductor technology. Homogeneity is an absolute necessity for this strategy, but only a 
few of the semiconductors can be made so homogeneous as to suppress the strong deleterious 
effects of inhomogeneity. Recent advances are summarized : atomic resolution of defect 
analyses, multiatom reactions and hope for apptications,contactless measurements, gettering as 
well as detailed theory of simulations. The emergence of novel quantum devices, with both 
reduced dimensions and reduced dimensionalities heralds a paradigm change, since the 
quantizing small geometries exert stronger influences than defects do; nevertheless, materials 
perfection and interface control remain prerequisites for these structures. 

INTRODUCTION 

The pervasive impetus of modern semiconductor technology has become an accepted fact. 
Scientific mastering of materials and processes has increased tremendously within a rather 
short time frame. Technological control has been derived from this scientific base, and an 
industry with more than $ 100 billions worth of silicon devices per annum- in 1994- and still 
almost incredibly high growth rates of production and applications is an economic reality as 
well as a matter of international industrial policy. The materials aspect of using perfected single 
crystals and applying local doping-control provide the basis of this unusual success. Earlier 
usage of materials differed remarkably. Bronze or steel are used for their specific bulk 
properties, the shaping and connecting of pieces is at the heart of iron-age or bronze-age 
technologies. Integration inside a regular spatial array of a host crystal is the semiconductor 
principle. The "Royal Road" to modern microelectronics consists in initially procuring a 
perfected single-crystal host, then locally establishing electrical and optical properties inside the 
host by specific replacements of host atoms by foreign "dopants". The somewhat disparaging 
expression of defect as a generic term for all deviations from the host perfection does not 
really convey the power of this "doping doctrine" for semiconducting materials. The early 
pioneers of germanium and silicon, however, placed great emphasis on the experimental 
verification that «-type andp-type doping by elements of the adjacent columns in the periodic 
table were accompanied by changes in the lattice parameter : atomic substitution of the host 
atoms as the guiding principle ![1,2] 

This keynote speech shall attempt to offer a few recent examples of ongoing research to illu- 
strate the power of defect utilization and the degree of sophistication that has been achieved . 
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A warning is further uttered here, since this principle of doping by replacement can only be 
safely practiced for well-controlled , homogeneous materials - of which we still have only few 
semiconductors. Uncritical transfer of this principle to inhomogeneous materials does not 
guarantee success. Inhomogeneous materials derive many of their electronic properties not 
from the substituted point-defects but from the capricious details of the inhomogeneity itself. 
A similar situation arises in the current quests for novel quantum devices, where geometry 
plays an overriding role in establishing energy levels, densities of electronic states , or other 
electronic properties, thus diminishing the influence of substituents. Dimension-controlled 
quantum device structures, however, also command highly perfected base materials ! 

Dopant atoms, their interactions with native defects and their diffusion properties are exem- 
plified first. Multiatomic defects, presently of vivid interest, and their stabilities are touched 
upon next. The topic of gettering, still of irreplaceable technical significance, is mentioned 
subsequently. The themes of inhomogeneity and quantum structures conclude this article. 

CURRENT RESEARCH TOPICS 

Dopants. Their Interactions and Diffusion 

The diffusion of a simple trivalent acceptor or pentavalent donor in a silicon host still 
constitutes an essential element of device processing for bipolar and even for unipolar devices. 
An amazing degree of empirical knowledge rules these processes until today, because the 
atomistic details of diffusion -even for these simplest substitute atoms - are in reality very 
complex. A multitude of dopant-interactions with native defects, especially vacancies and inter- 
stitialcies ,govern the diffusion processes and thus determine the technologically so vital pro- 
perties,such as depth of a junction, space charge widths, or channel properties. Diffusion of the 
donor phosphorous near an interface SiCte / Si provides a good example. The solubility of P in 
the oxide is lower than in silicon itself, therefore one expects a pile-up of P atoms in the Si near 
an interface to the oxide, well known from the pioneering work by Grove [3], Yet, no really 
satisfying model simulation with reliable, predictive power was available for a long time. Lau 
and his colleagues [4] at the Siemens Laboratories then proposed a new model, which included 
a third phase, sandwiched in between oxide and elemental silicon. This hypothetical interface 
phase was assumed to provide ample amounts of sites for phosphorous atoms; such P atoms 
are then assumed to become electrically inactive, which is an easily acceptable proposition 
since the direct substitution inside a regular lattice no longer prevails. Lau et al. then proceeded 
to simulate diffusion conditions with a set of rate equations and found good agreement with 
experimental data. One single curve was presented to fit data for different P concentrations, a 
variety of temperatures and diffusion ambients, including inert anneals. [4] Diffusion process 
technology was thus satisfactorily explained with the appropriate parameters inserted, all based 
upon the ad hoc assumption of an intermediate phase. 

Experimental verification of the postulated intermediate region was difficult because of the 
difFerent forms of incorporated P. A chemical analysis , such as by secondary-ion-mass- 
spectroscopy, gives the total amount of phosphorous atoms. The electrically active, sub- 
stitutional atoms, however, are the ones determining device characteristics; their amount may 
be almost one order of magnitude lower than the total. NicolUan and Chatterjee [5] have just 
recently provided such proof, thus explained the almost paradoxically appearing observation of 



an increasing P concentration from the interface toward the silicon interior. Figure 1 shows 
the results obtained in the fit with the model; the profile parameters are adjusted toward best 
fit,also a diffusion length (0.95um) is a result of such fit. This recent example of work per- 
taining to a seemingly very simple phenomenon, on which much of modern device technology 
has to rely, demonstrates first the inherent complexity and secondly the methodology of high- 
resolution characterization combined with detailed mathematical simulation in a multi-para- 
meter space. 

Impurities at Internal Interfaces 

N(w) 

F.6 

Evidence for such a novel intermediate phase with special properties has very recently [6] 
been obtained in a rather different experiment. 
Grain-boundaries were investigated in silicon 
crystals with the oxygen content typical for 
crucible - grown Si materials is utilized in 
modern MOS-technology. The precipitation 
of this deliberately introduced foreign atom 
is a very important part of the gettering tech- 
nology to remove unwanted impurity atoms. 
Very-high-resolution transmission electron 
microscopy revealed beautiful examples of 
amorphous Si-0 phases,nucleated directly at 
the grain boundary. The border between pre- 
cipitate and host matrix was always found to 
be a well-defined crystallographic (11 l)-type 
plane. However, Gatts et al. [6] attempted an 
analysis of yet higher resolution by means of 
neural - pattern -recognition methods for the 
obtained electron - energy - loss spectra.The 
result of this novel type of nonsubjective ana- 
lysis by neural-network-technique was an ex- 
istence proof for a new phase of a different 
chemical environment, again as sandwiched 
between crystalline Si and amorphous oxide. 
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This recent example of modern transmission 
electron microscopy in conjunction with re- 
fined mathematical analysis and simulation 
furnishes impressive proof for the power of 
present - day tools and the degree of sophis- 
tication: resolution and image-handling! 

thin interfacia! layer 

Fig. I Profiles of various species of P dopants in 
silicon near an oxide interface,see Refs.[4,5] 

Another piece of evidence arose from Ref [6], which corroborated very old results of my own 
[7], regarding grain boundaries, their structure and electrical properties. A naive model views a 



grain boundary as a regular array of individual dislocations, which in turn supply electrically 
active sites -due to dangling bonds- along the dislocation line. A grain boundary (and even one 
single dislocation) should therefore be a strong electronic perturbation as a recombination,pos- 
sibly even a doping ,site. This simple picture is, fortunately for device technology, incorrect. It 
is much more the combined effect of boundary plus its impurity atmosphere ,which affects the 
electronic properties. Measurements of the photovoltage arising at grain boundaries showed 
that the sign and the magnitude of such photo-signals could be massively altered by heat 
treatments, which are known to cause different phases of the oxygen impurities in Si.   This old 

proposition of  1962 [7] was a strong 
deviation from the simple reductionist 
tenet of ascribing electronic behavior 
exclusively to point-like defects in the 
semiconductor lattice. Dislocations are 
defects contributing intensely to forma- 
tion of many types of inhomogeneities. 
Remarkable efforts were exerted very 
early in semiconductor history to com- 
pletely eliminate dislocations-for rather 
different reasons-in silicon, thus esta - 
blishing a very homogeneous base ma- 
terial of ever increasing wafer diame - 
ter,soon to reach 300 mm ! 

Fig. 2 Electron micrograph of grain boun- 
dary in Si with oxide precipitate.Ref.[6] 

Dopants and Native Defects 

The elementary step for a diffusing impurity or dopant is the jump to a new site,which may 
be a substitutional or an interstitial site. Availability of vacancies or of interstitials therefore 
quite strongly affect jump probabilities. Any local nonequilibrium of these native defects thus 
severely affects the diffusion constant.This dependence plus the varieties of diffusion mecha- 
nisms greatly complicated the quantitative understanding of diffusion,even until today. Earliest 
evidence, for example in the growth kinetics of oxidation-induced stacking faults [8,9] or the 
very puzzling and disturbing phenomenon of the emitter push effect, harmful for small base 
widths in bipolar devices, indicated already that changes in the native defect densities had very 
serious consequences. This situation has been greatly improved during the last decade; we now 
have much better insights . For example, at least a semi-quantitative knowledge exists about 
the excess of interstitials being generated by oxidation of a surface, as compared to a nitrida- 
tion. Technologies are being developed to not merely control dopant quantities, but also to get 
native defects under control. [10] . Such control is -once again-most urgently needed around 
the gates and channels of MOS silicon devices. Control of geometry and dopant is a strict ne- 
cessity. A judicious choice of mixing of oxides and nitrides has been shown[10] to offer just 
the desired amounts of native defects to achieve specific channel conditions. Such advances in- 
dicate the sophistication reached in coupling control of vacancies and interstitials with those of 
the dopants themselves. A stacking fault grows and shrinks with fluxes of vacancies and inter- 
stitials , therefore one can actually utilize[ll] such stacking faults as (almost quantitative) de- 
tectors for native defects ! Lateral and vertical distributions of Si interstititals have been moni- 
tored in this fashion in wafer-bonded samples; the interstitials were injected by dry oxidation. 



Another example involves the non-doping group IV-element carbon and its influence on the 
diffusion of the common substitutional acceptor boron in silicon. Stolk and colleagues [12] in- 
corporated C into B-doped Si and implanted Si excess self-interstitials by ion beam 
techniques.Carbon was shown to completely suppress the interstitialcy-enhanced boron diffu- 
sion; the substitutional carbon hence traps and deactivates the interstititals in crystalline Si !The 
diffusion processes thus become more scientifically scrutinized, which is an absolute necessity 
for today's submicron device design lengths.Dopant impurity diffusion processes must be meti- 
culously controlled, which includesguiding of the native host-defects, too. 

Limits of the Doping Doctrine 

The elemental semiconductors and their substitutional dopants, such as B or P, represent an 
unusually favorable case. Within wide ranges, both «-type and /»-type doping are here possible 
In almost all other cases for host and guest atoms, the situation is not nearly as auspicious.Rare 
earth atoms, for example, are very difficult to incorporate into silicon or gallium 
arsenide[13].Their valence mismatch reduces their solubility ; electrical pumping of the effi- 
cient luminescence is not easily feasible; the active f-shell is well screened by outer electrons. A 
marriage of the rare-earth doped luminescing oxides with the convenient semiconductors re- 
mains a predicament. 

A similar difficulty arises for the more ionic semiconductors of the type An - B" ,whose 
larger bandgaps and stronger tendencies for radiative recombination are most attractive for op- 
toelectronic applications. Doping is , however, exceedingly more difficult than for the ele- 
ments. This deplorable situation is still not understood, even less so is it under technological 
control. [14] There is possibly not one single, dominant physical or chemical reason for this do- 
pability problem. Self-compensation is one assumption; the crystal lowers its total energy under 
a doping attempt by creating native defects, which are much more strongly charged in these 
ionic compounds than in Si or Ge.This self-compensation brings the Fermi level back to a 
position closer to the middle of the forbidden gap. This plausible principle does not, however, 
apply generally.In other examples, it seems to be just the low solubility which makes doping 
almost impossible.[15]. The remarkable progress in lasers based on Zn-containing A" - Bw 

materials is founded on rather clever ways of circumventing these basic problems. [16] Not 
surprising is the prediction that our central theme "order-disorder in semiconductors" will be 
attacked very strongly for these compounds in the near future.lt will, however, be interesting 
to see how far the analogs and patterns of the elemental semiconductors will carry us. There 
exist strong differences: high-dislocation-densities, for example,are quite common in light- 
emitting diodes, based on gallium nitride.[17] Densities exceeding 1020 cm"2 were found to be 
common in GaN, yet all minority-carrier properties were much less affected than in Si ,GaP or 
related materials ! In this compound GaN, therefore, nonradiative recombination is much less 
enhanced by dislocations, possibly because of the more ionic nature of the bonding [17] or , 
maybe, because of different tendencies of precipitation around dislocation cores ? 

Compensation by inadvertent presence of the opposite type of dopant is a serious and often 
conveniently ignored problem.[18]. For most technical applications, however, compensation is 
not a serious problem,although it represents a degradation of crystalline perfection by incorpo- 
rating too many impurity atoms per desired function. Minority carriers will therefore suffer a 
reduction of their lifetimes. The most noticeable effect of compensating impurities, say donors 
in a p-type crystal, is the rather sharp reduction of the mobility u at low enough temperatures, 



where scattering at ionized impurities [19] is the dominating mechanism for the mobility. In Si, 
this regime is almost impossible to reach for device conditions,whereas for GaAs and related 
compounds, compensation is more influential. All these considerations show the unusually 
favorable physics and chemistry for silicon with its precious facility for doping. The integrity of 
the oxide Si02   and the dop abilities make Si the preferred semiconductor material. 

Multiatomic Centers 

A semiconductor crystal represents a solvent, in which multitudes of chemical reactions may 
occur, very similar to the well-known paradigms in aqueous solution. Defects with opposing 
charges, for example, may associate and dissociate akin to a salt in water. One of the best 
known examples for Si are the pairs of iron atoms with all the acceptors, such as FeGa. The re- 
action kinetics can be determined, energies of dissociation are measurable [20], just as in the 
familiar textbook knowledge concerning charged ions dissolved in water. 

By far the most intensely studied biatomic centers in Si were recently those containing hydro- 
gen as one of the partners. [21] Defects can easily be neutralized, thus rendered passive by the 
admixing of hydrogen. One recent example for these investigations is the work by Cheng and 
Stavola [22].They studied the reorientation of BH and BD complexes and found evidence for a 

thermally assisted tunneling. Figure 3 gives a 
result. The jump rates are plotted for the tun- 
neling between two different bond-centered 
sites , as indicated by the arrow in the inset. 
These centers were initially oriented by the 
application of mechanical stress and then al- 
lowed to relax. Tunneling was inferred from 
the non-Arrhenius behavior. Notice from the 
figure that the deuterated sample is the one 
with quicker rates, at least for the tempera - 
tures shown ! Bonding and release make 
diffusion of H in Si and in other semiconduc- 
tors a difficult problem and a highly com- 
plicated affair. Hydrogen is, however, ubi - 
quitous,not only in wet chemical processes. 
[42] 
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Fig. 3 Tunnel rates ofH and D in pairs 
with boron, from Ref. ß2] 

1.8 

Multiatomic centers are in many cases multistable defects, such as indicated by Fig.3.They 
may assume different positions, for example with respect to hydrogen relative to the boron 
atom One could imagine bistable centers, where the two possible configurations are more 
distinctly different from each other as in the BH case, for example via a difference in the inter - 
atomic distance. Such centers with strongly differing arrangements offer some hope for a utili- 
zation in memory storage. The two configurations might represent a one and a zero,they might 
be switched by externally applied signals and might be susceptible to read-out. Such an applica- 
tion would yield a very small and -hopefully- simple means of data storage in Si. However, the 
difficulties seem formidable.At present, observable bistability is limited to low temperatures, 
and the addressing seems problematical for optical access, let alone for an electrical input and 



output. This topic of atomic-size data storage is, however, such a fascinating proposition that 
more effort and research seem probable for the future. 

The Indispensable Art of Gettering 

Vacuum tubes had to rely on gettering the residual gases by means of a pill of a reactive 
metal to bind oxygen and nitrogen. This practical act out of desperation has been carried over 
to standard silicon device technology. Inadvertent and unavoidable metallic impurities must 
somehow be eliminated from the (relatively small) regions of active device relevance and ought 
to be firmly fixed in some passive region. No hardp-n junction , i.e. one with a sharp reverse 
I-V curve, was feasible, at least in the earlier history of bipolar devices, without such a 
gettering step, which removed the metallic generation centers from the junction's space charge 
layer. [23] Metallic impurities , often from the furnaces or implantation equipment, are still very 
difficult - and expensive - to remove by any other technique than by some gettering. The sinks 
for these metal atoms can be manifold: glassy surface layers, dislocations or even more robust, 
cruelly introduced lattice damage on the wafer-backside,[24] and -most importantly- the 
convenient oxide precipitates. Such gettering seems to apply quite universally for most metallic 
impurities [25]. The local change in the metal-solubility must be sufficient to capture the yield- 
diminishing culprit, and the (liffusivity of the metal must suffice in order to reach the sink. 
These conditions can usually be met quite easily, and the needed process step can in most cases 
be inserted into the device processing sequence without great problems. Still, the details of the 
gettering kinetics and the interactions, especially with the native defects, are quite 
complex. Gettering is in principle a reversible process[26] ;care must be taken to avoid re-dis- 
solution. The smaller dimensions of future Si devices will here require more of a scientific 
basis; supportive research will be needed. Such research will, however, have to be based on a 
very close interaction between researchers in fundamental materials science and device 
production-line practitioners. 

Pernicious Inhomogeneities 

The powerful dogma of point-defects inducing semiconductor properties relies on a uni- 
form, homogeneous crystal base. As soon as inhomogeneity of any sort creeps into the matrix, 
our principles begin to fail. Compensation by minority dopants or the deleterious, ill-defined in- 
fluence of dislocations or two-dimensional defects ,such as stacking faults or boundaries,even 
surfaces, have already been mentioned here. The basic theory of inhomogeneous materials and 
a discussion on their foundations upon quantum theory and thermodynamics have been out- 
lined by Pantelides [27]. Detailed mathematical treatment of transport and other electronic 
properties in inhomogeneous semiconductors has been given by Pistoulet and his students [28]. 
The situation is demonstrated to quickly become intractable; general conclusions are very diffi- 
cult to be formulated. Inhomogeneities have one major deleterious consequence :local potential 
fluctuations haphazardly arise ! Transport is therefore randomly affected, which is a serious 
competition against the willful, designed external potentials, such as on a field-effect gate, to 
control electronic current flow. The function of a device, especially one of small geometric di- 
mensions, is lost. The concept of doping as the source of electronic behavior breaks down . 

One particularly forceful example of this breakdown is established by the maverick phenome- 
non of persistent conductivity. Many semiconductor samples of questionable homogeneity and 
ill-defined doping display a persisting conductivity after a photoconductivity-inducing illumina- 



tion has been switched off.[29] Such a sample appears to have some sort of barrier against re- 
combination, thus artificially prolonged lifetimes [30]. Such effects have long been known and 
have been associated -in most cases- with a lack of homogeneity. [29] For example, in a semi- 
conductor with clusters of radiation-induced defects, space charges arise,as indicated schema- 
tically in Fig.4.[28-31].Upon iUumination, 
one type of carriers is trapped at these ra- 
diation-induced defects, the other type is 
mobile to conduct current, which prevails 
even after illumination ceases. The cluster 
thus separates localized from delocalized 
carriers,very much like a gate.Any poten- 
tial fluctuation fulfills this function, just 
like a junction does in a solar cell, separa- 
ting electrons from holes.Persistence had 
therefore initially been taken as evidence 
for all kinds of non-uniformities [31]. Fig. 4. Schematic of a carrier-sepa- 

rating fluctuation ,Refs. [30,31] 

This generally accepted, but not much recognized viewpoint underwent a complete change 
with the detection of specific multiatomic centers in the compound semiconductors, especially 
gallium arsenide. The so-called DX-center, a donor with a then unknown second partner was 
interpreted [32] as being bistable and being the source of the excess electrons persisting after 
illumination. The doping-doctrine was here successful once again. Atomic-size defects were 
linked to an unusual conduction property: the liberated electrons are unable to recombine with 
their source defects since they cannot overcome a configurational barrier at low temperatures. 
Individual defects in an orderly semiconductor had now found another significant property, 
aside from doping or lifetime-dominating recombination. This success in GaAs was swiftly car- 
ried over to many other materials, which were of much lesser homogeneity than GaAs. Sud- 
denly, any observation of persistent photoconductivity was ennobled as an indicator of a most 
interesting defect,usually associated with strong lattice-interactions, rather than being an em- 
barrassing stigma of inhomogeneity[30]Yet, 
the fact remains that any type of potential 
fluctuation will generate persistence under 
quite general experimental conditions. Our 
own work on GaAs epitaxial layers of high 
perfection has demonstrated this principle 
of spatial carrier separation [33-35], with 
one type of carriers trapped, the other be- 
ing free to carry a current. The accumula- 
tion of carriers is quantitatively explained 
with this idea [34]. A specially made GaAs 
sample with two differing trap densities de- 
monstrates two different slopes in a curve 
of current versus photon dose , which is a 
rather convincing proof [30,35].see Fig.5 
We always warn against too easily interpre- 
ting such persistence phenomena with some multistable, special defect.The first,rather prosaic 
and admittedly discomfiting duty has to be a thorough check against potential fluctuations.Let 
me reiterate the message that the doping doctrine must be based on homogeneity ! 
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Fig.5 Dose-dependence of persistence in 
a two-layer trap configuration Ref. [35] 
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Any deviation from the pristine concept of simple doping in an elemental semiconductor will 
cause problems. The step from an element to a compound semiconductor, or yet to one of 
those nice, useful compound alloys will complicate matters by opening many avenues toward 
inhomogeneities, such as being caused by alloy fluctuations, by doping clustering, by 
occupancy changes of amphoteric dopants (atoms acting as donors or acceptors,depending 
what type of atom they substitute). The more ionic the material,the greater will in general be 
the danger , because of the stronger local potential change per deviation from lattice ideality 
The antisite defect, arising from a simple interchange of ,say, the cationic partner with its 
anionic counterpart, is a serious imbalance in a compound,but does not exist -by definition- in 
an elemental semiconductor. 

Materials Principles for Quantum Devices 

Semiconductor technology with its masterful craftsmanship in lithography , etching, contact- 
forming and other artistry has opened broad avenues of novel device physics based upon the 
very foundations of quantum mechanics. Schrödinger's concepts of the quantized energies of 
an electron incarcerated in a small potential box have been beautifully demonstrated by many 
experiments in semiconductors with fine dimensional control. The concept of heterojunctions 
has been the essential idea of producing definite carrier-confining regions inside a crystal host. 

The new regime of quantum-wells, quantum wires, and dots [36] really differs from the 
conventional, semiclassically tractable semiconductor device technology. It is now the reduced 
dimension (small size,comparable to wave function extents) as well as the reduced dimensiona- 
lities (1-dimensional, e.g in a quantum-wire) which control the properties and the device opera- 
tion. The materials parameters begin to fade into oblivion; size dominates over matter. Such 
important device parameters, as the carrier mobility for example, also lose their significance,be- 
cause much of the transport is now ballistic in nature.The small dimensions enable the electrons 
to permeate the essential paths without ever encountering a scattering event, hence no longer 
being adequately described by the concept of mobility. Materials tend to become very similar 
to each another, it is more and more just the fundamental constants -such as Planck's h or the 
electronic charge e - which govern the elementary electronic processes 

This new principle, with the crystal lattice merely becoming a miniature vessel for quantized 
particles,apparently slackens the previously so stringent demands upon the electronic materials. 
Yet, this appearance is not really correct. The essential semiconductor principle of initially se- 
curing a highly perfected host lattice still remains ! Certain demands upon the perfection of the 
materials even seem to increase. For example, the validity and reproducibility of any device 
based upon quantum wells rest very heavily on the uniformity of such wells, especially the 
constancy of the width of the quantum well, which is sandwiched in between two barrier layers 
of a related material with a higher bandgap. Even small deviations , of the order of just one 
lattice parameter, now cause grave deviations - which certainly was not noticeable in our stan- 
dard semiconductors of today. One of the most serious defects is therefore now the step in an 
interface plane. The quest for atomicalty flat surfaces and interfaces [37] will hence become a 
more serious task for scientists and engineers, who will have to concentrate on the elementary 
facts of growing a solid crystal out of a vapor- or liquid-phase. In general, however, the high 
standards of first securing a chemically and physically perfected matrix will not be lowered. [38] 

The mesoscopic regime , intermediate between current technology and pure quantum-control 



poses an even more difficult technological requirement. In this transition regime, the merciful 
statistical averaging -important in today's transistors - no longer prevails.On the other hand, 
the rigidity and constancy of the quantum regime is not yet reached. However, all fluctuations, 
such as by a random distribution of charged defects and their random, fluctuating charge state 
strongly influence all transport properties, say in a typical field-effect channel [39]. The 
resulting fluctuations appear like noise, yet they are often reproducible and deterministic. Any 
reliable mode of operation for devices in this difficult mesoscopic regime hence would require 
a very tight control of all charged impurities, among other tight tolerances. Defects thus are 
not simply overruled, they assume a different role, maybe altogether a much more difficult one. 

CONCLUSIONS 

Defects are the spices in an otherwise bland materials perfection. They provide the elements 
of electronic behavior, they enable us to precisely locate the electronic action, they allow us to 
make exceedingly small functional spaces within the lattice. Defects seem to be an ever 
growing family of individuals, the more demanding the specifications and thus the more precise 
the observations become for all those many possible deviations from strict translational 
symmetry. [40] 

This review could only present some exemplary cases. Most of these cases were quoted for 
the most important material, silicon.This prototype material represents the leading ideal for all 
those other, more specialized competing semiconductor materials. Silicon will also, I am con- 
vinced, baptize our present era of modern information technology. I tried to convince the 
somewhat reluctant, conservative and timid European society that we are leaving the iron age, 
just as we had overcome the stone age, the bronze age - and that the world is entering the new 
age of silicon, where integration of functions into atomic rasters replaces the assembly of bulk 
parts. [41] I attempted to strengthen my case by counting the number of research papers on 
this unique material silicon -exponentially, frighteningly, indefatigably increasing - and 
matching those numbers against others, for iron or for water. Simon Sze joined me in this 
drumming for support and understanding. The more information we have gathered, the more 
further details we want to obtain and understand. A recent MRS laureate, David Eaglesham 
[43], has taken the courage to ask the otherwise usually avoided question of what we do not 
know about this so meticulously investigated stuff He points out that much is still left to be 
done, and almost all of his points refer to better knowledge concerning defects ! This fact is,of 
course, not surprising since the ideal lattice is like the vacuum in modern field theory physics: 
you know it, thereafter you renormalize it away.Remain the excitations of this vacuum state 
that are the objects of interest and usage. Order in the clean,regular lattice is the prerequisite, 
disorder is the useful element of creation. 

Several years ago, much fanfare and future were proclaimed for the supposedly so much 
simpler and by far cheaper amorphous semiconductors. Just an easy evaporation was deemed 
necessary for providing the materials, no crystal-pulling, no sawing, no polishing were 
required. Yet, the breakthrough did not occur; at most for some large-area applications is there 
usage for the non-crystalline semiconductors. The cost for procuring a highly perfected single- 
crystal material is high in absolute numbers, but represents an insignificant portion of the cost 
of making those densely configured, sophisticated circuits. Device miniaturisation and single- 
crystal matrix ,this dopable spatial array, are inseparably linked to each other. 
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Part II 

Grown-In Defects in Bulk Crystals 



SURFACES AND CRYSTAL DEFECTS OF SILICON 

P. WAGNER, M. BROHL, D. GRAF, U. LAMBERT 
Wacker-Chemitronic GmbH 
P.O.Box 1140, D-84479 Burghausen, Germany 

ABSTRACT 

Bulk crystal defects are accessible for investigation when silicon crystals are sliced and the de- 
fects occur close to or at the surface of wafers. Such near-surface defects can then be delineated 
by modifying some processes used for preparing clean, polished wafers. The delineated defects 
usually occur as pits the shape of which depends on the delineation process used. The different 
shapes of the pits has consequences for their detection by light scattering techniques (laser scan- 
ners or surface inspection systems). The density of the such generated surface defects is related to 
the defect density in the crystal bulk and is influenced by the growth parameters. These surface 
defects therefore provide a means for studying and for characterizing the bulk defect density. 

INTRODUCTION 

Monocrystalline silicon of ultra-high purity used for manufacturing semiconductor devices still 
contains extrinsic and intrinsic defects. The main extrinsic defects are oxygen and dopant ele- 
ments which are intentionally introduced in the Si crystal during its growth with concentrations of 
1012 to 1019 cm"3 (dopants) and 5-10* 1017 cm"3 (oxygen, Czochralski Si). Unintentional contami- 
nations are present in the crystal bulk with concentrations <1016 cm"3 (carbon) or <1012 cm"3 (met- 
als) III. The knowledge about extrinsic defects and contaminants in bulk Si has increased 
considerably during the past ten to twenty years. 

The quantitative knowledge about intrinsic defects is much less comprehensive as compared to 
the extrinsic defects, however their consequences can be at least as detrimental as e.g. Fe- 
contamination. Si self-interstitials (I) and vacancies (V) present at high concentrations during the 
growth of the crystal at or close to the growth interface between crystal and melt are frozen in the 
crystal bulk during cooling. Agglomerations of such defects are thought to be the origin e.g. of 
swirls II, 2/ or D-defects 131, also called Flow-Pattern Defects (FPD), which occur after Secco 
etching. 

Other defects thought to be related to vacancy clusters are the so-called Crystal Originated Par- 
ticles (COP) 14/ occurring at the surface of polished Si wafers. These COP are identified by Scan- 
ning Surface Inspection Systems (SSIS), sensitive techniques developed during the past ten years 
to detect surface flaws on polished or epitaxial silicon wafers. These techniques allow to localize 
small surface defects fast and with a lateral accuracy of about 100 urn. The results of investiga- 
tions of such surface flaws, called LPD (Light Point Defects) or LLS (Localized Light Scatterers) 
in a generic way, or specifically COP, are reported in the present paper. 

DELINEATION OF DEFECTS 

The range of concentration from 10'2 to 10'8 cm"3 in the bulk corresponds to a density of about 
105 to 10" cm"2 on a surface assuming a 1 nm thick layer to represent the surface. On the other 
hand, surface defect densities of « 1 cm"2 can easily be detected by SSIS 151 provided the scat- 
tering cross section of such defects is > 0.1 um LSE (Latex Sphere Equivalent) 161. Assuming 
again a layer thickness of 1 nm this corresponds then to a bulk defect density of only < 107 cm"3, 
corresponding to 0.2*10"3ppt. 
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Only sufficiently large bulk defects localized close to the surface are detected by present sur- 
face inspection equipments without additional preparation. Smaller defects have to be delineated 
appropriately which can be performed in many different ways 111. In the present paper results are 
reported which were obtained with p-type silicon wafers either by softly etching with a SCI solu- 

tion (NH4OH:ILp2: water 1:1:5, sev- 
eral hours at 85 °C) or by 
appropriately modified polishing with a 
caustic slurry (chemomechanical pol- 
ishing CMP). The SCI solution does 
not increase the surface roughness sig- 
nificantly, so that surface inspection 
equipment can be used for detecting 
the delineated defects. A 100-150 nm 
thick layer is removed by etching with 
the given conditions. A defect density 
of 1 cm"2 therefore corresponds to a 
bulk defect density of 105 cm"3 assum- 
ing that the etching process accumu- 
lates the residues of the defects at the 
surface. The defects delineated by SCI 
treatment or polishing are called 
COP I Al. 

0.24-0.3 

Fig. 1: LPD-size distribution as measured with 
two different surface inspection equipments 

LIGHT SCATTERING AND ATOMIC FORCE MICROSCOPY OF COP 

The surface inspection techniques mentioned above are based on scanning the surface of a wa- 
fer with a well focused laser beam. The slowly varying components of the signal - scattered light 
observed in dark field mode - then correspond to variations of the surface roughness whereas the 
high frequency, localized components of the signal indicate localized surface flaws. The scattered 
light, or more precisely the diffracted 
light, contains information about the 
Fourier transform of the surface profile 
or surface topography /8/. Therefore 
the solid angle of collection optics of 
the surface inspection equipments to- 
gether with the incident angle of the la- 
ser beam and its wavelength define the 
spatial wavelength range covered by 
the tool. Extended flaws (or long spa- 
tial wavelengths) scatter (diffract) light 
only in a narrow cone around the 
specularly reflected laser beam whereas 
small flaws scatter in a wide solid an- 
gle. The scattering cross section - total 
as well as differential - of the surface 
flaws certainly also depends on the 
complex refractive index of the flaw as 
is outlined for particles in the Raleigh- 
Gans or Mie theories /e.g. 91. 

,E 
1-0-0 Si, p A/sn 

- B/sn 
■   o  

C/SI1 

0/ ■■  *  

O WSI2 

B/SI2 

C/SI2 

p^—----t--:^ 

^    . 
-—^f—^jjh; 

.12-.14 .14-.16 .16-.2 .2-.24 
LPDSize/MmLSE 

.24-.3 >3 

Fig. 2: LPD-size distribution for three dif- 
ferent ingots A, B and C after 
SCI-treatment as measured with surface 
inspection equipments SI1 and SI2. Cool- 
ing rate A > B > C. 
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S12:0.16 um LSE 
SI1:0.14-0.2 Jim LSE 
SI2:<0.12umLSE 

\l 

Fig. 3: AFM scans of COP delineated by 
SCl-treatment (a) or modified polishing (b). 
Displayed are also the cross sections of both 
COP as well as the sizes as reported by the 
surface inspection equipments SI1 and SI2. 

The influence of the shape of the surface flaws or the solid angle of the detection optics, respec- 
tively, is demonstrated by comparing the LPD distribution of a silicon wafer polished with modi- 
fied CMP as measured by two different surface inspection equipments SI1 and SI2 (Fig. 1). Both 
equipments are calibrated with polystyrene latex (PSL) spheres of well defined sizes but they re- 
spond quite differently to the deline- 
ated crystal defects (COP). Less 
difference between both SSIS is ob- 
served when wafers are investigated 
where the COP were delineated by 
SCI treatment (Fig. 2). The origin 
of this different behavior of the 
SSIS is the shape of the COP in 
both cases (Fig. 3). The shape of 
COP delineated by polishing corre- 
sponds to a shallow, extended etch 
pit with smooth edges. The COP af- 
ter SCI treatment are narrow, deep, 
well defined etch pits. The Fourier 
transform of their profile, corre- 
sponding to their diffraction pattern, 
is significantly different as well as 
the amount of light collected by the 
different SSIS (Fig. 4), as is ex- 
pected according to the theory of 
diffraction of light /e.g. 10/. Delineating by polishing therefore does not provide reliable informa- 
tion about the size distribution of COP. 

The volume of the COP in Fig. 3b corresponds approximately to the volume of a sphere with a 
diameter of 180 nm. (A Si sphere with this volume contains = 1.4*108 Si atoms.) The reported 
size was 160 nm LSE by both equipments. This defect - etch pit, missing silicon atoms - therefore 

scatters light like a PSL sphere 
100 |r ,—     ...- - with a diameter of 160 nm. The 

volume of the COP of Fig. 3a on 
the other hand corresponds to 
the volume of a sphere with a di- 
ameter of about 600 nm and it is 
reported to have a size corre- 
sponding to a PSL of 140-200 
nm or < 120 nm, respectively, by 
the different equipments. The 
lateral dimensions of COP a) al- 
low to assume that it scatters 
light like a small particle (Ral- 
eigh approximation) which is 
confirmed by the same effective 
size being reported by both 
SSIS. COP b) with lateral di- 
mensions larger than the laser 
wavelength diffracts light like an 
extended defect (Mie 

0,01 

0,0001 

Collection Optics ; 
COP 3a 

COP 3b 

Reference 

0,1 1 10 
Spatial Wavelength / pm 

Fig. 4: One-dimensional Power Spectral Density 
(Fourier transform squared) curves of the profiles 
displayed in Fig. 3 and a reference curve of a pol- 
ished surface. The spatial wavelength ranges col- 
lected by the surface inspection equipments SI1 and 
SI2 are indicated. 
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Fig. 5: Radial COP distribution for three 
different ingots pulled with low, medium 
and high pulling rate, respectively. 

approximation in the case of particles, 
or diffraction by a slit). Therefore, 
care has to be taken when interpreting 
the sizes of COP as reported by SSIS. 

COP a) with a volume of 
2.9*106nm3 (corresponding to a 
sphere with a diameter of 180 nm) 
scatters light like a PSL with a slightly 
smaller volume and not like a Si parti- 
cle with the same volume. A Si parti- 
cle is expected to scatter light by a 
factor of about 8-10 more than a PSL 
sphere of the same size due to the dif- 
ferences in the respective refractive in- 
dices. This is an indication that small 
etch pits might scatter light less effi- 
ciently than Si particles of the same 
volume. 

0.1 - 

CD 
D 
D_ 
O 
Ü 

CRYSTAL DEFECTS 

Crystal growth conditions are known to influence the radial and axial COP distribution of a Si 
ingot severely /ll, 12/. Regions with a surplus of vacancies or with Si self-interstitials occur in 
the ingot depending on pulling speed and the thermal gradient at the growth interface according 
to 1121. The diameter of the V-rich part along the center of the ingot increases with increasing 
pulling speed provided the thermal gradient remains unchanged. No V-rich region is generated 
when the pulling speed is suffi- 
ciently low, no or very few COP are 
delineated in this case. 

The density of COP increases in 
parallel with the pulling rate. An ex- 
ample for the radial variation of 
COP density of ingots grown with 
three different pulling rates is dis- 
played in Fig. 5. COP appear in the 
V-rich region of the ingot after a 
delineating treatment and their den- 
sity is related to the density of D- 
defects.  Their origin therefore is 
usually assumed to be related to V- 
clusters similarly like the D-defects 
/3/. The size distribution of COP 
can also be controlled by adjusting 
the cooling rate of the ingot after 
solidification.   Slow cooling rates 
result in larger COP, fast cooling 
rates in smaller COP, with the total 
volume of the COP estimated to be approximately constant /l 1/ (Fig. 2) for similar pulling rates. 

Another example for the influence of thermal history on the generation of COP are wafers which 
were annealed at high temperatures (around 1200 °C) for sufficiently long periods /14/. Such 

0.01 

H2/1200'C/2h 
■ 
■ 

^ Dv= 10-10cm2/sec 

fast ramps 
■ 

Ar/1200'C/2h 

" / slow ramps 
. —.— 

* Calculated Profile 
Outdiffusion 
  

0 10        15        20        25 
Removed Layer Thickness / urn 

30 35 

Fig. 6: COP density as a function of the by pol- 
ishing removed layer. Diffusion profile was calcu- 
lated neglecting temperature ramps of the 
annealing process. 
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wafers display again a very low IQO 

LPD and COP density. The depth 
of the defect free zone depends ^ 
on the annealing time and tem- 
perature. Defect free zones as 
deeper than 15 urn can be ob- 
tained as is demonstrated by re- 
moving successive layers by 
polishing (Fig. 6). A diffusion co- 
efficient for vacancies of approxi- 
mately 1*10'° cmW at 1200°C 
can be estimated using this 
profile. This is a lower limit as any 
activation energies required for 
dissolving the V-clusters as well 
as temperature ramps are ne- 
glected. The Ar-annealed wafers 
in Fig.  6 were processed with 
slow ramps. Therefore the ramping times cannot be neglected anymore and contribute a signifi- 
cant outdiffusion which is difficult to estimate. The value given above for the diffusion coefficient 
of V at 1200 °C is at the lower end of the range of V-diffusion coefficients /15/. 

Delineated COP by themselves do not degrade the GOI-yield /16/ (Gate Oxide Integrity l\ll). 
There is a correlation, however, between the COP density as a measure for the density of bulk 
defects being the origin of COP and the GOI-yield or GOI-defect density /ll, 18/ for p-type Si 
(Fig. 7). 

Very few crystal defects occur in epitaxial silicon wafers. Correspondingly, only very few COP 
can be delineated. However, what does occur if an epitaxial layer is grown on a surface where the 
COP have been delineated by an SCI treatment? Astonishingly enough, the surface is largely im- 
proved by depositing an epitaxial layer of a thickness of about 5 urn (Fig. 8). The epitaxial proc- 
ess either really makes the COP etch pits shrink or the scattering cross section of the etch pits 
diminishing by e.g. smoothing the edges. 

Fig. 7: GOI defect density as a function of COP 
density for annealed and epitaxial wafers. 

0,01 
.12-.13   .13.14 .14-.16     .16-.2      .2-.24      .24-.3 

LPD Size/ \im LSE 
I 4hSC1 
I pre epi 

ref 
pre epi 

I 4h SC 1 
I post epi 

j ref 
I post epi 

Fig. 8: Average LPD density 
(4 wafers) before and after epi- 
deposition for wafer on which 
the COP were delineated by 
SCl-treatment. The results of 
non-delineated reference wa- 
fers are also shown. 
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SUMMARY 

Delineated bulk defects at the surface of Si wafers with lateral dimensions comparable to the la- 
ser light wavelength diffract the light according to the Fourier transform of their shape. Therefore 
different surface inspection tools with differing collection optics collect different amounts of the 
diffracted light and report different scattering cross section or effective sizes of the LPD, respec- 
tively. Defects small as compared to the laser wavelength scatter light like small particles and the 
various equipments report similar sizes. Reliable information about COP therefore can be ob- 
tained only after delineating them by soft etching. 

The COP density was found to be correlated to the density and spatial distribution of FPD indi- 
cating that both defects may have the same origin and are presumably V-clusters. Both occur 
mainly in the vacancy rich region of the ingot. The thermal history during growth influences the 
density of COP significantly as well as thermal treatments after growth. Epitaxial deposition of Si 
reduces the scattering cross section of COP considerably thus contributing to the superior per- 
formance of epitaxial wafers. 
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ABSTRACT 

The formation of grown-in defects degrading the gate oxide integrity (GOI) has been studied. 
The growth-halting experiments were carried out to investigate the temperature ranges at which 
the formation of the defects was promoted or suppressed. GOI is improved in the crystal regions 
slowly cooled above 1330°C and between 106O'C and 1100°C. It is degraded in the crystal regions 
held below 1060°C. In the peripheral of the crystals, those temperature ranges are about 30°C 
lower. The defects are formed and grown below 1060"C in the center part of the crystal. The 
defect density is decreased with cooling time between 1060°C and 1100°C. These phenomena are 
considered to be closely related with reactions of intrinsic point defects, that is, the pair 
annihilation or the aggregation. The temperatures at which the pair annihilation and the 
aggregation of the point defects occur are dependent upon the supersaturation of the point defects. 

INTRODUCTION 

The Gate oxide integrity (GOI) becomes very important with increase of LSI integration. As 
cleaning technology in device manufacturing process has been developed, the degradation of 
GOI caused by grown-in defects formed in Cz-Si crystals has attracted special interest recently 
[1]. Tachimori et. al. reported the influence of growth rate on GOI [2]. They showed that GOI 
depends on the radius of the ring zone where oxidation induced stacking faults are anomalously 
formed (OSF-ring)[3]. The inside region of the OSF-ring exhibits poor GOI compared to the 
outside region [2,4]. Recently, grown-in microdefects inside the OSF-ring have been studied 
in relation with GOI [5-12]. The nature of the defects degrading GOI has been reported by many 
authors to be oxygen precipitates created by the interaction between vacancies and oxygen [9], 
agglomerated vacancies coexisting with interstitially dissolved oxygen [10,11] or vacancy related 
voids [12]. On the other hand, the temperature and mechanism of the defect formation during 
the crystal growth have not been sufficiently clarified yet. For the defect behavior inside the 
OSF-ring, it was only reported that the density decreases and the size increases in the crystals 
grown at slow cooling rate in the temperature range from 1150°C to 1000°C [9]. Therefore, it is 
still difficult to control the defects during the crystal growth for GOI improvement. 

The purpose of this study is to understand the formation mechanism of the defects degrading 
GOI in CZ-Si crystal growth process. We will show the nucleation and growth temperature 
range of them and discuss the formation kinetics. 

EXPERIMENTAL 

The growth-halting experiments were carried out to find the formation temperature range of 
the grown-in defects degrading GOI. Varying the halting time, five Cz-Si crystals were grown, 
which were 135 mm in diameter, 450 mm in body length, doped with phosphorus and had interstitial 
oxygen concentration of 9.5xl017 cm'3 (JEIDA standard). The pulling rate was 1.0 mm/min from 
the shoulder to 230 mm in length. Then it was suddenly changed to 0.2 mm/min, held for 7 
min, 15 min, 30 min, 60 min or 100 min, and raised rapidly and maintained at 1.0 mm/min to 
the tail end. Figure 1 shows the cooling condition in the crystal position of 10 mm, 50 mm, 100 
mm, 150 mm, 200 mm and 250 mm of the crystal halted for 60 min. The crystal position in this 
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The crystal position 
 10mm 

50mm 
100mm 

150mm 
200mm 
no hatting 

paper represents the distance from the crystal-melt 
interface at the start of growth-halting. The 
temperature distribution of a growing crystal had 
been preliminarily measured by setting 
thermocouples in the center of the crystal. 

To examine GOI characteristics, the crystals 
halted for 7 min, 15 min, 30 min and 60 min were 
sliced horizontally and polished into mirror 
wafers. MOS capacitors were fabricated on the 
wafers with a polycrystalline silicon gate with area 
20mm2. Gate oxide films with thickness 25.0nm 
were thermally grown in dry oxygen at 1000°C. 
The breakdown field was measured by ramping- 
voltage method and determined from the applied 
voltage that induced the leakage current density 
of lxlO"6 A/cm2. The GOI yield and the average 
breakdown field were calculated from the number 
of the capacitors with the fields over 7.5 MV/cm 
and from the measured values of the capacitors with fields under 7.5MV/cm respectively. The 
density per unit area of the defects worsening GOI is calculated from the breakdown frequency 
by assuming the Poisson distribution [13]. 

For the crystallographic investigation, the rectangle specimens were sliced and polished 
along the growing axis from the crystals halted for 7 min and 100 min. The distribution and 
density of the defects in the specimens were examined by X-ray topography and Wright's etching 
[14] after 2-step annealing at 800°C for 4 hours and at 1000°C for 16 hours in nitrogen. The 
distribution of oxygen concentration was measured by FT-IR with the conversion factor of 
3.03xl017cm2 before and after the 2-step annealing. 

High temperature annealing experiments were also carried out to study the thermal stability 
of the defects. Small samples of 20 mm x 10 mm x 2 mm in dimensions were cut from the 
center of the crystal halted for 100 min. They were annealed at the temperatures between 1150 
°C and 1350 °C for 2 hours in helium, and then cooled slowly down to 600°C at the rate of 4 "C/ 
min. Then, they were annealed at 800°C and 1000°C for 4 hours and 16 hours respectively in 
nitrogen to observe easily the defects remaining after the high temperature annealing. The density 
of the defects was measured after the Wright's etching. 

200        300        400 
Time(min) 

Figure 1. The cooling condition in  the crystal 
positions of  10 mm, 50 mm, 100 mm, 150mm, 
200mm and 250mm in the case of 60min growth- 
halting. 

RESULTS 

The dielectric breakdown field was measured by separating the measurement area into two 
parts, the center and the peripheral part, which were within a circle with its radius of 35 mm and 
out of it. Figure 2(a) shows the GOI characteristics in the center part of the crystal halted for 60 
min as a function of the crystal position with references for the crystal without halting. Figure 
2(b) shows change in the density of the defect degrading GOI in the center part, calculated from 
the breakdown frequency at applied field of 4, 5 and 6 MV/cm and the GOI yield. These results 
show the GOI is significantly affected by cooling condition during crystal growth. 
According to the breakdown characteristics, the influence of the growth halting can be classified 
into four regions. Region-A, the crystal positions between 0 and 25 mm, is slowly cooled above 
1330°C and shows excellent GOI. Region-B, the positions between 25 mm and 120 mm, is 
slowly cooled in the temperature range between 1330°C and 1100°C and shows normal GOI, i.e., 
not affected by the growth-halting. Region-C, the positions between 120 mm and 140 mm, is 
slowly cooled in the range between 1100°C and 1060°C and shows good GOI. Region-D, the 
positions between 140 mm and 230 mm, is slowly cooled below 1060°C and shows poor GOI. 
The calculated density of the defects worsening the GOI in Region-C is about one fourth of that in 
Region-B. The total defect density in Region-D is almost the same as that in Region-B; however, 
there are more defects that destroy the gate oxides at lower applied fields in Region-D. And those 
defects are formed with higher density at higher temperature (especially 1060°C to 1000°C) in the 
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Figure 2 (a). The GOI characteristics in the center part of the crystals with halting for 60min and 
without halting, (b) The density of defects degrading GOI calculated from the breakdown frequency 
in the center part of the crystal halted for 60min. 

region. 
Figure 3 shows the influence of the halting time on the GOI yield in Region-A and Region- 

C and the average breakdown field in Region-D. The GOI yield is remarkably improved between 
15 min and 30 min in Region-A. On the contrary, it is proportionally increased with the halting 
time in Region-C. These results show Region-A and Region-C differ from each other in the 
mechanism of GOI improvement. The average breakdown field in Region-D becomes lower 
with the halting time, indicating that harmful defects for GOI grow during halting in this region. 

Figure 4 shows the radial difference in the GOI yield and the average breakdown field of the 
crystal halted for 60 min. In the peripheral part, the temperature regions are 30°C lower, where 
GOI is improved (Region-A and C) and is deteriorated (Region-D). This result shows that the 
change of the GOI is not determined directly by the temperature where the crystals are slowly 
cooled. 

Figure 5(a) and (b) show X-ray topographs of the crystals halted for 7 min and 100 min 
respectively after the 2-step annealing. Figure 6 shows the distribution of the interstitial oxygen 
concentration along the center axis of the above crystals before and after the annealing. In 
Region-A, the OSF-ring (two dark bands in Figure 5) shrinks with the halting time. It shrinks 
out in the crystal halted for 100 min, which leads to low oxygen precipitation corresponding to 
low reduction of the solute oxygen shown in Figure 6. Anomalously high amount of oxygen 
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0       10 20     30     40     50 
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60     70 
4 ■=- 250    200     150     100     50        0 
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Figure 3. The influence of the halting time on the 
GOI yield and the average breakdown field in the 
center part of the crystals. 

GOI yield 
—o— center part 
—•— peripheral part 

Ave. breakdown field 
—D— center part 
—■— peripheral part 

Figure 4. The radial difference in the GOI yield 
and the average breakdown field of the crystal 
halted for 60 min. 
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Figure 5. The X-ray topographies of the crystals 
halted for (a) 7 min and (b) 100 min after the 2-step 
annealing. The dark bands are the OSF-ring. 

Figure 6. The distribution of the interstitial oxygen 
concentration along the center axis of the crystals 
halted for 7 min and 100 min before and after the 2- 
step annealing. 

precipitation is observes in Region-C, which is seen as a strongly bright band in the X-ray 
typographs of Figure 5. It is noted that the position of the bright band (highly precipitated region) 
is independent of the halting time. In the temperature range around 1060°C to 1000°C, the 
precipitation is remarkably decreased with the halting time, which is clearly noticed as the contrast 
difference in the X-ray topograph (b). 

As shown in Figure 3, Region-A exhibit excellent GOI as the halting time is longer and the 
OSF-ring shrinks. In other words, the outside region of the OSF-ring has excellent GOI property 
and Region-A becomes all outside region of the OSF-ring with sufficient holding time. On the 
other hand, Region-C is improved and shows good GOI although the region is inside the OSF- 
ring. Interestingly, the region coincides with the position of the anomalous oxygen precipitation 
(AOP). On the contrary, the crystal positions 
(around 150mm) that exhibit the poorest GOI in 
Region-D coincide with the precipitation- 
retarded region. These results show GOI is 
independent of the oxygen precipitation after the 
2-step annealing. The defects degrading GOI 
may be some specific precipitates. 

Figure 7 shows the density of the residual 
defects after the high temperature annealing of 
the specimens cut from the position of 90 mm, 
128 mm and 153 mm of the crystal halted for 
100 min. At the position of 128 mm, where the ,„      » „„ ,™ „„ ,™ „„ „.„ 
GOI is superior, the density of the residual    D     »oo    1150 1200 1250 1300 1350 1400 
defects is the highest after annealing below 1°°°     Annealing temperature ( C) 
1250°C. However, it goes least after annealing Figure 7. The density of the residual defects 
above 1300°C. On the contrary, in the crystal after the temperature annealing in the crystal 
position of 153 mm, where the GOI is inferior,     position of 90 mm,128 mm and 153 mm of the 

crystal halted for 100 min. 
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the density is the highest after annealing at 1350°C. 
The thermal stability of the defects has a close correlation with GOI. Some stable defects 

remaining after annealing above 1300°C worsen GOI. Defects in Region-C exist in large quantity, 
but most of them dissolve easily by annealing above 1300°C. They may be small so that they do 
not degrade GOI. Defects in Region-D exist in small quantity, but some of them remain after 
the high temperature annealing. Those defects may be large and/or quite stable as some secondary 
defects are, and they cause the gate oxide destruction at lower applied field. 

DISCUSSION 

The defects affecting GOI exhibit the same number density in Region-B and in Region-D, 
although the defects are much harmful to GOI in Region-D. It seems as if the defects nucleated 
in Range-B and grew in Range-D, where Range-A, B, C and D are the temperature ranges in 
which Region-A, B, C and D are held respectively. However, this possibility is rejected by the 
fact that there exist few defects in Region-C. If the nucleation of the defects occurred in Range- 
B, there should have existed the nuclei in Region-C because the nucleation would occur in no 
relation to the pulling rate change (growth halting) and the crystal positions in Region-C pass 
Range-B before the halting starts. The nuclei should have grown due to high oxygen diffusivity at 
such high temperatures and should have not decomposed because Range-C is lower than Range- 
B, However, the fact is different, so that it is natural to consider the growth halting in Region-B 
gives any noticeable influence neither to GOI nor to oxygen precipitation characteristics. 

It should be considered that the defects affecting GOI are formed in Range-D and that halting 
in Range-C has some effect to suppress the nucleation of the defects. Actually, the position 
passed slowly from Range-C to Range-D gives good GOI yield and low density of the harmful 
defects, as shown in Figure 8. In addition, this fact was confirmed by the crystal-thermal-history 
simulating annealing experiment, which clearly showed thermally stable defects are not produced 
by holding at 1050°C (Range-C) and successive at 1000°C (Range-D) during crystal cooling 
from 1380°C [15]. As for oxygen precipitation by the 2-step annealing, it is retarded in Region- 
D by the formation of the defects affecting GOI and promoted in Region-C by the suppression 
of them. The nuclei of AOP in Region-C should be formed at the temperatures lower than 
900°C (around 700"C) since they are more unstable and have much higher density than the 
defects affecting GOI. 

The above phenomena are considered to be closely related with reactions of intrinsic point 
defects, vacancies and/or self-interstitials. We assume that vacancies would be the dominant 
point defect that forms the harmful defects to GOI. The point defects are introduced accompanying 
the crystal solidification process. The diffusion above 1300°C determines the macroscopic 
density-distribution of them and the position of the OSF-ring according to the model by Habu 
et. al. [16]. The density of the point defects 
cannot change significantly and the degree of 
supersaturation increases in Range-B, because 
the diffusion constants are so small that point 
defects cannot diffuse out to surface and the pair 
annihilation hardly occurs on account of the 
entropy barrier proposed by Gosele [17]. The 
pair annihilation takes place in Range-C where o 
the supersaturation (or free energy difference) 
increases enough to surpass the barrier. If the 
point defects annihilate sufficiently in Range- 
C, the defects affecting GOI cannot nucleate in 
Range-D; while if the annihilation is insufficient, 
the supersaturated vacancies will aggregate to 
form the nuclei of the defects. Accordingly, the 
formation of the defects affecting GOI depends 
on the supersaturation of vacancies in Range- 
D, which is controlled by the holding time in 
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Figure 8. The GOI yield and the breakdown 
frequency at the applied field of 4MV/cm in 
other halting experiment. The sample with 
arrows is passed slowly from Range-C to Range- 
D 
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Range-C. A large amount of vacancy aggregation in Range-D suppresses the formation of nuclei 
for oxygen precipitation in the lower temperature range due to lack of supersaturation of 
vacancies. On the other hand, if the pair annihilation in Range-C occurs sufficiently to prevent 
residual vacancies from aggregating in Range-D, they become supersaturated in the lower 
temperature range and produce numerous nuclei of micro oxygen precipitates (AOP). As is 
obvious from above discussion, the temperature at which the pair annihilation and the aggregation 
occur is dependent upon the supersaturation of the point defects. In the peripheral parts of the 
crystals, the point defect concentration decreases due to out-diffusion to the surface and the degree 
of supersaturation becomes lower than that in the center parts, so that the pair annihilation and the 
aggregation will occur at lower temperatures. This explains the concave configuration of Region- 
C and D. 

In the crystal parts of Region-A, the point defect density is very low enough to suppress the 
defect formation in Region-D, which leads excellent GOI and low precipitate density after the 2- 
step annealing. 

CONCLUSIONS 

The influence of crystal cooling condition during the growth on the defect formation harmful 
to GOI was investigated. The crystal positions slowly cooled in the temperature range over 1330°C 
increase the area of outside region of the OSF-ring and exhibit excellent GOI. In other positions 
characterized mostly as inside region of the OSF-ring, GOI is improved between 1060°C and 
1100°C, the defects degrading GOI are formed and grown below 1060°C. These phenomena are 
considered to be closely related with reactions of intrinsic point defects, that is, the pair 
annihilation or the aggregation. The temperatures at which the pair annihilation and the 
aggregation of the point defects occur are dependent upon the supersaturation of the point defects. 
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ABSTRACT 

During the growth of dendritic web silicon, an ideal material for fabrication of high efficiency solar 
cells, a thin ribbon of silicon single crystal is obtained. Due to thermal stresses characteristic in this 
growth process, dislocations and residual stresses are observed in most ribbons. In this study, 
transmission X-ray topography was used for analyzing dislocation networks in as-grown web 
silicon. We were able to correlate minority carrier diffusion length with the configuration of the 
networks that are strongly affected by twin planes lying midway across the web thickness. 
Analysis of the networks is also useful in providing information regarding regions of high stress 
levels associated with a given growth environment. 

INTRODUCTION 

The dendritic web growth technique has brought to the industrial world an elegant method 
for growing very thin ribbons of silicon single crystal. Its rectangular shape and its as-grown 
mirror-like surfaces (which eliminates the need for sawing and polishing) make it nearly ideal for 
manufacturing solar cells at low cost [1]. This fact has attracted the industrial interest for using web 
silicon as a basic material for the fabrication of efficient solar cells. 

In the last decade, studies to increase the web output rate, minimize raw material cost and 
raise solar cell conversion efficiency as high as possible have been perfomed [2-6]. One of the 
most important issues is to control the thermal environment of the growth system. In general, 
numerical calculations involving finite elements are used to estimate the temperature profile in the 
growth system. Thermal stress modeling in a two-dimensional ribbon, assuming constant width 
and free-edges, is then used to find the stress levels associated with a given temperature profile 
[2,3,4]. Optimization of important parameters such as radiative heat transfer, susceptor shape, 
radiation shields, and others furnace components was possible with the above procedure. For 
instance, it has been shown that stress levels would increase with sample width and that changes in 
the melt level have a strong influence on thermal condition near the solid/melt interface. The need 
for melt replenishment during long growth periods is one important conclusion of these studies 
[3]. However, even in optimized systems, substantial thermal stresses remain throughout the 
growth region and their presence is manifested by generation of dislocations and ribbon buckling. 
Thermal stress modeling in a tridimensional ribbon (accounting for ribbon thickness) is necessary 
to understand buckling [4]. 

Actually, the thermal environment as well as the behavior of the material in such a complex 
growth process can be quite different from the idealized ones assumed in the calculations. The 
dislocation network observed across the web [7] reflects the material behavior for thermal stresses 
prevailing during growth. Therefore, analysis of dislocation networks can provide crucial 
information in order to optimize the growth conditions. Moreover, dangling bonds present along 
dislocation cores can lead to reduction in minority carrier diffusion length (MCDL) [8] and result in 
low photovoltaic efficiencies. In this work, transmission X-ray topography was used to analyze 
dislocation networks in dendritic web silicon. Drastic changes in the network configurations, their 
correlation with MCDL and factors affecting these changes are discussed here. 
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SYNOPSIS OF GROWTH PROCESS 

The growth process is described 
briefly, and additional details can be found 
elsewhere [3,4]. When a fine silicon dendrite 
seed is inserted into a supercooled (below its 
melting temperature) silicon liquid, it grows 
laterally due to its crystallography (and 
thermal environment) and forms a button. By 
pulling the seed upward at a uniform rate, 
two dendrites, one from each end, grow from 
the button. As the dendrites emerge from the 
melt, a thin liquid silicon film, supported 
between them by surface tension forces, 
crystallize in a thin silicon web with a 
thickness of about 100 microns. Features of 
the process as well as the web 
crystallography are illustrated in Fig. 1. The 
presence of (111) twin planes (parallel to the 
web surface) provides reentrant corners for 
dendritic growth but they do not appear to be 
essential for growth of the web itself [1]. 
Secondary effects due to the presence of 
twins is another issue and it is discussed later 
on in the paper. 

Seed 
Button 

Dendrites 

Fig. 1: Schematic depiction of dendritic web silicon growth. 
The stereographic projection of the slip systems 
[101],[110](Tll), [011],[110](lTl) and [101],[011](llT) 
are also illustrated. The A, B and C arrows stand for [101], 
[Oil] and [110] slip directions, respectively. 

EXPERIMENTAL DETAILS 

A standard topographic Lang camera and a X-ray generator with Mo target were used to 
perform transmission topography measurements (Lang topography [9]). The X-ray beam was 
collimated in the incident plane (horizontal plane) to about three minutes of arc. The vertical beam 
size and the horizontal maximum scan range limit the size of the analyzed area to 18 mm by 26 
mm, respectively. Exposure times of 3 hours per scanned centimeter were used for {220} 
reflections, against 4 hours for {224} reflections. Diffracted intensities were registered on high 
resolution nuclear plates. All dislocations with lattice strain field over a range larger than 1 micron 
can be observed with this technique. Of course, dislocations presenting Burgers vector (b) 
perpendicular to the diffraction vector are invisible for such reflection. The measurements of 
minority carrier diffusion length were perfomed by surface photovoltage (SPV) technique [10]. 

RESULTS  AND  DISCUSSION 

1 - DISLOCATION NETWORKS 

In silicon crystals slip occurs on close-packed {111} planes, with f (lTo) Burgers 
vectors. This can be verified from the X-ray topographs shown in Fig. 2. These are images from 
the same area of the web taken using four different reflections. The visibility criterion for a 
dislocation allows a complete identification of all dislocations and dislocation interactions in this 
area. The observed contrast behavior is consistent with slip activity on [011], [110] (1 1 1) and 
[110], [101] (111) systems, and it is also consistent with occurrence of interactions type 

f(llo) +f(oil) = 3xf(l2l). In this type of attractive interaction, the dislocations are 
dissociated into Shockley partials and the node is   formed by subsequent rearrangement of the 
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Fig. 2: Dislocation networks in dendritic 
web Silicon obtained by transmission X-ray 
topography. They correspond to the same 
network imaged by four different reflections. 
The sample is 37 mm wide, 98 |xm thick 
and 2.3 meters from the button. The 
analyzed area is at 10 mm from the nearest 
dendrite. A characterization of all 
dislocations lines and interactions observed 
in these topographs is presented in Fig. 3. 

partials [11]. It had been observed in 
metals and alloys of low stacking- 
fault energy, but it is observed here 
for the first time in silicon. 
Furthermore, the occurrence only of 
this type of interactions indicates that 
the b vector of these lines has the 
same sign. Another kind of 
dislocation  is  also  visible.  Few 

dislocations have b=f(Tlo) and 
they are edge in character since their 
lines lie on the (111) plane along the 
[ T 12] direction. Interactions between 
mixed and edge dislocations have also 
been shown in Fig. 2, and an analysis 
concerning the visibility of all 
observed interactions is presented in 

Fig. 3. Dislocation lines due to slip on [101], [Oil] (11 1) system are not visible in the imaged area 
(Fig. 2) but they occur, although in a relatively small number. They are short lines in the [TlO] 
direction before cross slip to the inclined systems, as observed in the topography L of sample Al 3 
in Fig. 4. 

The configuration of the network, specifically in this case, is basically generated by 
interactions between two sets of long lines running across the web along [01T] and [lOT] 
directions, which respectively correspond to the intersections of the (Tl 1) and (ill) slip planes 
with the (111) web surface. A curious fact is the length of the lines in comparison with the small 
web thickness. In such a thin crystal, a dislocation line can glide on its slip plane only for few 
microns before reaching the surface and being eliminated. However, the web is not a single crystal 
since an odd number of twin planes, located in a few micron (~5[im) thick layer, divides the back 
and front sides of the web into two crystals with mirror symmetry. Dislocations cannot pass across 
a crystallographic twin plane with symmetric stress applied, and it was already observed in web 
crystals as a concentration of dislocations near the twin planes [6,7]. Then, the long lines can be 
understood as dislocations lying at the intersection of their slip planes with the twin (111) planes. 
In other words, the long lines observed in the topographs are dislocations moved towards the 
twins and blocked there, which explain why their Burgers vectors have the same sign. It does not 
apply to the edge dislocation or to any other dislocation with the b vector parallel with the twins. 

In general, dislocation networks in web silicon are formed by the above mentioned slip 
systems, although their configuration can be quite different depending on the temperature where 
they are generated. Two distinct situations may occur. When dislocations are formed at high 
temperature region near the growth front, they can climb out of their slip planes and long wavy 
light lines appear (as shown in Fig. 2). Light lines are an indication of little residual stress in the 
dislocation cores. On the other hand, high stress levels at lower temperature region (throughout 
and above the lid) can deform the ribbon or, when deformation does not occur, residual stress 
sometimes   remains and   it   makes   dislocation lines darker, not well defined, and the visibility 
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Fig. 3: Image contrast of dislocation interactions in 
dendritic web silicon for 2 24, 220, 202 and 022 
reflections. Dislocation lines with Burgers vector 
bA = a/2[101], bB = a/2[011], bc = a/2[110], 
bE=a/2[TlO] are labeled as A, B, C and E, 
respectively. In Fig. 2, the observed interactions 
among these lines are labeled AB: b^ + bjj = 
3a/6[112], AC: 1>A + be = 3a/6[211], BC: bB + 
be = 3a/6[121] and AE: bA + bß = bß. 

criterion for a dislocation does not apply 
satisfactorily. Also, when the temperature is 
not enough for climbing, the Peierls stress is 

low along [llO], [lOT] and [Oil] 
directions, and dark lines exactly following 
these   directions  can  be  generated (few of A+C A+B B+C A+E A+C 

them are visible in Fig. 2). Experimentally, all these types of dislocation lines, and other types to 
be discussed next, have been observed. Sometimes they are superimposed in the same area, in 
different positions across the web width, or completely isolated. Since networks are variable in 
their configuration, modification in electrical and mechanical properties of this material should have 
some correlation with these variations. 

2 -   DISLOCATION NETWORKS AND 
MINORITY CARRIER DIFFUSION LENGTH 

Three different webs samples, A01, A02 and A13, were imaged by X-ray transmission 

topography using the 2 20 reflection. Their networks in a 2.8x3.6 mm2 area at the center and at the 
midway between the center and each dendrite are shown in Fig. 4. Minority carrier diffusion 
lengths (MCDL) from SPV measurements perfomed at the center of these samples are also shown. 
As expected, the MCDL decreases as the number and the darkness of the dislocation lines 

increases. In the case of sample A13, with the lowest diffusion length (2|im), the dislocation 

network from a deformed web can be analyzed. By measuring deviation in the angle for the 220 

reflection as a function of X (Fig. 1) position this deformation can be quantified, and it is shown in 
Fig. 5. The sample is flat on the left, where few dislocations are present (topography L). As the 
deformation increases, the blackness of the network does the same due to increases in the 
dislocation density and in the levels of residual stress. Also, the diffraction condition cannot be 
kept for any width X intervals and then, only narrow bands are imaged in the topographs from the 
center (C) and from the right (R). Ribbon deformation has been observed for others ribbon growth 
techniques where the principal cause was reported to be thermal stress generated by curvature of 
the vertical temperature profile [2]. In fact, when high stress levels occur in a non-plastic flow 
region (low temperature) it can deform the web and increase residual stresses. 

Improvement in the diffusion length is observed in sample A02. The network is basically 
formed by long wavy dislocation lines barely following slip directions, and distributed in an 
average number of 100 lines/mm2 (or dislocation density of 105/cm2). At both side areas an 
interesting accumulation of dislocations is visible. They are moving from inclined to transverse 

[1 TO] directions and vice-versa, as in a cross slip process. It indicates modification in the stress 
levels near the web-dendrite boundary. However, the most important features are those broad lines 
at the center area, running along the growth direction. They are grown-in dislocation, and should 
occur when a stress induced dislocation climbs towards the melt due to the high temperature and 
stress levels near the growth front. A large number of grown-in dislocation have edge character (as 
the edge dislocation in Fig. 2), but not exclusively. They concentrate at the center area where the 
transverse (x-direction) stress has it highest value [2,3]. The growth front is also a region where 
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Fig. 4: Dislocation networks in dendritic web silicon obtained by transmission X-ray topography using 220 
reflection. The networks in a 10 mm^ area at the center (C) and in between the center and both left (L) and right (R) 
dendrites are shown. For Sample Al 3 the exactly position of these areas are indicated in Fig. 5. 

oxygen in the melt (from a slowly-dissolving 
fused silica crucible) are introduced into the 
solid silicon. Furthermore, dislocations 
decorated with SiOx impurity precipitates 
have been identified as the primarily defect 
that presently limits the MCDL in web solar 
cells [6,7], Then considering the above two 
facts, dislocations generated near the melt- 
solid interface and mainly the grown-in 
dislocations can easily be decorated with 
silicon oxide precipitates, and be responsible 
for low MCDL in flat (not deformed) webs. 

Finally let us discuss the network of 
sample A01 where a large area of the web, 
about 18 mm wide, presents a very 
uncommon type of network. It has the 

highest MCDL (128 |im) in spite of its Fig. 5: Shape of a deformed web (sample A13) in cross 
relatively high average number of dislocation section view, obtained by measuring deviations in the 
lines of 80 lines/mm2. However in the case   angular position for the 2 20 reflection as a function of x. 
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of Uns sample, smce the lines are very short and the dislocation density is low (8xl03/cm2) the 
enormous volume of dislocation-free material justifies the high diffusion length of minority 
earners. This type of short lines, with length comparable to the web thickness, are exactly as the 
hues should be in such a thin single crystal, i.e., their occurrence could be easily understood if no 
twins were present across the web thickness. Using a microscope we analyzed the cross section 
cleaved normal to [11 2] growth direction. It was observed that twins are absent in the center area. 
The heavily twinned region is about 3 u.m thick, it is well centered in the dendrites and from there it 
continuously gets closer to one web surface until leaves the web near the same position where the 
abrupt changes in the network are observed in the L and R area. In the portion of these areas where 
the twins are still in the web, the dislocations are dark and not well defined indicating that some 
residual stress is stored in the lattice. These results show clearly tiie effects of the twins on the 
dislocation networks: they block the movement of dislocations which makes the material harder 
Consequently the strain becomes smaller and the level of residual stress increases. The conditions 
that can lead to web crystals with twins out of the cross section center,, or even leaving the web are 
unknown. Speculation have been made [5] that the twins position could be varied by moving the 
ribbon back and forth during growth. Webs without any twins also have been found after ribbon 
buckhng but it is not the case here, since sample A01 is flat. 

CONCLUSIONS 

In n-type (~ 20 £2-cm) web crystals, the minority carrier diffusion length is well-correlated 
with dislocation density, which makes the control of networks a fundamental task in order to 
produce dendritic web silicon solar cells of high conversion efficiency. Twin boundaries (usually 
located midway between both surfaces of a web crystal) severely impede slip movement, thereby 
causing dislocations to be pushed up against the boundaries and giving rise to exceedingly long 
dislocation cores (-100 times die thickness). It increases the need for maintaining low levels of 
thermal stress during growth . A combination of thermal stress modeling with X-ray topography 
measurements is a powerful procedure to improve web crystal quality, since die analysis of the 
shape of the dislocation cores is useful in determining the temperature at which the dislocations 
were introduced in the growth process. 
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ABSTRACT 

The recombination activity of oxygen precipitation related lattice defects in p- and n-type silicon 
is studied with photoluminescence (PL) and microwave absorption (MWA) techniques. A direct 
correlation is observed between the amount of precipitated oxygen and the extended defect density 
on one hand and the minority carrier lifetime and PL activity on the other hand. The PL analyses 
show as dominant features in the spectra the Dl and D2 lines. The relative amplitude of the D-lines 
in the different samples is investigated as a function of the oxygen content, defect density and exci- 
tation level. The results are correlated with those of complementary techniques and are interrelated 
on the basis of Shockley-Read-Hall (SRH) theory. 

INTRODUCTION 

It has been known already for more than thirty years that the amount and the state of oxygen in 
Czochralski grown and heat treated silicon have an important impact on the electrical properties of 
the material both with respect to carrier lifetime and mobility. The behaviour of oxygen in silicon 
during thermal treatments has therefore been studied extensively with an armada of chemical, 
structural and electrical characterisation tools. References hereon can be found in a recent review 
paper1. Despite this huge effort it is still not clear what is really causing the strong reduction of 
carrier lifetime after heat treatments of oxygen-rich silicon: are it the silicon oxide precipitates and 
more in particular their interface with the silicon matrix or are it the extended defects, i.e. disloca- 
tion loops and stacking faults often surrounding the precipitates which are the lifetime killers? To 
complicate further the picture, many of the early experiments have probably not been performed 
under the cleanest conditions leading to the unintentional introduction of metals, extremely efficient 
lifetime killers, during the heat treatments. 

In the present paper results are presented on the recombination activity of oxygen precipitation 
related extended defects studied by photoluminescence and carrier lifetime measurements. These 
results are part of a more extended study involving also structural and chemical characterisation as 
well as the study of diode characteristics and low frequency noise spectroscopy2"4. 

EXPERIMENTAL 

n+p diodes are fabricated on p-type Czochralski-grown wafers with interstitial oxygen contents 
ranging from 7xl017 cm"3 to llxlO17 cm"3. Before the diode processing different thermal pre- 
treatments are performed. A set of n-type Cz silicon substrates with similar oxygen contents re- 
ceived the same thermal treatments as used in the diode process but no diodes were fabricated on 
these substrates. A detailed description of the diode process can be found elsewhere4. In a second 
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experiment the impact of the defect type on the recombination activity is evaluated by performing 
different one and two step anneals on wafers with different oxygen contents as listed in Table I. 

After removal of the diode structures by etching and mechanical polishing, the minority carrier 
lifetime under moderate injection conditions (~ 5xl015 carriers cm"3) is determined using MWA 
measurements. A pulsed Nd:YAG laser is used to create excess carriers. The effective carrier life- 
time is derived from a least squares fit of the asymptotic part of the excess carrier decay. 

PL analyses are performed to assess the defect related radiative recombination. A Bio-Rad in- 
strument is used, based on a Fourier transform spectrometer equipped with a liquid nitrogen cooled 
Ge detector. PL spectra are recorded at 4K using an Ar+-ion laser as excitation source. 

The interstitial oxygen concentration before and after processing is determined from the ab- 
sorption at room temperature of the 1106 cm-1 band, using a calibration factor of 3.14xl017 crrr 
3/cm-1. FTIR is performed with a Bruker IFS 66v equipped with cooled MCT-detector. 

The TEM analyses are performed on the Jeol 1250 microscope of the university of Antwerp 
(UCA) with an electron acceleration voltage of 1000 kV. Extended defect densities (NLST) in the 
substrate are determined by infrared laser scattering tomography (LST) using a MILSA IRHQ-2 
instrument of RATOC with a Nd-YAG laser of 1070 nm wavelength. 

OBSERVATIONS  AND  DISCUSSION 

TEM reveals typical oxygen precipitation related defects after the full diode process: SiOx pre- 
cipitates with or without prismatic punching systems or Frank type stacking faults with densities 
depending on the initial oxygen content and pretreatment. In the two step annealed samples the 
density of one of these defect types is intentionally enhanced. 

Laser scattering tomography is a more suitable technique to determine the extended defect 
densities than TEM as it allows to cover easily a density range from 106 to a few times 1010 cirr3 

which is usual the range of silicon oxide precipitate densities in silicon5. Typical examples of ob- 
servation are shown in Fig. 1 for a high oxygen content wafer after a full diode process. At higher 
magnification LST allows also to identify stacking faults and prismatic punching systems6. Some 
prismatic punching systems are also visible in Fig. 1 (right) after an internal gettering pretreatment 
before the diode process. 

The results of the effective lifetime measurements are summarised in Fig. 2 as a function of 
NLST- A clear linear correlation between the inverse MWA carrier lifetime and NLST is observed 
for samples which received the same thermal treatments. The lifetime can however be strongly dif- 
ferent for wafers with the same NLST (and amount of precipitated oxygen) but a different thermal 
history. This suggests that not the SiOx precipitates (which are mainly observed by LST) but the 
type (stacking fault or dislocation) and density of extended defects determine the carrier lifetime. 
Choosing the appropriate pretreatment allows to have a large density of precipitates without having 
also a high dislocation density. This is illustrated by the point jumping out of the other measure- 
ments in Fig. 2. TEM inspection and preferential etching revealed a 10 times lower density of 
large stacking faults in that sample than in the samples with a comparable NLST- 

Table I: Experimental matrix for the one and two step anneals. A = 800°C in N2 for 24h. B = 
1100°C in O2 for 3 h. C = 1050°C in O2 for 20h + A. 

A + 

Label Initial O; 
(xlO17 cm-3) 

Anneal Final O; 
(xlO17 cm-3) 

teff 

(IIS) 
Precipitates 
(xl09cm-3) 

SF density 
(xl09 cm-3) 

NLST 
(xl09cm-3) 

cl 8.8 A 8.5 31 8.4 no 0.065 
c6 10.5 A 10.4 25 8.1 no <0.01 
c5 10.7 B 3.2 0.6 8.0 3.8 >18 
ell 8.8 B 7.2 16 9.9 0.25 17 
c2 10.6 C 9.5 7 0.49 0.0082 0.8 
cl2 10.9 C 6.0 0.4 5.6 0.049 7.4 
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Fig. 1: LST image illustrating the defect densities which can be observed after a full diode process. 
The probed layer thickness is about 5 p.m. Images are shown for a n-type high oxygen content 
wafer with (right) and without (left) internal gettering treatment before the diode process. The ini- 
tial oxygen content is about 1018 cm-3. 

As the wafers are relatively thin and the surfaces were not passivated, the effective carrier life- 
time determined from the asymptotic part of the carrier decay is strongly affected by surface re- 
combination. Without surface passivation, the surface recombination lifetime is of the order of 10 
(is. For that reason only for the samples with much smaller xeff, the surface recombination is neg- 
ligible and the effective lifetime can be assumed to be equal to the bulk carrier lifetime. 

The SRH lifetime is injection level dependent and TSRH - xr for low level injection. tr is the 
microscopic lifetime of minority carriers which is inversely proportional to the concentration of re- 
combination centres Nt and their capture cross-section a, with in the first order approximation 

TSRH' 
ffvthNt 

(1) 

vth (=107 cm s"1) is the thermal velocity of the carriers. 
In the p-type substrates with high initial oxygen content, DLTS reveals an electron (minority) 

trap near to mid-gap with a position in the bandgap of Ec - 0.43 eV4 and an estimated capture 
cross-section on at 240 K of 10"14 cm2. Chan et al. reported an electron (minority) trap with simi- 
lar trap parameters and density after a diode process on p-type Cz silicon7. An electron (majority) 
trap with the same position in the bandgap was recently also reported in n-type Cz silicon by Kim 
et al8. DLTS analyses performed on the n-type substrates in the present study, both after a full 
diode process and after the double step anneal revealed a majority carrier trap level at Ec - 0.37eV 
(+ 0.03eV) and at Ec - 0.40eV (± O.OleV), respectively, in good agreement with the results on the 
p-type substrates. The trap density is 6.5X1011 cm"3 and 1.2xl012 cm-3, respectively. 

For the high oxygen content wafers after diode processing xr ~ 0.75 p.s. Assuming that a trap 
at Ec - 0.4 eV with a trap density of about 1012 cm"3 is responsible for the carrier lifetime, one can 
calculate o" ~ 10"13 cm2 at room temperature, in fair agreement with rj = 10"14 cm2 at 240K ob- 
tained from a standard Arrhenius analysis of the DLTS results4. 
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Fig. 2: Inverse carrier lifetime determined with Fjg 3. Inverse T  and xr determined from diode 
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correlation is observed. The sample with much 
less dislocations per precipitate jumps out. 

From the I/V characteristics of the diodes, information can be obtained on the generation and 
recombination lifetimes. The generation lifetime xg can in principle be calculated from the genera- 
tion current density Jg which is derived from the reverse current density JR (obtained after subtrac- 
tion of the perimeter component). The recombination lifetime xr is calculated from the forward cur- 
rent density of the conventional diodes extrapolated to zero bias and corrected for perimeter effects 
and diode ideality3. Fig. 3 shows the inverse (= proportional to the trap density) generation and 
recombination lifetimes, xg and xr, respectively, calculated from the diode characteristics as a func- 
tion of NLST- 

In the presence of trapping centres the generation and recombination lifetime are connected by 
the relationship 

,IET - Ejl, ig= Trexp^-j^—) (2) 

ET is the energy level of the trapping centre, E; is the intrinsic level. From the ratio of Tg and tr 

one can thus estimate Ej. For the diodes where there is a clear decrease of the lifetime one obtains 
ET = Ej ± 0.16eV or Ec - 0.4eV and Ev + 0.4 eV as possible positions in good agreement with the 
DLTS results. 

Chan et al7 used a power law relation to fit generation lifetime tg values with trap density Nt 

Nt = Ax ' (3) 
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With n = 1, Nt = 1012 cm"3 and xg between 30 |is and 500 |0.s, observed for high oxygen content 

wafer with and without internal gettering before the diode process, one obtains A between 3xl07 

and 5xl08 s cm  , in good agreement with reported values which range from 2 to 4.5xl08 s cm" . 
As illustrated in Fig. 4, PL analyses reveal in the samples with medium and high oxygen con- 

tent, as most prominent features the well known Dl and D2 lines at 807 and 874 meV, respec- 
tively4. The origin of the D bands in silicon is believed to be either linked with impurity-related 
optical transitions near the dislocation core or to be an intrinsic property of the dislocation. In the 
last case, the position of the PL lines might be correlated with the edge component be of the Burg- 
ers vector of the dislocations and one can write in first order approximation^ 

EPL = Eg A62 (4) 

a is the lattice constant of silicon and A a constant which is related to the deformation potential and 
the effective carrier mass. 

The present study suggests a strong correlation between the D2 line (EPL = 874 meV) and the 
K   2     1 

presence of Frank type SF's with (y)   = y Dl (EPL = 807 meV) might correspond with 90° 

^2 L 
dislocations ((—)   = ~), the dominant type in prismatic punching systems. Substitution in equation 

(4) leads to A ~ 0.4 and Eg = 1.01 eV. 
The Dl and D2 energies are also in good agreement with the Ey = Ec - 0.4eV level which is 

observed with DLTS. A rough approximation of the energy level of the radiative recombination 
center is indeed given by Eg - EPL ~ 0.36 eV. 
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extended defects are Frank SF's. 

Fig. 5: Dl and D2 amplitudes normalised with 
respect to the Si free exciton versus NLST- 
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A quantitative correlation between the observed Dl and D2 line intensities and the defect densi- 
ties is not straightforward as illustrated in Fig. 5 and more detailed investigations of the PL inten- 
sity as a function of the level of excitation are required10. A simple model can be assumed in 
which one recombination centre and non-nidiative processes for excitons are active1 *. An example 
of a fit of the measured PL intensity as a function of the excitation power is given in Fig. 6. 

The PL results in correlation with the DLTS and TEM observations thus suggest that Dl and 
D2 are connected with the dislocation complexes surrounding the silicon oxide precipitates and that 
they might be associated with two electron traps at about Ec - 0.2 and Ec - 0.4 eV. 
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It is shown that the change of electrical sub- 
strate properties due to oxygen precipitation is 
related with the formation of dislocations and 
stacking faults. Both the observed carrier re- 
combination at room temperature and the exci- 
ton recombination observed at 4.2 K are related 
with a recombination center at Ec - 0.4 eV 
which is connected with the presence of ex- 
tended defects. The same center is active both 
in p- and n-type silicon in agreement with other 
reports in literature. The obtained results can 
be correlated with diode characteristics based 
on straightforward application of SRH theory. 
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ABSTRACT 

Synchrotron white beam X-ray topography has been used to characterize structural defects in 
microgravity grown CdZnTe single crystals. Defects such as dislocations, slip bands, 180° 
rotation twins, precipitates and subgrain boundaries are observed but their density is much lower 
than those in crystals grown under normal gravity. The observed results also indicate that the 
defect structures of the as grown crystals are strongly influenced by cooling rates. X-ray 
transmission topographs recorded from regions grown at different cooling rates show that the 
dislocation density in rapidly cooled regions is higher than that in slowly cooled regions. The 
formation of dislocations is presumably attributed to the thermal stress caused by accelerated 
cooling rates, which is greater than the critical resolved shear stress. As the cooling rate is 
accelerated, the magnitude of thermal stress is increased and more dislocations are formed to 
relieve the accumulated lattice strain. In addition, if the cooling rates are increased further, the 
accentuated thermal stresses can give rise to more pronounced deformation processes, comprising 
the formation of dislocation slip bands, as confirmed by the extensive slip bands revealed by the 
X-ray reflection topographs. 

INTRODUCTION 

CdZnTe, a technologically important II-VI compound semiconductor, is the leading candidate 
material for use as substrates for the growth of HgCdTe epitaxial layers because its infrared 
transparency allows backside illumination of HgCdTe infrared detector arrays. By varying the Zn 
content, lattice matching with any HgCdTe alloy composition can be achieved. The overall 
performance, uniformity and operability of HgCdTe infrared focal plane arrays are affected by the 
presence of defects such as dislocations especially in the form of subgrain boundaries, twins, etc. 
originating mainly, from material growth [1]. These defects produce substantial amounts of dark 
current that limits device performance [2]. Such defects that affect device performance are known 
to propagate into the HgCdTe layers from the underlying CdZnTe substrate during epitaxial 
growth [3]. Hence, it is imperative to improve the structural perfection of the CdZnTe substrates. 
Single crystal substrates are usually obtained from bulk crystals grown by melt growth techniques. 
The defect structures in such crystals are highly sensitive to growth conditions. For example, 
dislocations can multiply by slip and subgrain boundaries are formed by gliding and climbing of 
dislocations under the influence of thermal gradient induced stresses[4]. Twinning can occur 
through growth accidents resulting from fluctuations in the growth rate at the liquid-solid 
interface[7]. Post solidification cooling rate is also an important parameter in reducing the density 
of slip defects [8]. Thus, growth of a low defect density crystal involves the consideration and 
control of numerous factors that may or may not be independent of each other. 
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In this study, Synchrotron White Beam X-ray Topography (SWBXT)[5,6] has been utilized to 
characterize growth defects in Bridgman grown CdZnTe single crystals. Defects in the as-grown 
boules are characterized and the correlation between the observed defects and the growth 
conditions used is discussed. 

EXPERIMENTAL 

Two boules (labeled GCRC-1 and GCRC-2) were grown in the Crystal Growth Furnace(CGF) 
on space shuttle flight USML-1 using the seeded Bridgman-Stockbarger method of crystal 
growth. The details of the growth technique are explained elsewhere [9], The surface of the 
GCRC-1 boule was initially thoroughly examined by reflection topography in the as-grown 
condition. The crystal was then oriented and sliced such that the wafer surfaces were parallel to 
the (111) plane closest to the growth axis of the crystal. Selected sliced wafers from different 
regions of the boule were studied by the grazing Bragg reflection geometry. From the boule 
GCRC-2, one of the sliced wafers (also with surface parallel to (111) plane) was thinned down to 
a thickness of 180u,m for transmission topography studies. 

SWBXT experiments were carried out at the Stony Brook Synchrotron Topography Station, 
Beamline X-19C, at the National Synchrotron Light Source(NSLS), Brookhaven National 
Laboratory. In this study, a specific Bragg reflection geometry has been developed to fully utilize 
the broad wavelength range of the synchrotron source as well as to minimize the effects of 
harmonic contamination. Using this reflection geometry, high quality multiple topographic images 
covering a wide range of X-ray penetration depths (0.5~10.3um) and diffraction rocking curve 
widths (0.7-17 arc seconds) can be obtained in a single exposure. To prevent possible surface 
deterioration of the crystals due to prolonged exposure to radiation, the higher wavelength 
components of the synchrotron source, which are easily absorbed, were selectively removed by 
employing a filter consisting of a few hundred micrometers of aluminum. All images were 
recorded on 8" x 10" Kodak SR5 high resolution X-ray film. 

RESULTS 

Transmission topographs recorded from different regions of a wafer sliced from GCRC-2 are 
shown in figures 1(a) and (b). The cooling rate was not constant but varied (accelerated) down 
the length of the boule. The former topograph recorded from a region cooled with a relatively low 
post solidification cooling rate shows a very low dislocation density, with individual dislocations 
(D), capable of being resolved. Other features such as the singular dark spots are characterized as 
Te precipitates (P). The straight lines lying parallel to the [110] directions are characterized as 
lamellar 180° rotation twins (T) about the [111] plane normal. Figure 1(b) shows a topograph 
recorded from a more rapidly cooled region of the same sample. It is obvious that this region 
exhibits a relatively higher dislocation density in addition to the presence of Te precipitates. The 
variation in the dislocation density with cooling rate clearly indicates that the cooling rate could be 
an important factor in determining the overall growth dislocation density. 

Figures 2 and 3 show reflection topographs recorded from the as-grown GCRC-1 boule and the 
sliced wafers #4(3 (a)) and #7(3 (b)) respectively. Defect structures studied in these topographs are 
characterized as follows: 
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(a) __ (b) 
Figure 1. Transmission topographs (g= 1 13, A,=0.42Ä) recorded from different regions of a wafer 
sliced from GCRC-2: (a) from a slowly cooled region of the boule showing individual dislocations 
(D) and precipitates(P) and (b) from a rapidly cooled region of the boule. 

Slip bands 

In GCRC-1, the surface of the boule shows extensive slip band networks in regions that were in 
partial or full contact with the ampoule. Figure 2 shows slip band networks observed from 
different regions on the outer surface. To investigate slip band configurations in the interior of the 
boule, one wafer (#4) sliced from this boule is imaged as shown in figure 3(a). Two sets of slip 
bands (S, and S2) initiated from the peripheral regions and extended into the interior of the wafer. 
By analyzing projected directions in different reflections, the slip bands (S, and S2) can be 

JS '&?< 

(a) 
1Cm 

(b) 
Figure 2. Reflection topographs recorded from the outer surface of GCRC-1 showing twins (T) 
and slip bands (S) 
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Figure 3. Reflection topographs recorded from (a) CdZnTe wafer #4 (g=133, X=0.98Ä) and (b) 
CdZnTe wafer #7 (g=044, Ä.=0.76Ä) showing slip bands (S), twins (T) and subgrain boundaries 
(SB). Both wafers are sliced from GCRC-1. 

characterized as belonging to the [10 1]/(111) and [011]/(111) slip systems respectively. The 
peripheral regions show localized orientation contrast (A,) associated with distortion, which 
suggests high degrees of stress concentrated in this region due to wall contact and some of the 
slip bands appear to have been generated from the distorted region and propagated into the 
interior. In addition, thermal stresses generated by radial temperature gradients during crystal 
growth and cooling processes can also induce slip. Slip bands generated during post growth 
cooling have been observed in ZnTe crystals [10], 

Subgrain boundaries 

Figure 3(b) is a reflection topograph recorded from wafer #7 showing the extensive subgrain 
boundaries. It is worth noting that two sets of long and straight subgrain boundaries (SB, and 
SB2) parallel to the [110] and [Oil] directions, respectively, are observed. The overlapping or 
separation of the images is attributed to the different senses of tilt between neighboring subgrains. 
The tilt angles, which can be estimated from A9=X/2d, where X is the image width of subgrain 
boundaries and d is the specimen-film distance, is determined to be of the order of 60-70 arc 
seconds. Numerous subgrain boundaries generated near the ampoule wall and propagating into 
the interior of the wafer as shown in Figure 3(b) suggest that the subgrain boundaries could be 
formed due to a combination of stresses associated with constrained growth and thermal stresses 
induced by rapid cooling. 

Twins 

Two twins, T, and T2, revealed by orientation contrast, are observed as shown in Figure 3(a). 
One of the twins(T,) appears to have nucleated from the shoulder region of the boule where a 
bubble is present. This indicates that the nucleation of the twin occurred during growth due to 
disturbance at the growth interface. Detailed analyses of diffraction patterns recorded from these 
twinned regions reveal that the twins, T, and T2, are of 180° rotation type about [111] and [111] 
plane normals, respectively. The twinned regions do not show extensive slip bands similar to those 
observed in the matrix, which indicates that twinning processes may occur before the generation 
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of slip bands and the twin boundaries act as barriers for these slip dislocations. This phenomenon 
has also been observed in the growth of InP[12] and ZnTe crystals[10]. 

Precipitates 

Te precipitates are observed clearly as singular dark spots in the transmission topographs shown 
in figure 1. The retrograde solubility of Te in solid CdZnTe [11] results in the supersaturation of 
Te that precipitates during cooling. The size and density of Te precipitates is strongly influenced 
by the cooling rate. Faster cooling rates result in higher density of Te precipitates due to 
spontaneous nucleation at various sites and smaller precipitate size because of insufficient time for 
the Te to diffuse and coalesce. This nature of precipitate distribution is observed in the 
transmission topographs shown in figure 1. 

DISCUSSION 

Solid solution strengthening of CdTe by doping with Zn is expected to reduce dislocation 
density by providing barriers to dislocation motion during post solidification cooling [4]. 
However, as a result of the high cooling rates employed due to time constraints imposed by the 
space flight schedule, the thermal stresses generated therefrom appear to have exceeded the yield 
strength of the material resulting in the formation of extensive deformation microstructures in 
some regions. Dislocations originating from sources such as dislocations propagating from the 
seed, dislocation loops formed by condensation of point defects during cool down and 
dislocations formed to accommodate surface strains due to contact with the ampoule wall can be 
multiplied under the influence of thermal stresses induced by rapid cooling. This is observed in the 
transmission topographs recorded from GCRC-2 (figure 1), in which dislocation density increases 
with cooling rate. Moreover, if cooling rates are increased further, the accentuated thermal 
stresses can give rise to more pronounced deformation processes, comprising the formation of 
dislocation slip bands as observed in GCRC-1. The dislocations can also realign to form 
energetically preferred configurations by the process of dislocation polygonization involving 
dislocation movement by gliding and climbing to form tilt subgrain boundaries [11]. 
Supersaturated vacancies and thermal stresses induced by rapid cooling can facilitate dislocation 
climbing and gliding during polygonization. This indicates that the formation of extensive subgrain 
boundaries may also arise from effects associated with rapid cooling. Observations, therefore, 
suggest that post solidification cooling strongly influences the final defect microstructure in the 
as-grown crystals. 

CdZnTe like many other crystals with zinc blende structure is prone to twinning. During melt 
growth, nucleation of a growth twin has been observed to occur at a perturbation of the growth 
interface such as sudden changes in diameter or growth rate [7]. In GCRC-1, the nucleation of a 
twin at the shoulder of the boule is observed, which appears to be consistent with earlier 
observations. The uneven distribution of slip bands in the matrix and twinned region indicates that 
the twin boundary acts as a barrier to slip. 

CONCLUSIONS 

Defects in CdZnTe crystals grown by the Bridgman Stockbarger method in microgravity have 
been studied by SWBXT techniques. The reflection geometry used proved to be extremely useful 
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in non-destructively characterizing the defect microstructures and distributions in the crystals. 
Defects such as dislocations, subgrain boundaries, twins and precipitates were observed. Thermal 
gradient induced stresses associated with accelerated cooling rates as well as constrained growth 
due to contact with the ampoule wall can be attributed to the formation of extensive slip bands 
observed in GCRC-1. Moreover, the formation of extensive subgrain boundaries may also be a 
result due to rapid cooling. These observations strongly suggest that modification of the cooling 
rate has a significant effect on the final crystalline perfection of such materials. A growth twin (T,) 
is nucleated near the shoulder region where sudden change in diameter causes perturbations in the 
growth interface. It is also observed that the twin boundary acts as a barrier to the propagation of 
slip dislocations. The variation in the density and size of Te precipitates in regions with different 
cooling rates is also observed. 

ACKNOWLEDGMENTS 

Work supported by NASA Marshall Space Flight Center under contracts NAS8-38147, NAG8- 
891, NCC8-53 and NCC8-48, and the Universities Space Research Association under contract 
3536-03. Topography was carried out at the Stony Brook Synchrotron Topography Facility, 
beamline X-19C, at the National Synchrotron Light Source, at Brookhaven National Laboratory, 
which is supported by the Department of Energy. 

REFERENCES 

[I] S.M. Johnson, D.R. Rhiger, J.P. Rosbeck, J.M. Peterson, S.M. Taylor, M.E. Boyd, J. Vac. 
Sei. Technol. BIO, 1499 (1992). 

[2] RSList, J. Electron. Mater. 22, 1017 (1993). 
[3] DJ. Larson Jr., R.P. Silberstein, D. Di Marzio, F.C. Carlson, D. Gillies, G. Long, M. Dudley, 

J. Wu, Semiconductor Sei. & Technol. 8, 911 (1993). 
[4] R. S. Rai, S. Mahajan, DJ. Michel, H. H. Smith, S. McDevitt, C.J. Johnson, Mater. Sei. & 

Eng. BIO, 219 (1991). 
[5] M. Dudley in Applications of Synchrotron Radiation Techniques to Materials Science, edited 

by D.L. Perry, R.L. Stockbauer, N.D. Shinn, K.L. D'Amico, and LJ. Terminello, (Mater. Res. 
Soc. Symp. Proc. 307, Pittsburgh, PA 1993), pp. 213-224. 

[6] M. Dudley in, Encyclopedia of Advanced Materials, 4, edited by D. Bloor, RJ. Brook, M.C. 
Flemings and S. Mahajan (Pergamon, 1994), p. 2950. 

[7] A.W. Vere, S. Cole, DJ. Williams, J. Electron. Mater. 12, 551 (1983). 
[8] L.G. Casagrande, D. DiMarzio, MB. Lee, DJ. Larson Jr., M.Dudley, T. Fanning, J. Cryst. 

Growth 128, 576(1993). 
[9] DJ. Larson Jr., J.I.D. Alexander, D. Gillies, F.M. Carlson, J. Wu, D. Black in Joint Launch + 

One Year Science Review of USML-I and USMP-1 with the Microgravity Measurement 
Group, edited by N. Ramachandran, D.O. Frazier, S.L. Lehoczky, C.R. Baugher, (NASA 
Conference Publication 3272, Huntsville, AL 1993), p. 129. 

[10] W. Zhou, M. Dudley, J. Wu, CH. Su, M.P. Volz, D.C. Gillies, F.R. Szofran, S.L. Lehoczky, 
Mater. Sei. & Eng. B27, 143 (1994). 

[II] K. Durose, G.J. Russell, J. Cryst. Growth 86, 471 (1988). 
[12] S. Tohno and A. Katsui, J. Cryst. Growth, 74, 362 (1986). 

46 



LARGE PERSISTENT PHOTOCHROMIC EFFECT DUE TO DX CENTERS 

IN ALSB DOPED WITH SELENIUM 

P. BECLA*, A. G. WITT*, J. LAGOWSKI** AND W. WALUKIEWICZ*** 

* Massachusetts Institute of Technology, Department of Materials Science, Cambridge, MA 

02139 

** University of South Florida, Center for Microelectronics Research, Tampa, FL 33620 

*** Lawrence Berkeley Laboratory, Materials Sciences Division, Berkeley, CA 94720 

ABSTRACT 

A large photochromic effect has been observed in bulk AlSb crystals doped with Se. 

Illumination with the light of energy higher than 1 eV leads to an increase of the absorption 

coefficient in the spectral range 0.1 eV to 1.6 eV. The enhanced absorption is persistent at the 

temperatures below about 100 K. The effect is a manifestation of a DX-like bistability of Se 

donors. The illumination transfers the electrons from the DX center to a metastable hydrogenic 

level. The increased absorption with peaks around 0.2 eV and 0.5 eV is due to photoionization 

from the donor level to Xi and X3 minima of the conduction band 

INTRODUCTION 

The DX centers are highly localized impurity related defects. They were observed in a 

number of III-V and II-VI semiconductors 1_4. Their interesting and unique properties attracted 

a considerable attention in recent years. Besides very extensive studies of the basic properties of 

the defects it has been suggested and practically demonstrated 5-6 that the persistent 

photoconductivity effect associated with DX centers could be utilized for optical memory 

devices. One of the most remarkable properties of the DX centers is their bistable behavior. It has 

been shown 2 that intentionally introduced donors can act as substitutional effective mass 

shallow dopants or, under specific circumstances, they can undergo a structural relaxation 

forming highly localized defect centers. AlxGai_xAs alloys were among the most extensively 

studied materials systems. Although much less effort was directed towards other semiconductors 

there is a clear evidence for DX defects in GaAsP, InGaP, InGaAlP and AlGaSb alloys 3. 

In this paper we present the results of our studies of Se DX center in AlSb. We show that 

this impurity exhibits some unusual and unique properties different from the properties of donor 

impurities in other III-V compounds. 
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EXPERIMENTAL 

The AlSb crystals were grown by the Czochralski technique from a selenium doped melt. 

The growth was carried out under Ar pressure of 4 atm. using an initially non-stoichiometric 

melt enriched with Sb to 0.515 atom fraction. Undoped AlSb crystals always show p-type 

conductivity. A series of crystals were grown with different concentration of Se added to the 

melt. The Se doping produces n-type material with the room temperature electron concentration 

as high as 3xl017 cnrA 

Temperature dependence 

of the resistivity for two samples 

with different Se concentration is. 

shown in Fig. 1. The resistivity is 

increasing rapidly with 

decreasing temperature. The 

activation energy of about 180 

meV has been determined from 

the slope at high temperatures. A 

change of the slope is observed 

for the temperatures lower than 

120 K. Illumination of the 

samples with white light at the 

low temperatures resulted in a 

reduction of the resistivity which 

persisted after the light has been 

switched off. The saturation 

value    of    the    persistent 

photoconductivity (PPC) at 77 K corresponded to an increase of the electron concentration to 

about 1013 cirr3. The PPC effect starts to decrease for temperature higher than 100 K and 

disappears at about 125K. The persistent effects are typical manifestation of the bistable behavior 

of DX centers and were routinely observed in other compound semiconductors 3. The value of 

the PPC is relatively small, much smaller than PPC observed in the direct gap AlGaAs alloys. It 

is however quite typical for the indirect gap materials with a large binding energy of the effective 

mass donors. 

8 10 
1000/T (K-1) 

Fig. 1 Resistivity vs. temperature in two AlSb samples 
with different Se concentrations. The open squares 
represent cooling in the dark while the full squares 
represent the heating cycle after ülumination at 77K. 
The difference between those two curves is a measure 
of the persistent photoconductivity. 

Much more pronounced and interesting effects are found in the photoinduced absorption 

spectrum. As is seen in Fig. 2 a very small infrared absorption is observed in the sample cooled 

in the dark. Illumination with white light dramatically increases the absorption in the spectral 

range 0.1 eV to 1.6 eV. The absorption spectrum consists of two broad maxima at 0.2 eV and 0.5 
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eV and the absorption coefficient exceeds 50 cm-1 in the whole spectral range. This 

photochromic effect is much large than that observed in AlGaAs alloys 7. The absorption 

remains low for hv < 0.1 eV. This is in agreement with electrical measurements which show a 

very small free carrier concentration at this low temperature. The photoind'uced absorption is 

persistent at the temperatures below 100 K but it quickly vanishes at higher temperatures. 

The excitation spectrum of 200 

the persistent optical absorption is ^ 

shown in Fig. 3. The spectrum has g 

been normalized to a constant photon ~^ 

flux. It was determined at 77 K from £ 

the initial slope of the photo-induced  8 
c 

change in the absorption coefficient, .2 
. Q. 

(dAa/dt) I  t=0» measured point by  o 

point starting with the sample cooled < 

in the dark after a complete thermal 

recovery of the low absorption state. 

The excitation spectrum, with the 

threshold energy of about 1 eV is   Fig. 2 Optical absorption in AlSb:Se at 77K. 

very similar to the photcionization   gÄSÄ^a^^ 
cross section for the ground DX state   The curve represents the calculated absorption 
involving large lattice relaxation in   coefficient. 

AlGaAs 3. The estimated value of the optical cross-section , Co, is about 10-18 cm2 for hv =1.3 

eV This agrees very well with typical values reported for the DX centers in other materials 3. 

The very large persistent optical absorption caused non-exponential excitation transients 

and long tails due to a decrease of the photon flux available for excitation. To alleviate this 

problem and to satisfy the requirement Ace d < 1 the transient measurements were performed on a 

thin sample, d = 0.2 mm with lower Se concentration n300 = 2xl016 cm-3. The results in the 

insert of Fig. 3 prove a single exponential character of the excitation process. Thus, the 

photoinduced transfer from low to high absorption states is governed by the first order rate 
equation and the time constant x= (Oöeff)-1, where <3> is the photon flux incident on the sample 

and CTeff is the effective optical cross section for the white light illumination. 

0.8 

Energy (eV) 
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DISCUSSION 
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The observed effects can be 

understood in terms of the DX-like 

bistability of Se donors in AlSb. A 

configuration-coordinate diagram for a 

donor impurity which can undergo a 

structural transformation into a DX-like 

state is shown in Fig. 4. The DX-like 

configuration is the ground state for the 

donor system. The DX level is located at 

the energy, EDX> below the conduction 

band minimum. Lowering of the energy of 

the DX center is a result of the lattice 

relaxation around the Se impurity. The 

metastable, hydrogenic-like state of a 

substitutional donor is located at ED below 

the lowest conduction band minimum Xi. 

In AlSb, the closest higher minimum of the 

same symmetry, X3, is separated from Xi 
by the energy, 8. 

The two slopes of the. resistivity vs. inverse temperature curve shown in Fig. 1 represent 

the thermal activation from the DX level and from the hydrogenic donor, D. When an AlSb.Se 

sample is cooled in the dark, most of the electrons freeze-out onto the DX level with only a 

small fraction being trapped on the metastable hydrogenic donor level. Therefore the high 

temperature slope of about 180 meV in Fig. 1 represents the binding energy of the DX center. 
Illumination with a photon energy higher than the threshold value of hV(h = 1 eV transfers the 

electrons from the DX centers to the conduction band. At low temperatures, these electrons are 

then trapped at the donor level, ED. The increased occupancy of ED leads to a higher absorption 

due to the photoionization transitions from ED to Xi to X3 minima in the conduction band. 

Fig. 3 The spectral dependence of the optical 
cross-section for the excitation of the persistent 
absorption. The insert shows the excitation 
kinetics of the absorption under white light 
illumniation. All measurements were done at 77K. 

Curve c in Fig. 2 represents the calculated photoionization cross-section for the transition 

from the donor level to Xi and X3 minima of the conduction band. The best fit was obtained with 
ED = E(Xi) - 110 meV and the separation between the minima 8 = E(X3) - E(Xi) = 290 meV. 

Our value for the binding energy of Se donors is lower than 146 meV previously determined 
from the absorption spectra of lightly doped AlSb [8]. The value of 8 is in a good agreement with 

the conduction band splitting as determined from intra subband infrared absorption 9. 
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The large persistent photochromic effect offers a possibility of using AlSb:Se for 

photodiffractive applications 10. As is seen in Fig. 2 one can produce an absorption grating with 
the modulation amplitude of the absorption coefficient Aa > 50 cm-1. The diffraction efficiency 

of the absorption gratings is given by n, 

T| = exp(-ad)(A<xLjnt/4cos9)2 
(1) 

where the interaction length Ljnt = (l-exp(-ocd))/oc, d is the thickness of the sample, 9 is the 

half-angle between intersecting laser beams and a is the absorption coefficient. 

For Aa = a = 50 cm-1 and the sample thickness of 2x10~2 cm the photodiffractive efficiency of 

about 0.9 % is expected. These expectations have been recently confirmed by a Purdue group 

where a diffraction efficiency of about 1% has been observed using the four-wave-mixing 

technique 12. The result can be compared 

with previous reports of photodiffractive 

effect in GaAs:Cr and InP:Fe where 1 to 2 

orders lower diffraction efficiencies were 

observed   10.   Since  both  the  sample 

thickness and the absorption coefficient can 

be independently controlled in the bulk 

AlSb it should be possible to optimize the 

parameters  to  achieve  the  theoretical 

efficiency limit of 6 % 12. 

CONCLUSIONS 

Fig. 4 Schematic representation of the 
configuration coordinate diagram describing 
the metastable behavior of the Se donors in 
AlSb 

We have found that Se doped AlSb exhibits a very large photoinduced, persistent 

absorption. The absorption results from the photoionization of electrons from the metastable 

hydrogenic Se donor to the conduction band and is induced by optical transfer of electrons from 

the DX center to the hydrogenic Se donor. Because of the characteristic conduction band 

structure with two closely lying minima the absorption extends over a very broad spectral range 

from 0.1 eV to 1.6 eV. The persistent photo-induced absorption in AlSb:Se is the largest 

photochromic effect observed in any of III-V semiconductors. This effect could potentially find 

applications in photodiffractive devices. 

51 



ACKNOWLEDGMENTS 

This work was supported by US DOE, Lawrence Livermore Laboratory, contract No 

B28.357 (MIT), US Army Research Office (USF) and the Director, Office of Energy Research, 

Office of Basic Energy Sciences, Materials Sciences Division of US Department of Energy under 

contract No. DE03-76SF00098 (LBL) 

REFERENCES 

1. D. V. Lang and R. A. Logan, Phys. Rev. Lett. 39,635 (1977). 

2. D. J. Chadi and K. J. Chang, Phys. Rev. Lett. B40, 873 (1989). 

3. P. M. Mooney, J. Appl. Phys. 67, Rl (1990). 

4. B. C. Burkey, R. P. Khosla, J. R. Fischer and D. L. Losee, J. Appl. Phys., 47, 1095 

(1976). 

5. D. D. Nolte, D. H. Olson and A. M. Glass, Phys. Rev. B40,10650 (1989). 

6. R. A. Linke, T. Thio, J. D. Chadi and G. E. Devlin, Appl. Phys. Lett. 65,16 (1994). 

7. J. E. Dmochowski, J. M. Langer, J. Raczynska and W. Jantsch, Phys. Rev. B38, 3276 

(1988). 

8. B. T. Ahlburn and A. K. Ramdas, Phys Rev. 167, 717 (1968). 

9. W. J. Turner and W. E. Reese, Phys. Rev. 117, 1003 (1960). 

10. D. D. Nolte and A. M. Glass, Opt. and Quantum Elect. 22, S47 (1990). 

11. H. Kogelnik, Bell Syst. Techn. J. 48,2909 (1969). 

12. J. McKenna, D. D. Nolte, P. Becla, and W. Walukiewicz (to be published). 

52 



Control of Oxygen Content in Heavily Sb-Doped CZ Si Crystal by Adjusting 
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Abstract 
In Czochralski-grown (CZ) silicon single crystals, antimony (Sb) doping decreases the 

oxygen concentration by enhancing oxygen evaporation from the melt surface. In this study, Ar 

ambient pressures of around 100 Torr over the silicon melt were found to suppress evaporation 

of oxide species. To clarify the effect of the growth chamber ambient pressure on oxygen 

concentration, heavily Sb-doped CZ silicon crystals were grown under Ar pressures of 30, 60, 

and 100 Torr. Increasing Ar pressure increases the oxygen and Sb concentrations at the melt 

surface. The oxygen concentration under an Ar pressure of 100 Torr was 1.2 times higher that 

under 30 Torr when the solidified fractions are 0.5 or larger. The oxygen evaporation rate is 

controllable by gas phase transport of Sb20 at high Ar pressures. 

1. Introduction 
Sb doping decreases the oxygen concentration in CZ silicon single crystal [1] , seriously 

affecting device performance when utilized. To discover the reasons for oxygen reduction in 

heavily Sb-doped CZ silicon crystal, the influence of Sb on the dissolution rate of the silica 

crucible and oxygen solubility in the melt have been investigated, and the results showed that 

crucible dissolution rate and oxygen solubility increased with increasing Sb concentration in 

the melt [2, 3] . Meanwhile, the oxygen segregation coefficient in growth of Sb-doped silicon 

crystal has been investigated by the normal freezing method, and it was found to be nearly unity 

when the Sb concentration was less than 0.5 atom % [4] and reduced slightly with higher 

doping levels. The oxygen evaporation has also been measured when Sb was added, and it was 

found that the oxygen concentration in heavily Sb-doped CZ Si crystals was reduced due to 
increased oxygen evaporation [5] . Analysis of the evaporated species showed that evaporation 

of Sb O and SiO significantly increased oxygen loss from the Si melt [6] , clearly being the 

main reason for oxygen reduction in Sb-doped CZ silicon crystals. It has been suggested that 

the atmospheric pressure of the background gas over the Si melt may be adjusted to control the 

evaporation of oxide species from the silicon melt [7] . However, no report has been presented 

on the effect of ambient pressure on the oxygen and Sb concentrations in silicon crystals. 

The purpose of the present paper was to investigate the effect of growth chamber pressure on 
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the surface oxygen concentration of heavily Sb-doped silicon melt and the quality of crystals 

obtained. The effect of Ar pressure on the oxygen and Sb evaporation from the melt is discussed 

with respect to the evaporation mechanism. 

2. Experimental 

CZ silicon crystals (100 mm diameter, 700-900 mm length) were grown along the <100> 

direction under Ar pressures of 30 and 100 Torr in a conventional pulling apparatus. The Ar 

pressures were adjusted by controlling the Ar-gas flow rate (10-501/min) in the growth chamber. 

All the crystals were grown from the same initial 25 kg silicon charge containing 0.14 atom % 

Sb (99.9999%) in a silica crucible. Growth was carried out under the same growth conditions : 

a pull rate of 1.0 mm/min, a crucible rotation speed of 10 rpm, and a seed rotation speed of 20 

rpm. The polycrystalline starting material was melted completely and maintained in the molten 

state for 2 hours before the crystals were pulled. 

The wafers for the evaluations were prepared to slices of 0.7-mm in thickness. Wafers for 

measurement were taken on the basis of one for each value of solidified fraction. Resistivity 

was measured by the four-point probe method. After Sb concentration evaluation, 6 mm x 12 

mm chips were cut from the central regions of the wafers. Using 4 pieces (about 0.4 g) from 

each wafer, oxygen concentration was evaluated by Gas Fusion Analysis (GFA) . 

Surface oxygen and Sb concentrations of the quenched melts under different Ar ambient pressures 

were measured by SIMS. The preparation of samples for SIMS was as follows : To preserve 

the condition of the melt during crystal growth, heater power was suddenly turned off and the 

remaining charge allowed to solidify and cool for 30 minutes. The solidified melt was 50 mm 

thick with no cracks in its surface region. Specimens were cut from the top surface at a radial 

distance of 100 mm from the center of the crucible with a diamond saw. Specimens were 

shaped into slices of 10 mm x 10 mm within a thickness of 2 mm. In SIMS measurement 

(IMS-3f/4f, CAMECA) , the primary ion beam species was Cs+ and a 100 u.m x 100 p:m area 

was measured. 

3. Results and Discussion 

The variations of the oxygen concentrations in the growth direction in Sb-doped silicon crystals 

grown under different Ar pressures are shown in Fig. 1. Oxygen concentration decreases with 

increase in solidified fraction due to the enhancement of oxide evaporation from the melt surface 

with increasing Sb concentration. The oxygen concentration under an Ar pressure of 100 Torr is 

1.2 times as large as that under 30 Torr when solidified fractions are 0.5 or larger. Thus, oxygen 

concentrations in the crystals are clearly controllable by adjusting the chamber Ar pressure. 

The depth profile of oxygen from the solidified melt surface under Ar pressures of 30 and 100 

Torr shown in Fig.2 clearly indicates that the ambient pressure also affects oxygen concentration 
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at the melt surface. The oxygen concentration has a 

typical diffusion profile and decreases near the 

surface. Increase in Ar pressure increases the oxygen 

concentration in the melt surface. Thus, it is clear 

that the oxygen concentration profile reflects the 

oxygen distribution in the melt immediately before 

quenching. The surface concentration of oxygen is 

between 1016 atoms/cm3 and 1017 atoms/cm3. 

The depth profiles of Sb atoms from the solidified 

melt surface are shown in Fig. 3 for Ar pressures of 

30 and 100 Torr. The profile of Sb concentration 

for the Ar pressure of 30 Torr shows the diffusion 

profile as in the case of the oxygen concentration 

shown in Fig. 3. The diffusion profile of Sb under 

an Ar pressure of 100 Torr is flat and the Sb 

concentration at the surface under 100 Torr is 7.5 times greater than that under 30 Torr, indicating 

that the Sb evaporation mechanism at the melt surface changes between Ar pressures 30 and 

100 Torr and that the increased chamber Ar atmospheric pressure suppresses evaporation of Sb 

and Sb oxide from the Sb-dopes silicon melt. The absence of any surface depletion of the Sb 

concentration in the melt for an Ar pressure of 100 Torr indicates- that transport in the gas phase 

has become rate limiting. 

io15 

0.2     0.4      0.6 
Solidified fraction 

Fig. 1 Variationof the oxygen content 
along the growth direction under 30 and 
100 Torr. 
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Fig. 2  Oxygen content profiles for the 
solidified melt under 30 and 100 Torr. 

Fig. 3   Antimony content profiles for the 
solidified melt under 30 and 100 Torr. 

Heavily Sb-doped CZ-Si crystals have been found to contain much less oxygen than those 

more lightly doped. The evaporation of SiO and Sb20 from the Sb-doped silicon melt was 

investigated in an effort to explain the oxygen reduction. Evaporation of SiO from the silicon 
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melt consists of three processes, namely, transport of the oxygen-bearing species in the melt to 

the melt surface, chemical reaction at the melt-ambient interface, and gas-phase transport away 

from the melt. The first and third processes are regulated by oxygen diffusion. In one dimensional 

analysis based on Nernst's formula [8] , oxygen fluxes through unit area in the bulk melt (nt) 

and in the Ar ambient (n2) are expressed by oxygen concentrations Cm in the former and Ca in 

the latter as shown below ; 

ni=ki(Cm-dm) (D 

n2=k2(C'a-Ca) (2) 

where the oxygen transport coefficients in the melt and in the Ar ambient are k^ and k^ , and the 

superscript i indicates the values at the interface. 

The chemical reaction at the melt-ambient interface can be written as 

Si (1) +0-SiO (g) (3) 

where O represents the dissolved oxygen in silicon melts   [9] . We have assumed that the 

oxygen flux is close to the equilibrium value which is subject to the following constant: 

where K. is the equilibrium constant for the reaction in eq.   (3) . 

Each oxygen flux is equal under the chemically steady state, i.e., n =n2=n. Under such a state, 

oxygen flux n is rearranged using eqs.   (1)   and   (2)   by eliminating the interfacial oxygen 

concentrations C  and C ■ Ca/Kg 

Oxygen 
Concentration 

5y 

i 
f Ambient ) 

Cm k2=D2/ 8Z 

fInterface j 

Cm ^,           equilibrium 

ki=Di/ 8y 
Ca           constant: KP 

fMelTj ^^.                    Ca 

ki     Kck2 

(5) 

8z 
>; 

rii Ü2 

In eq. (5) , we find that the oxygen transport 

rate depends on the terms of 1/k and 1/KC k2, 

the so-called rate resistance. It is obvious that 

the oxygen transport rate mainly depends on the 

maximum resistance. We have estimated the 

rate resistance using eq. (5) and the previously 

reported data in the literature. As for the 

evaporation of SiO, one may have the values 1/ 

k=10 s/cm and 1/KC k2=250 s/cm (under 100 

Torr)  on the basis of folio wing equations  [8,9]: 

Fig. 4 Oxygen evaporation model near 
the Si melt surface. 
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ki   Di 

1    _Qn5z 

Kck2   Q,D2 

(6) 

(7) 

where Dj is the oxygen diffusivity in the silicon melt at the melting temperature, D2 the oxygen 

diffusivity in Ar ambient, 5 the average boundary layer thickness of the diffusion layer in the 

melt along the surface, 82 the average thickness of the diffusion boundary layer along the melt 

surface   [3, 8, 10-12] . Details are given in Table 1. 

It is assumed that the chemical reaction at the melt/ambient interface occurs at the melting 

temperature (1414 °C) and SiO evaporated from the melt surface is an ideal gas. Thus, under 

Ar pressure of 100 Torr one may have the value C'^^xlO13 atoms/cm3 [5,9] , and C;
m is 

obtained as 6xl016 atoms/cm3 as shown in Fig. 2. The transport of oxygen-bearing species in 

the boundary layer on the ambient side has a larger resistance value than that on the melt side. 

The oxygen concentration of the melt surface depends on the ambient pressure as shown in Fig. 

2. Thus, the transport of oxygen-bearing species in the boundary layer on the ambient side is 

found to be the rate-limiting process in the oxygen evaporation at the silicon melt surface. In 

other words, oxide evaporation from the melt surface determines the oxygen concentration at 

the melt surface and is practically independent of the oxygen partial pressure under Ar ambient 

in the growth chamber. 

Table I Physical parameters used in the oxygen transport model. 

Diffusion coefficient of oxygen in silicon melt 
at the melting temperature,  Di 

Diffusion coefficient of oxygen in Ar ambient, D2 

Boundary layer thickness along the silica crucible, 8x 

Boundary layer thickness below the melt surface, 5y 

Boundary layer thickness over the melt surface, 5z 

ein"4     2/        a) 
5x10    cm   /sec 

,        1. b> j   cm   /sec 

.2 b) 
2.0x10    cm 

1.0x10    cm 

0.3 . 

a)  Ref. 10, b) Ref. 8 and 9 

4. Conclusion 

In CZ Si crystal, Sb doping decreases the oxygen concentration due to the enhancement of 

oxygen evaporation. To minimize the evaporation of oxide species from the silicon melt, the 

atmospheric pressure of the background gas over the Si melt was increased. The effect of 

atmospheric pressure in a growth chamber on oxygen concentration in a grown crystal was 

clarified when heavily Sb-doped CZ Si crystals were grown in Ar pressures of 30 and 100 Torr. 
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The oxygen and Sb concentrations of the melt surface were found to increase with Ar ambient 

pressure. The oxygen concentration under an Ar pressure of 100 Torr was 1.2 times that under 

30 Torr when the solidified fractions were 0.5 or larger. The oxygen evaporation rate is 

controllable by gas phase transport of Sb20 at high Ar pressures. 
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PHOTODIFFRACTIVE CHARACTERIZATION OF GROWTH-DEFECTS IN GaAs 

K.JARASIUNAS, M.SUDZIUS, A.KANIAVA, and J.VAITKUS 
Institute of Material Science and Applied Research, Vilnius University, 
Sauletekio ave 9, bld.3, 2054 Vilnius, Lithuania 

INTRODUCTION 

The transient grating technique has been developed over the years and several reviews have 
been written concerning the subject [1,2]. The present paper will focus on its advantages for 
studies of main native defect in semiconducting GaAs crystals, namely, of EL2, which plays a 
crucial role in semi-insulating properties and optical absorption below band-gap, 
photorefractivity, metastability, etc. We will consider the role of EL2 in optical nonlinearities 
and its contribution to carrier transport in subnanosecond time domain. Nonlinear character 
of TG technique allows to get deeper insight into spatial distribution of growth defects (EL2 
and dislocations) in the wafers and perform their nondestructive monitoring. Different 
experimental techniques, as DFWM in nano- and picosecond time domain, light self- 
diffraction, and set of differently grown GaAs crystals enabled us to show applicability of this 
technique for basic research and nondestructive determination of parameters, defect 
distribution, reveal fast transients of optical nonlinearities. The photorefractive nonlinearity at 
300K. is shown being dependent on dislocation density due to local strain fields around 
charged dislocations. Moreover, transient quenching of EL2 by short laser pulses and 
enhancement of low-temperature photorefractive nonlinearity is demonstrated . 

l.EXPERIMENTAL TECHNIQUES AND SAMPLES 

We have studied optical nonlinearities in GaAs by using Q-switched and mode-locked 
YAG lasers (A.=1.06um, duration of laser pulses tL =12 ns or 28 ps, correspondingly) for the 
resonant excitation into EL2 absorption band. Degenerate four wave mixing (DFWM) scheme 
for Bragg-gratings and light self-diffraction regime on thin gratings were used to study 
peculiarities of light absorption and diffraction on free carrier (FC) and on photorefractive 
(PR) gratings, varying their period A (from 2 to 40 um) sample temperature (in the range 
from 80 to 300 K), and excitation density (up to 50 mj/cm ). 

Transient gratings have been studied in differently grown and oriented samples of GaAs: in 
semi-insulating (SI) undoped crystal Dl (cut in a typical photorefractive way, i.e. with faces 
along crystallographic directions [110], [-110], and [001]), in commercial SI (OOl)-grown 
LEC wafers MT10 (In-alloyed) and IC1 (undoped), and in heavily Si doped wafer IC2. This 
set allowed to vary dislocation density from N^IO5 cm"2 in Dl to 2.103 cm"2 in IC2 [3], The 
experimental configurations are shown on Fig.la,b. The measured incident energy I0, 
transmitted IT and self-diffracted or diffracted probe beam intensities I] are time-integrated 
values over the duration of laser pulse. 

Optical illumination of GaAs at 1.06 urn (i.e. in the spectral region E„/2<hw<Eg ) leads to 
the changes of its refractive index via FC and PR nonlinearities. The corresponding 
nonlinearities are described by Drude-Lorentz model or by linear electro-optic effect [1,2] 

AnFC = - (e /2n cc>2 e ) (AN/me + AP/mp ) (1) 

AnPR = - n3 reff Esc 12 (2) 
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GaAs   X./4 

Fig 1. Experimental set-ups: self-diffraction scheme (a) and DFWMfor ns-pulses (b) 

where AN,AP are nonequilibrium carrier concentrations, mep are their effective masses, a> is 
the laser frequency, reff = ej [R.Kg] ej is the effective electro-optic coefficient, Esc is light- 
induced space charge field, R is electro-optic tensor, ej (j are the polarization vectors of 
incident and diffracted waves . The instantaneous values of AN,AP follow from the solution 
of continuity equations for electrons, holes, ionized EL2 densities, and Poison's equation for 
Esc [4]. The changes of refractive index lead to simple relationship with the diffraction 
efficiencies of gratings in the first diffraction order rj, = Ii / IT = [(7tA.)And] <1% the 
measured signals IT and Ii. Contribution of PR grating from the FC one was separated by 
monitoring the polarization states of probe and diffracted beams [5]. For ns-duration pulses, 
transmitted beam was retroreflected to probe PR grating; in addition it's polarization was 
rotated to probe FC grating. For ps duration pulses, we used conventional time resolved 
DFWM scheme with delayed probe beam [3]. In geometry of light self-diffraction, the 
coexisting orthogonally polarized diffracted components were separated by Glan prizm and 
measured simultaneously. 

2.ROLE OF DEFECTS IN CARRIER AND SPACE-CHARGE FIELD EVOLUTION 

Numerical analysis of carrier and space charge field dynamics was performed by solving the 
set of coupled differential equations [6] and revealed number of excitation dependent effects. 
At low excitations, electron generation from deep traps dominates until the concentration Ne 

= (2-3). 1015 cm"3, close to initial density of neutral EL2 (NEU (t=0)= 5.1015 cm"3), is reached. 
Hole concentration N„ is by order of magnitude less than Ne . Electron diffusive transport 
creates electric field Escj between ionized EL2 and electrons with its fast build-up time 
T^'SC * (A/2 De)

2 and decay by dielectric relaxation time T
(2)

SC ~ xjj (1+ xR / xsc) »TL [7]. 
At higher excitations, two-step transitions through EL2 are efficient, thus hole generation 

rate approaches the electron one. New component of ESC2 - a Dember field between electrons 
and holes - overlaps with the previous one. Both PR and FC grating decay by ambipolar 
diffusion of carriers with TSC = xa = (A/2 Da)2 with Da =(kT/e)(N+P)/(N/u + P/u ). Carrier 
recombination also may contribute to grating decay according to general  relationship 
l/Xe*l/xR+l/xa. 

The most interesting feature in dynamics of FC nonlinearity is a feed-back effect of light- 
created field Esc on carrier transport, which is evident in compensation of grating diffusive 
decay by carrier drift. The other feature is a transport of holes, which leads to shift of hole 
spatial modulation by half-period of the grating (with respect to the initial light-induced 
modulation of holes) and to screening of the negative charge of electrons, transferred by 
diffusion to the grating minima. Both those peculiarities are efficiently contributing to carrier 
transport at moderate excitations, when deep trap assisted carrier generation dominates. 
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3. EXPERIMENTAL STUDIES 

3.1. Nondestructive mapping of growth defects in GaAs wafers 

In SI GaAs crystals the distribution of EL2 is usually revealed via optical absorption at 
1.1 Urn. A simple way to enhance the sensitivity is to use transformation of absorptive index 
variations to those of refractive index (see eq. 1), and then amplify the latter distribution by 
nonlinear light diffraction technique. Indeed, investigations of light absorption and diffraction 
in GaAs wafers have shown much higher sensitivity of light diffraction to EL2 distribution 
[8,9]. This follows due to superlinear character of TG technique (as follows from relationship 
r)~An2) and, from the other hand, due to measurements of diffracted beam in dark far field of 
diffraction. 

In addition to carrier generation efficiency, the grating erasure time was found varying 
across the SI wafers (e.g. from 1 ns in low-defect area to 2 ns in high defect area [8]). This 
feature correlates well with the distribution of dislocation density [10], and the observed 
variations of carrier lifetime were attributed to band-gap modulation by charged dislocations 
and carrier separation by the potencial relief [8]. Our measurements confirmed that diffracted 
light intensity correlates well with the dislocation density, which was revealed by the 
selective etching. In this way, the applicability of this nondestructive technique for 
monitoring of growth defects distribution in GaAs was demonstrated and instrument D-SCAN 
assembled to implement this technique [11]. 

The recent studies revealed one more mechanism which allows the further increase of TG 
technique sensitivity for monitoring the defect distribution. The idea is based on role of light- 
induced internal space-charge field feed-back on carrier transport. At short pulse excitations, 
decay of coexisting gratings is coupled and varies with excitation power and time. In Fig.2 
decay of FC grating in areas with different EL2 density is given. The higher is EL2 density, 
the stronger is Escl, which opposes the initial fast diffusive decay. In the area with lower EL2 
density, nearly bipolar plasma and ESC2 are created. At high excitation levels, two step and 
two-photon absorption dominate over trap-assisted one and lead to bipolar carrier transport. 
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Fig. 2. Free carrier grating decay in LEC-grown GaAs crystals. 

3.2. Dislocation-initiated PR-effect 

The anisotropic feature of PR nonlinearity is well known [12] and predicts rotation of probe 
beam polarization in photorefractive cut crystals, if the orientation of grating vector KB is 
parallel to the axis (110). For orientation Kg //[001] or in commercial GaAs substrates 
oriented perpendicular to the (001) axis, theory predicts zero effect, i.e. refl-=0. Nevertheless, a 
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strong diffracted signal with rotated polarization was recently observed in LEC-grown SI 
GaAs in forbidden geometry Kg //[001] [13]. This unexpected signal was attributed to long- 
range distortions of the lattice due to internal strain and electric fields around charged 
dislocations [14]. The further studies have been carried out in commercial GaAs substrates 
(samples MT 10, ICH, ICI2) with different dislocation densities. The measurements of 
diffracted beam intensities on FC and PR gratings (I1FC and IiPR, correspondingly) by using 
DFWM scheme and grating period A= 2 um allowed us to determine the ratio of those signals 
S= IIPR/IIFC ■ The ratio was found dependent on dislocation density and varied from 2.5 % in 
non-photorefractive geometry of sample Dl down to 0.3 % in heavily doped GaAs. Square 
root of the ratio S shows a linear dependence of reff vs. dislocation density [4]. This 
correlation strongly supports the hypothesis that dislocations are responsible for PR effect in 
non-photorefractive geometry of LEC-grown GaAs crystals. 

3.3. Low-T PR effect 

The metastability of deep native donor EL2 may essentially modify the photorefractive 
nonlinearity. The effect of EL2 optical quenching [15] introduces a novel mechanism for 
photorefractivity at low-temperatures [16] and opens novel possibilities for nonlinear optical 
studies of EL2. 

The previous studies of this novel effect have been performed in GaAs in quasi-equilibrium 
conditions, I.e. by using low-power CW sources [16,17]. We extended those studies in 
nanosecond time domain, where the PR nonlinearity coexists with the free carrier one. The 
temperature dependencies of light diffraction on FC and PR gratings and sample 
transmittivity have been measured during the cooling of GaAs samples down to 80 K and then 
during their slow heating up to room 300 K. The nonlinearities and linear optical properties 
were found dependent on grating period, sample characteristics, and revealed novel 
peculiarities in light diffraction and transmittivity. 

A. Free carrier gratings. During the cooling of the sample Dl (Fig.3), we observed the 
decrease of FC diffraction efficiency T|. The calculated dependence r|(T) (dashed curve), 
using the continuity equation for carriers and temperature-dependent carrier mobility, 
correlates well with the decrease of t) down to 150 K. The faster decrease of r) at T<150 than 
expected from diffusive decay is probably related to changes in carrier generation processes: 
the transfer of EL2 from normal to metastable state lowers the defect-assisted generation rate. 
The similar features of decreasing n with absorption bleaching at T<130 K were found in 
sample MT 10 as well (Fig.4,5). The high density of charged dislocations, acting as scattering 
centers, leads to the weak dependence of mobility vs. T in this sample. In addition, this 
regime is not so sensitive to carrier diffusion due to large grating period. During the heating 
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of the samples, we observed the monotonous increase of r\ due to thermal recovery of EL2 
state. The fine structure seen in r|(T) (Fig. 3,4) shows certain correlation with trap filling 
characteristic temperatures [18], and this analysis will be presented elsewhere 

We found novel features in transmittivity of the GaAs during the heating process: an 
increased absorption in the narrow temperature range 200-240 K, both in Dl and MT 10 
samples (Fig.5). It's worth to note that this the dip was not found during the cooling of the 
samples. In addition, this strong increase of absorption (it corresponds to Act« 4-6 cm"1) was 
not followed by higher diffraction efficiency. This indicates that the origin of light absorption 
at 200-240 K has non-photoactive nature and may be attributed to intracenter transitions 
assisting in the reconstruction of normal EL2 state. The further studies are in progress. 

B.Photorefractive gratings.The essential increase of photorefractive grating efficiency i>R 

(more than by order of magnitude) was observed during the cooling of sample Dl (Fig.3,4), in 
contrary to decrease of r|FC in this temperature range. This indicates that the mechanism 
responsible for the enhancement of photorefractive effect is different from Dember field. This 
mechanism is supposed to be related with optical EL2 quenching, but starts to play role at 
T<250 K, i.e. much earlier than the typical EL2° => EL2* transitions at 130 K. When the 
grating period increased from 10 to 55 urn, the effect of enhanced r|PR was not so strong 
neither in Dl nor in MT 10 samples. We found the enhancement being proportional to inverse 
grating period. We managed to observe light selfdiffraction on thin PR grating for the first 
time, and the efficiency of PR grating was higher than that from FC grating. 

During the heating we observed the reverse behaviour in r)PR(T) dependence than during the 
cooling, if the EL2 donors were not completely bleached. In the case of full transfer of deep 
donors to metastable states, the i>R value was as low as that observed at 300 K (Fig.6). 

We performed modelling of EL2 concentration and dynamics in neutral, ionized, and 
metastable states at different temperatures. In addition to the continuity and Poisson 

equations, we modified the rate equation for EL2 by adding the term of metastable EL2* 
generation and decay: 

dN*/dt. = sn* I ( N - N+ - N*) - ( r* + s,* I) N* (3) 

here s,' stands for cross-section of the transfer from EL2° to EL2* state [151, while recovery of 
EL2° is induced thermally with a rate r* and optically with cross-section sr. 

Numerical solution using the parameters sr*, r*, and s/, given in [17], have shown that EL2* 

concentration may reach considerable values, e.g. ratio M= EL2* /EL2° equals to 0.42 at 
100K and M=0.07 at 300 K for experimentally used excitation power density 1025 cm2 s"1 and 
xL=10 ns. The lifetime of metastable state varies with temperature from 0.4 ns at 300K to 18 
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ns at 200K due to decreasing role of thermal recovery from EL2 state. This evaluation may 
explain the observed decrease of PR grating efficiency at lower temperatures (T<120 K) and 
longer exposures. Thus the process of optical transfer to metastable state via excited state and 
thermal recovery to EL2° at higher temperatures (250-150K) can be assumed as a transient 
EL2 quenching by short pulse excitation. It may introduce the local decompensation and to 
increase the internal electric field, leading to observed enhancement of PR-effect. 

CONCLUSIONS 

This review has focused on the use of transient grating applications for studies of native 
donor EL2 properties in bulk GaAs. The coexisting free carrier and photorefractive optical 
nonlinearities related to EL2 density are analyzed experimentally at short pulse excitation. 
The high sensitivity of free carrier TG technique for nondestructive mapping of EL2 and 
dislocation distribution is demonstrated. The dislocation-density dependent PR effect in 
(OOl)-cut GaAs samples was studied and attributed to long-range distortions of the lattice due 
to internal strain and electric fields around charged dislocations. EL2 quenching by short 
pulses at 1.06 um was realized for the first time and led to strong enhancement of low 
temperature PR effect. The existence of low-T PR effect in allowed and forbidden 
photorefractive orientations confirms the model of dislocation-dependent PR effect in non- 
photorefractive cut GaAs crystals. 

The research described in this publication was made possible in part by long-term Grant 
No.LA9000 from the International Science Foundation. 
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INFLUENCE OF ELECTRIC FIELD AND TEMPERATURE ON 
MAGNETIC FIELD INDUCED PROLONGED CHANGES OF 

ELECTRIC PARAMETERS OF SILICON SYSTEMS. 

VLADIMIR M. MASLOVSKY. Zelenograd Research Institute of Physical Problems. 
Moscow 103460. Russia. 

ABSTRACT 

Magnetic field induced prolonged changes (MFIPC) of electric parameters of 
semiconductor systems is the phenomenon that has been recently established 
experimentally. In this work it is investigated for the first time the influence of 
electric field and temperature on duration of MFIPC of carrier generation lifetime in 
Si subsurface region and the influence of temperature on MFIPC of the MOS 
structure leakage voltage. The value of determined mobility of generated defects 
corresponds to the diffusion coefficient of vacancy -impurity complexes. These 
investigations of MFIPC of microstructure confirm that non-equilibrium defects 
reactions are limited by diffusion (in the absence of external electric field). It is 
shown that the corresponding diffusion coefficient is about 10"13 cmV1 and the 
magnitude of diffusion activation energy determined from these investigations is in 
the range 0.45-0.5 eV. This value is nearly the same as the diffusion coefficient of 
vacancy-impurity complex. 

INTRODUCTION 

This paper presents the new experimental results concerning the physics of the 
magnetic field induced prolonged changes (MFIPC) phenomenon that has been 
recently established experimentally [1-3]. MOS structure capacitance-voltage 
characteristics and histograms of MOS-structure transient capacitance relaxation 
times T, flat-band voltage Vß , leakage voltage V[ (positive voltage on Al-electrode at 
which the 10 nA tunnel current flows through dielectric [4]) were measured. It was 
registered MFIPC of T histograms in MOS structures after PMFT with magnetic 
field magnitude 0.1-0.2 MA/m. It was observed that the value of T corresponding to 
the peak value on histogram was decreasing during 7 days after pulsed magnetic field 
treatment (PMFT) . The significant acceleration MFIPC of x by electric field allows 
to determine the mobility of charged defects. Such a great decrease of i was probably 
due to abnormal generation of carriers in depletion regions of the semiconductor 
with microdefects decorated by fast-diffusing impurities. That result demonstrated the 
possibility of impurity-defect complexes reconstruction in Cz - Si induced by PMFT. 

EXPERIMENTAL RESULTS 

To study processes induced by short-term PMFT effects in MOS-structures the 
test structures were used. These structures were formed by dioxide layer formed by 
the thermal oxidation in dry oxygen at 1050° C of phosphorus-dopes Si(100) 
substrates with 20 Ohmxcm resistivity. Dioxide thickness d was 40 nm and Al- 
electrode area was S=\  mm2. These structures were under the influence of some 
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PMFT pulses with amplitude of H= 0.1-03 MA/m, 0.02-0.05 ms duration« and pulse 
frequency 10 Hz. The PMFT duration was about 1 min. It was detected that there 
were no appreciable variations of the parameters just after short-term treatment (less 
than 10 s). 

The measurement of MOS-structure transient capacitance relaxation times x up 
to and after PMFT were carried out. It        appeared, that the main peak 
on the histogram x after effect PMFT displaces in the party of smaller values, that 
corresponds to the increase of carriers generation current in the Si subsurface area ( 
in 8 days significance x, appropriate to a to peak on the histogram has decreased in 
5-7 times ( Fig. 1). ) 

t, days 

Fig. 1. The temporal dependencies of a position of a main peak on histogram T and 
l/fr up to and after PMFT: (l)-i before, (2) - x after, (3) - U^ after. 

Using the rectangular pulsed depleted voltage of the same value U , the 
missing of    x is connected to carrier generation lifetime xg by the following: 

x~xgVrt  , where n is the bulk free electron concentration [3] and the decrease of xg 

is due to the monotonous increase of generation centers concentration in the Si 
subsurface region. The PMFT of MOS structures alongside with the reduction x 
results also in a increase of density of a built - in dielectric charge, registered as a 
shift of a flat band voltage to the negative area (Fig. 1. ). High-frequency C-V 
characteristics were shifted on an axis of voltage without the change of the form. We 
shall note, that the change of density of a built - in dielectric charge is registered 
later then T changes. 

The conclusion about a initiating role of defect reactions in volume of the 
subsurface area was confirmed by the influence of a electrical field in the silicon on 
rate of MFIPC of x. The electric field in Si depleted region considerably accelerates 
MFIPC of defect structure in Si subsurface region. The changes of x has been 
registered in the regime when the time interval between the measurements x and, 
accordingly, between repeated voltage application was essentially less then x. That 
results in considerably more fast and non-monotonous change of time x (Fig. 2) in 
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comparison with long-term changes, shown on Fig.l. 
Sucli   repeated   voltage   applications   before   PMFT   did   not   result   in   the 

appreciable changes of x. ffect confirms a opportunity of defect 
migration in a silicon, as the strong electrical field in depleted region accelerates the 
migration of generated defects. Thus, the influence of a electrical field in the 
subsurface area of a semiconductor is displayed in the more fast change x in 
comparison with absence of long-term effect of fields. The results (Fig. 2) permit to 
evaluate the mobility of defects induced by PMFT. 
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Fig. 2 Typical dependencies T on the numbers m of depleted voltage (U=5 V)pulses 
after the PMFT: (1) - structure N° 1, (2) - structure Ns 2, (3) - structure N° 1 before 
PMFT. 

From the continuity equation we have the following relations: 

where LI and N are the mobility and concentration of charged defect, 
Em=4mqnW/s is maximal electric field in depleted region , W is the maximal 
depleted region depth (related to applied voltage) and 8 is the Si dielectric constant. 
As far as electric field results in considerably more rapidly x decrease in comparison 
of one on Fig 1, where it determined only by diffusion of defect, we have found 
possible to neglect a diffusion current. As it follows from [3]: 

SN        ST 
— = • (2) 

where Nj and T, are the initial value of N and x. Substituting (2) in expression 
(1) and integrating with respect to the time we obtain 

WAT 
M JEmdt = - (3) 

where tx =mx; is the characteristic time, at which change of a x is equal to some 
AT. This expression describe the region of quasi - monotonous increase of x in Fig 2. 
As W in accordance to [ 3 ] is the linear function of time in the processes of MOS 
structure capacitance relaxation, from expression (3) it follows: 
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M- 
We a 

' (W + W0)2nqn 
(4) 

1 dx 
where a = . In accordance with experimental results (Fig 2) # = 0.015 

Ti an 
(the middle region on Fig 2) and value of n= 3-5 xlO"12 cm2/(Vxs). This value with 
in a good agreement  with the  diffusion  coefficient  established in   [4]  because 

^T ~ 1 n 13 --<•2 ' -      (T is the temperature). D= 110^13 cm2 /s 
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Fig.3. V[ histograms. Shaded - before, unshaded - in 6 days after PMFT (spec. N°l). 
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Fig.4. Variation of major peak position in V\ histograms after the end of PMFT: (1) 

- for specimen NQ 1, (2) - for the specimen Ne 2 heated at time t=t0 
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The subsequent Vl histogram registration reveals oscillatory (periodical variation 
in time with increasing period) changes of the major histogram V\ peak position 
corresponding to defect-free structures (Fig. 3) in accordance with the wafer 
warping. Fig. 4 shows the time dependence of Vfj) for two test specimens where 
curve 2 differs from the curve 1 by heating the specimen N°2 for 1.5 hours starting 
in 6 days. The changes of V\ appeared only some days after PMFT owing to the 
gettering the defects at Si-Si02 surface. 

DISCUSSION 

These observed oscillations is probably connected with the reaction of strained 
bonds   near   Si-Si02   interface  with  non-equilibrium  fast-diffusing  impurity  and 
intrinsic point defects, gettering by interface. Such reaction may results in 
appearance of charged centers in dielectric (for example E' centers). The similar 
oscillations of non-equilibrium defects in Si during ion implantation and ionizing 
radiation were described in [5]. The local quasi-chemical reactions may be the 
source of non-equilibrium defects in both cases. These reactions are induced by 
PMFT that results in the decay of impurity-defect complexes in Si subsurface region. 
In accordance with [1, 3] the model of the decay of the impurity-defect complexes is 
connected with increasing of the filling of the excited triplet states of the defects 
during relaxation of the electron-nuclear spin system polarization after the 
termination of PMFT. This results in the shift of the reaction of the defects forming 
defect complex to the direction of its decay because the triplet state is the 
dissociation state  |6]. The observed auto-oscillatory character of Si-Si02 system 
parameters changes is similar to that for auto-wave processes in solid state systems 
with diffusion (appearance of diffusion instability) [5]. 

The degradation of MOS-structure electric parameters was caused by high 
concentrations of fast diffusion impurities and intrinsic defects. The estimated 
prolonged processes are in agreement with the idea about the defect structure 
evolution due to the decay of impurity-defect complexes [1-3], accompanied by a 
generation of fast diffusing impurity and intrinsic defects. These defects diffuse 
through the crystal and are captured by strained bonds. That results in a creation of 
generation centers. The migration defects were also gettered at the Si-SiC>2 interface, 
resulting in V[ decrease due to the positive built-in dielectric charge increase. When 
the bond is broken single species ( H, fast diffusing atoms and vacancies) diffuse 
through the crystal and are captured by strained interface bonds (similar to impurity 
gettering at high temperature ). The example of such decay metastable complexes are 
the complexes of oxygen, carbon, with transition metals and intrinsic defects. One of 
the defects, appearing after PMFT, is the generation center - COW-complex 
(Carbon - Oxygen - Vacancy - Vacancy) [3], which formed by interaction of 
paramagnetic A-centers with carbon. The generation of such centers or the famous 
E- centers is the reason of generation lifetime decrease due to PMFT. 

The time xr «3-5xl05 s of the maximum change V\ is determine by the linear 
size of fluctuation of defect concentration and the diffusion coefficient. In 
accordance with the results of [5] the characteristic linear size of fluctuation of non- 
equilibrium defects density in Si subsurface region is about 1 urn. Using the diffusion 
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coefficient D, established in this work, we determined the linear size of fluctuation 
of defect concentration /,. = ^Dxr « 2um, that is an good agreement with the 
results of 15]. We try to estimate of diffusion activation energy E^ by heating the test 
specimen N°2 up to 363 K for 1.5 hours. The temporal dependence of V[ is similar 
to for specimen Nel but shifted in 3 days approximately (Fig. 4). This allow to 
determine that the activation energy E^ in the following dependence of tr » 
exp(£(j/t7) lies in the 0.45-0.5 eV range. It seems to as that these values of Ed and 
D characterize the migration of vacancies-impurity complexes (vacancy - fast 
diffusing atoms) in Si or positive-charged vacancy. That is in a good agreement with 
the registration of A - centers [2] in Si subsurface region after PMFT. 

CONCLUSIONS 

Thus, it was shown that PMFT can induce in thermodynamically non- 
equilibrium and non-magnetic silicon systems irreversible prolonged microstructures 
changes due to the impurity - defect complexes evolution in semiconductor 
subsurface layer. 

Changes of carrier generation lifetime and dielectric leakage current could be 
observed for some days after shot-term PMFT at room temperature. Parameters 
changes is related to the metastable impurity-defect complexes decay and the 
following interaction of decay products. 

The oscillatory character of the leakage voltage changes is connected with the 
changes in the build-in dielectric charge density near Si-Si02 interface and is due to 
the appearance of diffusion instability in the Si subsurface region induced by PMFT. 
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ABSTRACT 

The electrical properties of residual MeV ion implantation damage in Si after annealing from 
600 to 1100°C for 1 hour have been investigated using Deep Level Transient Spectroscopy, 
Capaciatance-Voltage, and Current-Voltage measurements. These data have been correlated with 
structural defects imaged by Transmission Electron Microscopy. It is shown that at least 4 deep 
levels are associated with the buried layer of extended defects after annealing at 800, 900, 1000 
and 1100°C. Additionally, for the wafer annealed at 800°C at least 5 more deep level centers are 
present in the device layer above the buried defects. 

INTRODUCTION 

Ion implantation at MeV energies is being integrated into the device manufacturing process 
at a rapid pace. The process offers immediate advantages such as vertical well modulation, latch- 
up protection, device structure isolation, reduced temperature processing, and proximity 
gettering1-2. The immediate advantages come hand in hand with a concern about how far the 
implant dose can be increased and how low an annealing temperature can be tolerated. Currently, 
950°C annealing of a 2.0 MeV, 3el3 cnr2 P+ implant produces acceptable device leakage: 
however, there have been reports that even after annealing at 1000°C for 1 hour the leakage current 
in a depletion region shallower than the implantation Rp will increase1. 

MeV implantation also offers an opportunity to achieve gettering of impurities from the 
active device region by placing secondary defect gettering sites within microns of the surface. 
Such a near surface gettering scheme, called proximity gettering3, has been validated by several 
investigators1-3^ in samples heavily contaminated with impurities at concentrations in excess of 
1017 cm-3 introduced at temperatures above 900°C. Since the techniques used to show gettering, 
namely SIMS or Auger, have a relatively low sensitivity, 1015 or 1017 cnr3, respectively, gettering 
in the low impurity concentration regime applicable to the device manufacturing standards called 
for by the 1994 National Technology Roadmap for Semiconductors,5 or for low temperature 
(below 900°C) processes, has not yet been adequately confirmed. We have started such an 
investigation using more sensitive space charge-probe type electrical characterization techniques, 
such as Deep Level Transient Spectroscopy (DLTS). We report here the results of the first phase 
of this study-the electrical and structural characterization of both the near surface device region and 
the secondary defect gettering zone located at the implantation damage peak for 2.0 MeV Si+ 

implanted to a dose of lxlO15 cm-2, and then annealed from 600 to 1100°C. Additionally, diode 
characteristics of Schottky barrier contacts made on the as implanted and the annealed samples have 
been used as a measure of the overall device quality. A knowledge of the electrical behavior of the 
implantaion damage prior to contamination will be utilized as a baseline for understanding gettering 
and the long term stability of the defect impurity complexes formed. Some preliminary results 
from Cu contaminated samples have been included in the last section of the paper illustrating how 
sensitive electrical measurements may be required to measure impurity/ extended defect 
interactions. 
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EXPERIMENTAL 

N-type substrates with a 2-5 ß-cm resistivity were implanted at room temperature with Si+ 

ions at 2.0 MeV to the dose of lxlO15 cm"2. Pieces of the wafers were subsequently annealed at 
600, 800, 900, 1000 and 1100°C for 1 hour in a nitrogen ambient. After annealing, all the 
samples, annealed and as-implanted, were put through an RCA clean, and a 10 sec buffered oxide 
etch (BOE) to remove any oxides. Pieces of the samples were then cut for preparation into TEM 
foils and for electrical characterization. The remainder of the annealed wafer pieces were saved for 
further impurity contamination and gettering studies. For electrical characterization Schottky 
diodes, 1 mm in diameter, were fabricated simultaneously on all samples by evaporation of a 100 
nm thick layer of Au. Current-Voltage (I-V) measurements were made on all diodes to check for 
rectifying behavior, and Capacitance-Voltage (C-V) measurements provided donor concentration 
vs. depth profiles on those samples showing rectifying behavior. DLTS measurements were made 
using a liquid helium insert type of cold stage and a lock-in amplifier to extract the signal. Our 
system has a sensitivity of AC/C = 10"5. Arrhenius plot data for determination of the trap 
activation energy was obtained by varying the time constant from 20 ms to 1.6 sec. All spectra 
presented in this paper were recorded using a 20ms time constant and the deep levels are referred to 
by their peak temperature corresponding to the same time constant. Depth dependent deep level 
concentration profiles were obtained by both a variation of the filling pulse with a constant reverse 
bias, and by varying the reverse bias and the filling pulse together. The width of the lambda layer 
was taken into account in determination of the depth dependent trap concentration profiles. The 
depth dependent DLTS results were correlated with the structural defects observed by XTEM. 

RESULTS  AND  DISCUSSION 

Implantation of Si+ at 2.0 MeV results in a layer of buried damage centered approximately 
1.7 urn below the surface. The damage is visible by XTEM as two bands of strain related dark 
contrast in the as-implanted sample, and as a buried layer of extended defects in the annealed 
samples, see Fig. 1. High resolution imaging of the as implanted sample (not presented here) 
showed the buried damage to consist of amorphous pockets within a crystalline lattice. The 
extended defects in the annealed samples are more clearly visible in the (g-2g), dark field images 
see Fig. 2, which shows interstitial dislocation loops expected to be lying along the 111 planes. 
The density and size of the dislocation loops, as well as the width of the dislocated layer, vary with 
the annealing temperature; the average loop size increasing from 20-30 nm for 800°C to 40-50 nm 
for 900°C and 100-150 nm for 1000°C, while the width of the defected region decreases from 
about 0.5 [im for 800°C to almost 0.3 urn for 1000°C. 

Fig. 1. XTEM images before and after annealing for 1 hour at 800, 900 and 1000°C, from left to 
right, respectively, of Si (100) implanted with 2.0 MeV Si* to a dose of lxlO15 cm"2. 
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Fie . 2. Dark Field (g4oo-2g40o) images showing dislocation loops after annealing at (left) 800°C, 
(middle) 900°C and (right) 1000°C. 
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3   I-V characterisitcs of Au Shottky barrier diodes on samples (a) as-implanted and annealed 
at 600°C, and (b) annealed at 800 and 1000°C. 

Current-Voltage Characteristics 

Typical I-V profiles of the diodes fabricated on the as-implanted samples and those 
annealed at 600, 800, and 1000°C are shown in Figs. 3a and b. Diodes on both as-implanted and 
600°C samples failed to show good, or any, rectifying behavior, see Fig. 3a, precluding both C-V 
and DLTS measurements. The poor diode behavior in the as-implanted sample is presumed to be 
due to the primary implantation defects while the 600CC sample is even softer due to the beginning 
of formation of extended defects. For the 800 and 1000°C samples, the rectifying properties and 
leakage current improved with temperature, see Fig. 3b. In the sample annealed at 1000°C the 
conductivity suddenly increases when the expanding space charge region comes into contact with 
the buried layer of damage, and decreases when it moves beyond the damage, see arrows at -7 and 
-1IV. For the sample annealed at 800°C the increase in conductivity begins at a lower reverse bias. 
There is a good correlation between the reverse bias (and hence, the depletion width) at which the 
increase in conductivity begins and then drops off, to the depth at which deep level centers are 
found by DLTS, as discussed below. 

Ionized Donor Concentration from Capacitance-Voltage Measurements 

C-V measurements were made on all samples except those with very high leakage current 
(as-implanted and 600°C annealed) and ionized donor concentrations were extracted. The 
concentration was found to be about 2xl015 cm"3, as expected from the starting material 
specifications, except in the region of the implantation damage peak where some modulation in the 
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Fig. 4. Ionized donor concentration depth profile extracted from C-V meaurements of the 
(a) 800°C, and (b) 1000°C samples. 

ionized donor concentration was observed. All 
of the samples showed an increase in the ionized 
donor concentration at depths correponding 
roughly to the top and bottom interfaces of the 
buried extended defect layer and a decrease in 
the region within the layer, see Figs. 4a and b. 
The 900 and 1100°C samples showed similar 
ionized donor localization behavior, but a 
general trend of less rearrangement with 
increasing annealing temperature was observed. 
Similar increases in the donor concentration 
related to MeV implantation, referred to as the 
dopant effect, have been previously observed in 
carbon implanted wafers, see Skorupa, et al.4, 
and the references therein; however, they 
reported that no dopant increase was observed 
in Si implanted wafers, as measured by 
spreading resistence measurements. 

Deep Level Transient Spectroscopv 

DLTS measurements were performed on 
samples annealed at 800, 900, 1000 and 
1100°C. All the samples measured showed 
electrical activity arising from the buried layer of 
extended defects, while the 800°C sample 
additionally showed electrical activity in the 
region above, referred to as the device layer. 
The DLTS results are presented beginning with 
the 1000°C annealed sample, followed by 900 
and 1100°C, and finally 800°C. 

1000°C Annealing 

The DLTS spectra corresponding to the 
1000°C sample are shown in Fig 5a. The 
spectrum reveals 5 peaks. The most prominent 
peak at 21 IK, contains a shoulder at 170K. 
Two smaller peaks are located at approximately 
135 and 100K, and finally a peak below 70K 
which is unresolvable due to carrier freezeout. 
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The activation energy for the 21 IK peak was 
found to be Ec-0.44 eV. The depth dependence 
of the DLTS spectrum was measured using the 
two methods described in the experimental 
section. Spectra obtained from the constant 
filling pulse method are presented in Fig. 5b, 
while trap concentrations derived from the 
constant reverse bias method are given in Fig. 
5c. Results from the two methods are in 
agreement and establish that the electrical activity 
in the 1000°C annealed sample originates from 
the region of the extended defects only, note the 
flat scans in Fig. 5b for VR=7 and 13V, 
corresponding to sampling volumes located 
above and below the defect layer. The average 
trap density was 5xl012 cm-3. Using the 
constant reverse bias method, the heights of the 
100 and 135K peaks were found to change in 
the same proportion as the Ec-0.44 eV peak at 
21 IK, indicating the possibility of the same 
defect center being responsible for all three. 

1100 and 900oC Annealing 

The DLTS spectra for the samples annealed 
at 1100 and 900°C were qualitatively the same as 
for the sample annealed at 1000°C and are not 
shown here. The deep level centers located at 
Ec-0.44 eV were found in all samples, with a 
trap concentration decreasing from lxlO13 cm-3 

in the 900°C to lxlO12 cm"3 in the 1100°C 
annealed samples. No deep level activity was 
observed at depths shallower or deeper than the 
buried layer of extended defects. 

800°C Annealing 

Depth dependent DLTS spectra of the 
electrical activity in the 800°C sample are 
presented in Figs. 6a, b and c. The spectra 
corresponding to the defected layer look 
significantly different than the 900 and 1000°C 
samples, but closer inspection indicates that 
some of the same defect centers may be present. 
The spectrum corresponding to a filling pulse of 
3V shown in Fig. 6b shows two well resolved peaks at 21 IK and 250K which begin to merge into 
one at Vp=4 and 5V. The peak at 21 IK was found to have an activation energy of Ec-0.44 eV and 
must originate from the same defect center responsible for the Ec-0.44 eV peak in the 1000°C 
sample, shown earlier in Fig. 5a. Further comparison of the 1000 and 800°C spectra, Fig. 5a and 
Fig. 6a (Vp=5V), respectively, indicates the possibility of the 21 IK peak in the 1000°C sample 
containing a shoulder on the high temperature side, which may correspond to the 250K peak in the 
800°C sample. We are unable to resolve these peaks at this time without the capability of pulse 
width variation in our DLTS system. The spectra corresponding to higher filling pulses of 6, 7, 
and 8 V in Fig. 5b show saturation of the peak height at Vp=7 V, indicating once again confinement 
of the defects responsible for the 21 IK and 253K traps to the buried defected layer. A peculiar 
reduction in the DLTS signal appears in the spectra corresponding to Vp=5, 6 and 7V located at 
about 195K, Fig. 5b, which can not be explained at this time. The reduction is not seen in spectra 

120  140   160   180 200  220 240 
Temperature (K) 

Fig . 6. DLTS spectra for 800°C sample with 
(a) constant VR=13V and Vp=6, 7 and 8V, 

(b) VR=13V and Vp=2, 3, 4, 5; and 6V, and (c) 
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obtained at time constants longer than 20 ms. Investigation of the region above the defected layer 
using the constant filling pulse method indicated the presence of deep level centers, see Fig. 6c. 
The same region showed no electrical activity in samples annealed at temperatures above 900°C. 
At least 5 distinct traps can be seen in the various spectra: at 110K and 155K (VR=3V), 165K 
(VR=4V) 180K (VR=5V) and 198K (VR=7V). Due to the influence of neighboring defects, it is 
difficult to exactly determine activation energies for these defects but they have been estimated, 
with a relatively large error of ±0.03eV, to be Ec-0.21 (110K), Ec-0.35 (155K), Ec-0.37 (165K), 
Ec-0.33 (180K), and Ec-0.38 (198K). 

Low Temperature Contamination with Cu 

The 1000°C annealed sample containing the buried extended defect layer was contaminated 
by evaporating Cu onto the backside and then annealing for 1 hr at 500°C. The goal was to getter 
the small amount of copper which would be introduced at this temperature (4Dt = 1.6 mm for Cu 
in Si at 500°C). While XTEM failed to reveal any differences between the contaminated and 
uncontaminated samples in the defect layer, DLTS measurements revealed a slight 10% decrease in 
the concentration of the Ec-0.44 traps associated with the buried defects. XTEM did however 
reveal the presence of CuSi precipitates approximately 50nm large on the top surface of the 
contaminated sample, consistent with SIMS findings which showed a four orders of magnitude 
increase in the Cu signal above the 1015 cm"3 background level in the top lOOnm. SIMS did not 
show any other increases in the Cu signal at lower depths corresponding to the defect layer. While 
it is probable that an insufficient vacuum in the sealed ampule allowed the Cu to contaminate the 
surface directly, some Cu should still have decorated the buried defects which both TEM and 
SIMS were unable to detect. It is unclear at this time whether the small decrease in the 
concentration of deep levels revealed by DLTS measurements is due to decoration by Cu or simply 
because of the additional annealing of the defects at 500°C. 

SUMMARY 

We have shown that empirically derived damage annealing cycles are adequate in 
controlling the residual electrical activity of MeV implantation. Our findings show that the 
electrical activity in the region above the secondary defects anneals out at some temperature 
between 800 and 900°C. We find that even after disappearance of the deep level activity in the near 
surface region following a 900°C anneal the nature of the deep level centers continues to evolve 
with higher annealing temperatures. While it is uncertain at this time whether the deep levels in the 
800°C sample result from implantation damage interaction with intrinsic defects, or with 
unintentionally implanted impurities, it has been shown that higher temperature treatments result in 
adequate annealing of this damage. The preliminary results from a Cu gettering experiment 
demonstrated the inability of TEM and SIMS to measure gettering of the small amount of metallic 
impurities which may be introduced during processing. 
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ABSTRACT 

Spatially resolved resistivity measurements of CdTe crystals doped with Titanium (Ti) and 
Vanadium (V) were performed. From the temperature dependence of the resistivity the spatial 
variation of the thermal activation energy was deduced. Variations in axial as well as radial 
direction were observed and qualitatively explained by a combined segregation and compensa- 
tion model. It is based on the deep donor levels of Ti and V at 0.95 eV below the conduction 
band. 

INTRODUCTION 

Semiinsulating II-VI semiconductors have a wide range of applications, e.g. x- and y-ray 
detectors. The high resistivity is usually achieved by the compensation of excess carriers with 
a deep level. The deep level can either be an intrinsic defect or dopants (e.g. Vanadium (V) or 
Titanium (Ti)). Especially transition metal doped CdTe has gained increased interest in the last 
years. Photorefractive energy transfer at 1.5 um has been reported [1] in these materials. 
Because of the segregation of the dopants and the residual impurities the compensation and in 
consequence the resistivity are usually not homogeneously distributed in the grown crystal. 
Nondestructive and spatially resolved measurements are therefore required to investigate these 
variations. 

Time Dependent Charge Measurement (TDCM) [2] is a method to measure the resistivity 
contact free. The method can easily be extended to include temperature dependent measure- 
ments, which can provide information on the thermal activation energy of the charge carriers. 

This paper reports on the investigation of CdTe crystals doped with Ti and V. Different 
growth techniques namely a vertical Bridgman method and a sublimation growth technique 
were applied. Details of the growth experiments are summarized in the following section. After 
that, results obtained with TDCM will be presented. They will be discussed qualitatively using 
a combined segregation and compensation model. 

EXPERIMENTAL RESULTS 

Growth experiments 

Ti and V doped crystals were grown from the melt in pBN ampoules by the vertical Bridg- 
man technique using a standard configuration. The growth temperature was set to 1130 °C. The 
crystals were grown with a growth velocity of 10 mm/d. Crystals with a length of about 20 cm 
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and a diameter of up to 15 mm were obtained. 
The Sublimation Travelling Heater Method [3],[4] was used to grow crystals from the vapor 

phase. The transport rate was increased by reducing the height of the vapor zone to 6 mm in 
contrast to 10 mm in the original setup. At the growth temperature of 1050 °C a pulling rate 
of 1 mm/d was applied. Ti and V was not transported through the vapor phase at lower 
temperatures. The crystals had a length between 10 and 20 mm and a diameter of 15 mm. 
Fused silica ampoules could be used in the vapor phase growth experiments in contrast to the 
melt growth, where they were attacked. 

The dopants were added to the synthesis in a concentration of about 5T019 cm3. Slices 
perpendicular and parallel to the growth axis were cut from the grown crystal rods. The 
samples with a thickness of approximately 1 mm were lapped and mechanically polished with 
diamond paste down to 1 urn. 

Time Dependent Charge Measurement 

TDCM is based on the capaci- 
tive relaxation of the sample in a 
capacitor arrangement [2]. It al- 
lows for the non-destructive mea- 
surement of the resistivity bet- 
ween HO6 and2-1010Q;mwitha 
resolution of 0.5x0.5 mm2. Temp- 
erature dependent measurements 
were performed using a hot 
chuck. The temperature can be 
set between 295 K and 340 K 
with an accuracy of 0.1 K. The 
thermal activation energy of the 
charge carriers can be obtained 
from temperature dependent mea- 
surements. 

The resistivity of the Bridgman 
grown CdTe:Ti crystals was 
below 106 Qm in the first grown 
part of the crystal (solidified frac- 
tion g<0.3). A strong increase in 
the resistivity was observed in the 
following section of the crystal 
(0.3<g<0.7). The resistivity dis- 
tribution of a slice cut perpendic- 
ular to the growth axis at g=0.4 is 
given in Fig.l. The resistivity is 
increasing from the middle of the 
crystal towards the edge in an 
axial symmetric way. The dis- 
tribution of the activation energy 
is qualitatively the same (Fig.2). 

Fig.l: Resistivity distribution at T=296 K of a CdTe:Ti 
slice cut perpendicular to the growth direction at g=0.4 of 
a Bridgman grown crystal. 

x[mm] 

Fig.2: Distribution of the activation energy in the CdTe:Ti 
slice shown in Fig.l. 
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In the last part of the crystal (g>0.7) the maximum resistivity of about 2-109 Ctm remained 
nearly constant in axial direction. Radial variations were less pronounced. The activation 
energy of 0.85 eV was constant in axial and radial direction within the experimental error of 
about 10%. 

In the case of V doped crystals the resistivity was already above 108 Qcm at the beginning 
of the grown crystals. The resistivity was increasing towards the end of the crystal reaching a 
maximum value of 1.3-1010 Q:m. In the last quarter of the crystals radial variations were 
within 10%. For g<0.6 radial resistivity changes were greater than 20%. A similar radial 
distribution pattern as in CdTe:Ti crystals was observed. 

In contrast to the Bridgman grown crystals the resistivity of the vapor phase grown crystals 
was already above 10" Qm in the first part of the CdTe:Ti crystals (Fig.3). The resistivity was 
increasing nearly linearly towards 
the end of the crystal followed by 
a sharp decrease. The activation 
energy distribution resembled the 
resistivity distribution (Fig.4). 
Radial changes were less pronou- 
nced than in the case of the sam- 
ples grown by the Bridgman me- 
thod and mainly due to edge effe- 
cts. 

In V doped crystals the resis- 
tivity was 1.3-10'° Ctm through- 
out the crystals varying less than 
10%. A small decrease was ob- 
served towards the ampoule walls 
and in the last two millimeters. 

Low resistivity seed crystals 
were used for the growth experi- 
ments. After the growth it was 
found that not clear transition 
from seed to grown crystal can 
be observed in the resistivity and 
activation energy distribution. 
The diffusion of dopants into the 
seed crystal during the creation of 
the vapor zone, which took seve- 
ral hours, is therefore fast enough 
to change the resistivity by orders 
of magnitude. 

The conductivity of the samp- 
les was n-type with mobilities of 
about 500-600 cmWs indepen- 
dent of the growth technique. Re- 
sistivity changes are therefore 
mainly caused by variations of 
the electron concentration. 

p[ncm] 
Gram Crystal 

SeedCrystcl 

Fig.3: Axial resistivity distribution of a CdTe:Ti crystal 
grown from the vapor phase. The transition from seed to 
grown crystal is indicated. 
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Fig.4: Axial activation energy distribution of a CdTe:Ti 
crystal grown from the vapor phase. 
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DISCUSSION OF THE EXPERIMENTAL RESULTS 

Deep donor levels with an activation energy of about 0.95 eV are caused by the Ti and V 
doping [5], [6]. The acceptor surplus due to native defects and residual impurities in undoped 
CdTe is compensated by these deep levels. In consequence the Fermi level is pinned near the 
middle of the bandgap and semiinsulating material is obtained. The resistivity distribution can 
be described by a combined segregation and compensation model. The axial dopant profile can 
be calculated using Pfann's equation [7] in the case of the Bridgman growth. For the vapor 
phase growth Tiller's formula [8] has to be taken into account. These two formulas with the 
appropriate input can be used to calculate axial dopant profiles. After that the electron and hole 
concentrations and the resistivity can be calculated by an extension of the Johnson model [9]. 
The details of this procedure are published elsewhere [10]. 

The compensation is changing 
during the crystal growth process. Since 
in highly compensated semiconductors 
the concentrations of both electrons and 
holes are of the same order of mag- 
nitude the temperature dependence of 
the resistivity has to be calculated dire- 
ctly from 

P = g(\ien + \ihp) (1) 
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(n/p: electron/hole concentration, nJ\\: 
electron/hole mobility, q: elementary 
charge). The measured resistivity and 
activation energy are then a strong fun- 
ction of the surplus of the deep donor 
NDD over the difference between ac- 
ceptors NA and donors ND (Fig.5). In 
these simulations an acceptor surplus of 
lxlO14 cm"3 is assumed to account for 
the p-type conductivity of the undoped 
samples. An additional donor level at 
about 0.4 eV below the conduction 
band has to be considered to obtain a 
good agreement between the ex- 
perimentally observed n-type conduc- 
tivity and the thermal activation energy distributions. In PICTS measurements a deep level 
with similar activation energy was found [5]. 

The qualitative behavior of the resistivity and the activation energy distribution can be 
reproduced by simulations for both growth techniques (Fig.6 for STHM grown crystals, [5] for 
Bridgman crystals). If this additional donor level is not taken into account, especially the 
activation energy distribution would differ significantly from the experiment. 

The sharp decrease of the resistivity during the last few millimeters in the vapor phase 
grown crystal is due to a continued growth during the cooling down process. But as mentioned 

Fig.5: Resistivity and activation energy calculated 
from temperature dependent simulations as a func- 
tion of the deep donor surplus. 
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above, Ti is only transported at temp- 
eratures above 1000 °C whereas the 
usual growth temperature in STHM is 
850 °C. Therefore, during the first 
hours of the slow cooling ramp CdTe is 
still growing but less Ti is incorporated, 
which results in a lower resistivity. 
This assumption is supported by the 
decrease in the observed activation en- 
ergy, which indicates a lower degree of 
compensation. 

In both growth techniques the dopant 
concentration in the initial part of the 
grown crystal is given by c0k„, where c0 

is the dopant concentration in the sour- 
ce material and ko the segregation coef- 
ficient. If the difference between shal- 
low donors and acceptors is the same 
in both source materials, the initial re- 
sistivity should be the same. This is not 
observed in all our experiments al- 
though equal source materials were 
used. This result can be explained by 
the purification effect of the vapor 
phase growth technique because certain 
impurities do not sublimate and stay in 
the remaining source material. By this, 
the excess acceptor concentration is 
reduced. In V doped crystals a similar 
dependency on the growth technique is 
obtained using the same dopant concentration. 

It can be shown [5] that the strong axial variation of the resistivity in the Bridgman crystals 
is caused by a small segregation coefficient of Ti. Because of the convex phase boundary in 
Bridgman grown crystals radial variations in the resistivity are mainly due to the curvature of 
the phase boundary. The solidification is taking place in the center of the ampoule, which is 
the colder than the edge, first. Therefore, the incorporated dopant concentration and con- 
sequently the resistivity are lower. Because of the steep increase in resistivity in the transition 
region the radial variations can be very strong as seen in Fig.3. In the last part of the crystal, 
where not axial increase is observed the radial variation is reduced. The phase boundary can 
be looked on during the vapor phase growth process. A nearly flat phase boundary is establish- 
ed by this growth technique. In consequence radial variations because of a strong axial 
resistivity increase are diminished. 

In Bridgman crystals the resistivity should reach a maximum value of greater than 1010 Q;m 
[5]. There is always one point in the crystal where the resistivity will be intrinsic independent 
of the difference between shallow donors and acceptors. This can only be reproduced in V 
doped crystals. Using Ti as a dopant the maximum resistivity was always below 1010 Qm A 
limited maximum solubility of Ti in CdTe can be responsible. The highest dopant 
concentration is obtained in the last part of the crystal. In CdTe:Ti this concentration is not 

Fig.6: Comparison of simulated and measured axial 
resistivity and activation energy profiles in the case 
of vapor phase grown CdTe:Ti crystals. The first 
two millimeters of the measured data belong to the 
seed crystal. 
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high enough for a complete compensation. 

CONCLUSION 

The resistivity and the activation energy distributions of CdTe:Ti and CdTe:V crystals 
grown from the melt and the vapor phase were investigated. The qualitative behavior was 
described by a combined segregation and compensation model based on the assumption that 
the compensation is achieved by a deep donor level 0.95 eV below the conduction band. Good 
agreement between measured and simulated activation energy distributions could only be 
obtained, if an additional donor level is taken into account. Whether this level is due to the 
transition metal doping needs further investigations. It was shown that with V doping a higher 
resistivity and a more homogeneous distribution can be achieved. In the case of Ti doping a 
limited incorporation of the dopant into CdTe results in a lower maximum resistivity. 
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ABSTRACT 

We report cross-sectional scanning tunneling microscopy studies of GaAsP single crystals 
grown by the Liquid Encapsulated Czochralski technique. We show that the two group-V 
elements can be clearly distinguished, which is attributed to the difference in energies of surface 
dangling bond states of As and P. Our atomic scale imaging results show alloy composition in 
agreement with spectroscopic studies. They also provide valuable information about atomic scale 
alloy fluctuations and clustering effects. 

INTRODUCTION 

There is an increasing demand for substrates in alloy semiconductor electronics. Single 
crystals of bulk semiconductor alloys may remove the limitations of lattice matching with simple 
compounds. They offer a continuously variable lattice parameter, and so are potentially useful as 
substrates for strain-free epitaxy of semiconductors. However, it is a difficult task to produce 
these bulk alloy crystals due to phase diagrams with separated liquidus and solidus lines. 
Segregation of components and related transport problems in the melt close to the growth interface 
easily lead to non-homogeneous growth. Nevertheless, a number of efforts have been undertaken 
to grow ternary alloys from the melt, such as InGaSb,2 GalnAs,3,4 InSbBi,5 and InGaP.6 

Recently, the Liquid Encapsulated Czochralski (LEC) technique has also been successfully 
used to grow bulk crystals of GaAsP with P composition up to 15 at. %.7 Small diameter (1- 
2.5 cm) crystals with longitudinal composition gradients were obtained. Characterization of these 
crystals by macroscopic techniques, such as photoluminescence (PL) and X-ray diffraction 
indicates good quality single crystals, but with the presence of composition fluctuation of about 
1 at. %.7 In this work, we study these single crystals of GaAsP by scanning tunneling 
microscopy (STM). The ability of STM to distinguish As and P atoms allows us to investigate the 
alloy distribution at the atomic scale. 

EXPERIMENTAL 

GaAs!_xPx crystals were grown by a LEC 2-inch crystal growth apparatus (Galaxy Mark m, 
LPA Industrie, France). Rotation of the crystal (30 rpm) and the crucible (10-20 rpm) in opposite 
directions was employed to achieve better mixing of the melt. Small GaP or InP crystals were 
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used as a source of phosphorus. The initial charge of 0.6 - 1 kg was composed of elemental As 
and Ga and 1-5 molar percent of GaP or InP and a few ppm of Te. An As-rich melt was prepared 
for the growth with As/Ga = 1.06. The growth temperature was increased with the P 
concentration, at a rate of dT/dx ~ 150 °C for small x. The axial gradient of the temperature close 
to the growth interface was 50 °C/cm. The growth rate was 3.5 -6 mm/hr. 

Cross-sectional STM studies of the GaAsi_xPx crystals were performed in an ultrahigh- 
vacuum (UHV) chamber with a base pressure of 8xl0n Torr.8 The STM was designed similarly 
to that developed by Frohn et al? Special modifications were made for cross-sectional studies, 
and the sample was cleaved in the UHV chamber to expose the clean (110) surface. The STM tip 
can be electronically translated on the sample surface over a distance of millimeters with 
nanometer resolution. This enables us to study the statistics over a large sample area and to focus 
on any specific features of interest. The images were obtained in a constant current mode, and 
electrochemically etched Pt-Rh tips were used. 

RESULTS AND DISCUSSION 

Fig. 1 shows filled-state STM images of the (110) surfaces of two GaAsi_xPx crystals. Two 
images are shown for samples with a P composition of 2.1% (left) and 9.5% (right), respectively. 
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Fig. 1 Filled-state STM images taken at -2 V sample bias ofGaAsP with P of 2.1% (left) and 9.5% 
(right). The P atoms appear darker than As atoms, and have a corrugation -112 that of As atoms. 
This is more clearly observed in the amplitude profile along the A-B line cuts of each of the images. 
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For these filled-state images, the observed atomic 
structure is associated with the group V sublattice 
of the material. Both images show a unit-cell 
structure similar to that of the GaAs (110) surface. 
However, in contrast to GaAs, a very 
inhomogeneous distribution of corrugation 
amplitude is observed in the images. Some atomic 
maxima clearly appear darker. This may be more 
easily observed in the amplitude profiles along the 
A-B line cuts in both images. 

The fluctuation of the corrugation amplitude is 
not a consequence of tip instability. Similar 
inhomogeneous corrugations are obtained for 
different tips. In addition, for a number of samples 
studied, including those shown in Fig. 1, the 
density of the darker maxima increases for samples 
with higher P composition. This leads us to the 
conclusion that in the images of group-V sublattice 
of GaAsP in Fig. 1, the darker maxima are 
associated with P atoms and the brighter ones 
associated with As atoms. 
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Fig. 2 Schematic energy band diagram 
illustrating the electron tunneling 
process at negative sample bias. The 
surface dangling bond states of As and 
P are illustrated as dashed lines. The 
states associated with P are expected to 
have a lower energy, resulting in a 
reduced tunneling current for P and the 
darker appearance of P in STM images. 
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The observed variation in 
the corrugation amplitude of the 
As and P atoms can be generally 
understood in terms of electron 
tunneling from dangling bond 
states of different energies 
associated with the As and P 
surface atoms. A similar 
mechanism has been employed to 
interpret the amplitude variation 
in the image of group-Ill 
sublattice in quantum-well 
structures containing layers of 
AlGaAs10orInGaAs.u 

Fig. 3 (a) A typical STM image 
of GaAsP crystals at a sample 
bias of -2.5 V showing a random 
distribution of P, and (b) the PL 
spectrum of the same sample 
showing donor-bound exciton 
(D°) and donor-acceptor-pair 
recombination (DAP). The P 
composition determined from the 
STM image and PL spectrum is 
7% and 9.5%, respectively, 
indicating the presence of local 
composition fluctuations. 

85 



For most III-V semiconductors, it is commonly believed that a charge transfer and surface 
buckling occurs upon cleavage of the (110) surface.12 This results in surface dangling bond states 
of both group-Ill and group-V elements being pushed out of the energy gap Eg, with the dangling 
bonds of group-Ill element unoccupied and group-V occupied. In semiconductor alloys, such as 
GaAsP, surface relaxation and charge transfer are expected between the group III and group-V 
elements, similar to that of binary compounds. However, since the Ga-P bond is more ionic than 
the Ga-As bond, the dangling bond states associated with P atoms are expected to be pushed to 
lower energies in the valence band than those associated with As atoms (see Fig. 2). Hence for 
the same tunneling bias, the tunneling current associated with the P will be smaller, and P atoms 
will appear darker in the image than As atoms. 

While the simple model in Fig. 2 can qualitatively interpret the contrast between As and P 
atoms in GaAsP, the model predicts that the pure electronic effect should have a strong bias 
dependence. The relative corrugation amplitude of As and P should decrease with increasing bias 
voltage, and should diminish at high bias voltages. Experimentally, however, it is observed that 
the relative corrugation amplitude of these two elements have a very weak bias dependence, e. g. 
almost unchanged as the bias increases from -2.5 to -3.5 V. The bias-independent corrugation is 
not expected from the model in Fig. 2, unless the surface dangling bond states are much broader 
in energy than a few eV. An alternative interpretation is that the corrugation results from the 
difference in vertical positions of the As and P atoms. The topographic position difference will 
give rise to the bias-independent corrugation. Different surface relaxation associated with the As 
and P atoms can result in the difference in the vertical positions of these two elements.13 

However, such an effect is expected to be very small, not sufficient to account for the observed 
relative corrugation of As and P of a few tenths of an angstrom. A better explanation should 
probably take into account the contributions of both topographic and electronic effects. The 
corrugation is thus due to topography enhanced electronic effects. Further studies are needed to 
fully understand these observations. 

The ability of STM to distinguish two group V elements in GaAsP allows us to study the 
alloy composition distribution at the atomic scale. Fig. 3a shows a typical large-scale image of the 
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F/g. 4 Filled-state STM images of a GaAsP sample that show local segregation of components at 
the atomic scale, (a) a region of the sample that is depleted of P, and (b) a region that shows 
clustering ofP of about 14 atoms. 
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GaAso.9Po.i sample. The distribution of P in the material appears fairly random. By counting the 
number of darker maxima in the image, the local composition of P is determined to be 7%, In Fig. 
3b, the PL spectrum of the same sample is shown, together with the reference sample of GaAs. 
The P composition can also be determined from the PL spectrum. Assuming dEg/dx = 
11.7 meV/1 at.%,14 the P composition is found to be 10% for the sample in Fig. 3. 

It thus appears that there is a discrepancy between the microscopic and macroscopic P 
composition determined by STM and PL, respectively. The PL spectrum of GaAso.9Po.i is very 
similar to that of GaAs. Both of them exhibit a PL peak due to the donor bound exciton 
recombination and the donor-acceptor pair recombination. However, the PL peak of the 
GaAso.9Po.i sample is much broader than that of GaAs. Similar line broadening are also observed 
in X-ray rocking curve measurements.7 The full width at half maximum of the PL emission in 
Fig. 3b indicates a fluctuation of P composition of ±1%. In addition, a tail on the lower energies 
of the PL emission is clearly observed in Fig. 3b. An estimation from the tail emission show that 
the P composition in the measured sample area (-10 um, the diameter of the focused laser beam) 
can be as low as 5%. The local P composition of 7% determined by STM is thus within the 
composition range measured by macroscopic measurements. 

The typical random distribution of P observed for the bulk sample as shown in Fig. 3a is in 
strong contrast to the dominating alloy clustering in thin strained layers of InGaAs/GaAs.10 This 
observation is consistent with the previous suggestion that the preferential clustering of pairs of In 
atoms along the molecular beam epitaxial growth direction in InGaAs/GaAs is associated with the 
strain present in the thin film growth. 

Although a significant fluctuation of P composition is sometimes observed, the density of P 
clusters is very low in the bulk GaAsP sample studied. Fig. 4a shows a region in the sample 
where no fluctuation of corrugation amplitude is observed in the imaged area (It is not clear what 
give rise to the white maxima observed in the imaged). This is thus an area depleted of P atoms. 
Fig. 4b, on the other hand, shows a typical image with a large fluctuation of the corrugation. The 
image shows a depression of about 14 atoms. This depression is associated with a cluster of P 
atoms. The most frequently observed cluster of P in the sample studied contains 10-20 P atoms, 
and there are only about 2 clusters observed out of -50 imaged regions. These observations 
indicate that although no clear indication of the segregation of components is observed in 
macroscopic measurements, local segregation is present at the atomic scale. 

SUMMARY 

We have shown that cross-sectional STM is a unique tool to study semiconductor alloys at 
the atomic scale. For GaAsi_xPx single crystals studied, STM can clearly distinguish As and P 
atoms. This is attributed to the energy difference of surface dangling bond states of these two 
elements. Using STM, we have been able to determine local alloy compositions, and reveal atomic 
scale alloy fluctuation, clustering effects, etc. which are difficult to investigate using normal 
macroscopic characterization techniques. 
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STUDY OF OXYGEN DIFFUSION AND CLUSTERING IN SILICON 
USING AN EMPIRICAL INTERATOMIC POTENTIAL 
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MA 02139 

ABSTRACT 

The diffusion path and diffusivity of oxygen in crystalline silicon are computed using an 
empirical interatomic potential which was recently developed [1] for modelling the interac- 
tions between oxygen and silicon atoms. The diffusion path is determined by constrained 
energy minimization, and the diffusivity is computed using jump rate theory. The calculated 
diffusivity D=0.025 exp(-2.43eV/kBT) cm2/sec is in excellent agreement with experimental 
data. The same interatomic potential also is used to study the formation of small clusters of 
oxygen atoms in silicon. The structures of these clusters are found by NPT molecular dynam- 
ics simulations, and their free energies are calculated by thermodynamic integration. These 
free energies are used to predict the temperature dependence of the equilibrium partitioning of 
oxygen atoms into clusters of different sizes. The calculations show that, for given total oxy- 
gen concentration, most oxygen atoms are in clusters at temperature below 1300K, and that the 
average cluster size increases with decreasing temperature. These results are in qualitative 
agreement with the effects of thermal annealing on oxygen precipitation in silicon crystals. 

INTRODUCTION 

Silicon crystals grown by Czochralski processes contain oxygen as an impurity with a con- 
centration as high as 50 ppm. The oxygen is introduced into the crystal during solidification 
from the melt because of the dissolution of the quartz crucible used in the Czochralski puller 
[2,3]. Single oxygen atoms exist in silicon as interstitials that occupy the puckered bond-center 
sites that bridge two neighboring silicon atoms along the <U1> direction [4]. Because the sol- 
ubility of oxygen in silicon decreases with decreasing temperature, crystal cooling and thermal 
annealing leads to the precipitation of oxygen clusters that range in size from several nanome- 
ters to tens of micrometers. Small clusters of silicon and oxygen containing up to 20 oxygen 
atoms are electrically active and are referred to as thermal donors. Larger oxygen precipitates, 
believed to be microphases of silica, play important roles in the internal gettering of metallic 
impurities in the industrial processing of silicon. Oxygen precipitations also have been found 
to affect the gate oxide integrity (GOI) characteristics of MOS devices [5]. 

The oxygen precipitation processes are controlled by the thermodynamics of oxygen clus- 
ters and the kinetics of oxygen transport. While there have been many experimental studies of 
thermal donors, the structural and thermodynamic properties of oxygen clusters remain poorly 
understood. Experimental measurement [4-11] of the diffusivity of oxygen in silicon, either 
based on oxygen transport or relaxation of stress-induced-infrared-dichroism method has 
received much more attention. Although these experiments were performed in different and 
limited temperature ranges, most data from these experiments can be consistently fit to a single 
expression of the form D=0.13 exp(-2.53eV/kBT) cm2/sec, as pointed out by Mikkelsen [12], 
who obtained this expression by fitting to data from six independent experiments. This expres- 
sion is generally believed to be the intrinsic diffusion constant involving oxygen jumping from 
a bond-center site to one of the six nearest bond-center sites. 

Theoretical investigation of oxygen diffusion and oxygen clusters in silicon is difficult 
because of the large diffusion barrier and the complicated nature of the mixed bonding 
between oxygen and silicon atoms. Several researchers [13-17] have attempted to calculate the 
energy barrier of oxygen diffusion and the structures of small oxygen clusters using local den- 
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sity functional theories or self-consistent cluster calculations. These efforts have yielded diffu- 
sion barriers ranging from 1.2eV to 2.5eV. All these calculations assume that the saddle point 
configuration for diffusion is in a (110) plane and at the midway between the two bond-center 
sites. No calculations of the prefactor of the diffusion constant have been reported. A variety of 
stable and metastable structures of small oxygen clusters containing up to three oxygen atoms 
also have been reported [13-17]. 

We have studied oxygen diffusivity and 
oxygen clusters in silicon using an empirical 
potential that has recently been developed for 
oxygen-silicon interactions [1]. The diffusion 
path and diffusion barrier are determined [18] 
by a series of energy minimization calculations 
performed with the constraint of a constant 
cone angle 0 between the O-Si bond and the 
axis connecting the two silicon atoms bonded     FIG  L Schematic diagram showing the 
to the oxygen atom in the initial equilibrium     constraint angle 0. 
configuration; the angle 0 is shown in Fig.l. 
The diffusivity is calculated using jump rate 
theory [19,20]. The structures of small oxygen clusters are found by NPT molecular dynamics 
simulations using the same interatomic potential. The free energies of these clusters are calcu- 
lated by thermodynamic integration and used to predict the temperature dependence of the 
equilibrium partitioning of oxygen atoms into clusters of different sizes. 

In the remainder of this paper, we first present our computational methods, followed by a 
summary of the results of our calculations of oxygen diffusivity in silicon, which have been 
reported in an earlier publication [18]. The results of the calculations of small oxygen clusters 
and oxygen partitioning into these clusters are then described. 

COMPUTATIONAL METHODS 

Empirical interatomic potential 

The empirical interatomic potential for the OSi system is constructed [1] using the Still- 
in ger-Weber (SW) silicon potential [21] and the silica potential of van Beest et al. [22]. Three 
important new components are introduced to describe the charge-transfer and mixed bonding 
between oxygen and silicon atoms. These ingredients include (a) a charge transfer function, 
(b) a bond-softening function, and (c) an ionization energy. The parameters are fitted to the 
structure, vibrational frequency, and formation energy of an oxygen interstitial in silicon. The 
formulation of this composite interatomic potential, the parameter values, and the details of the 
construction and parameter fitting process are reported in [1], where the potential is also used 
to study the structural, energetic and vibrational properties of interstitial-oxygen and vacancy- 
oxygen clusters, yielding results in good agreement with available experiments on vacancy- 
oxygen structure. 

Constrained energy minimization and jump rate theory 

The diffusion path and the diffusion energy barrier are determined from a series of energy 
minimization calculations which are performed with the constraint of a constant cone angle 0, 
as shown in Fig. 1. This constraint allows the oxygen atom to move out of the (110) plane, and 
only reduces one degree of freedom of the system. The constraint is implemented using the 
augmented Lagrangian method [23] in which the generalized energy function 

{/•,.} ,*,) = *( {r,.} ) + Xg (r20, r21) + \wg2 (r20, r21) (1) 
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is minimized by the steepest descent method. In Eq.(l), E({rj}) is the energy of the uncon- 
strained system, X is the Lagrangian multiplier, 

*C-20'r2l)   = 
' 20    ' 21 -cos 9 (2) 

is the constraint function, where r20 is the vector from Si2 to O and r2; is the vector from Si2 
to Sil, as shown in Fig. 1. The value of 6 is increased gradually from 0 and the converged con- 
figuration for each 9 is used as the initial configuration for the steepest-descent minimization 
at the next larger value of 9. 

The diffusion constant is given by the jump rate theory [19,20] as an Arrhenius expression 
D=Doexp(-AE/knT), where AE is the diffusion energy barrier, and the prefactor D0 is deter- 
mined by D0=grv/(2d), where d the dimensionality of space, / is the elementary jump length, 
and g is the number of equivalent diffusion paths [19]. Because each bond-center site has six 
nearest neighbors and six fold degeneracy [4,19,24], g=36. The attempt frequency v is given 
by [20] 

/ 3n        \ fZn- 

IK' IK (3) 

where {Vie} are 3n frequencies of the n-atom system in the equilibrium state, and {VjS} are the 
3n-l frequencies of the system at the saddle point configuration along the diffusion path. The 
frequencies {Vie} and {ViS} are calculated by direct diagonalization of the Hessian matrix of 
the system at the equilibrium and saddle point configurations, respectively. 

NPT molecular dynamics and thermodynamic integration 

The equilibrium structures of oxygen clusters are determined by NPT molecular dynamics 
simulations with zero pressure. The algorithm of Andersen [25] is used to keep the pressure 
constant and the integration of the equations of motion is performed numerically using the 
fifth-order predictor-corrector method [26]. Constant temperature is achieved by scaling the 
momentum. Simulations are performed with a time step of 0.1536 fs. The simulation cell has 
periodic boundaries and contains 216 silicon atoms and N oxygen atoms. 

The free energy G(T) is calculated using thermodynamic integration, i.e, 

G(T) 
(G 

VTo 

■T H(T) 
7-2 dT (4) 

where G0 is the free energy calculated using the harmonic approximation [1,27] at a reference 
temperature T0 = 500K, and H(T) is the enthalpy of the system, as computed by molecular 
dynamics simulations at temperature T. 

RESULTS 

Oxygen diffusion path and diffusivity 

The computed energy of the system with one oxygen atom is shown in Fig. 2 as a function 
of 9. The saddle point configuration, with an energy barrier of AE=2.43 eV, is found to occur 
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FIG. 2. The computed energy as a function of 
0 for the system with one oxygen atom. The 
saddle point configuration occurs at 6=78°. 

FIG. 3. Comparison of the calculated 
expression for the oxygen diffusivity 
with Mikkelsen's best fit to experimental 
data[10]. 

at 6=78°. The diffusing oxygen atom reaches the top of the energy barrier at a point beyond the 
midpoint between the two bond-center sites, which corresponds to 6=55°. Atomic configura- 
tions [18] show that the diffusion path is primarily in the (110) plane. In the diffusion process, 
only the three silicon atoms involved in the O-Si bonds are significantly displaced from their 
lattice positions. As the oxygen atom moves from the original equilibrium site, one of the Si-0 
bonds is stretched, but is not broken until the oxygen moves through the saddle point at 8=78°. 
Beyond the saddle point, the stretched bond is broken and a new Si-0 bond is formed with a 
silicon atom in the other <111> direction, thus forming a new bridging configuration for the 
oxygen. This oxygen migration process is consistent with the numerical experiments of kicked 
oxygen performed by Needels etal. [13]. 

The jump frequency is computed from Eq.(3) to be v=11.5THz. In the equilibrium state, 
the distance between two nearest neighbor bond-center sites is / =1.91 A. The diffusivity is pre- 
dicted as 

D = 0.025exp(-2A3eV/k„T )cm /sec (5) 

This calculated result is plotted in Fig. 3 together with Mikkelsen's best fit [12] to six sets of 
independent experimental data, D=0.13 exp(-2.53eV/kBT) cm2/sec. The agreement is excellent 
although the prefactors and energy barriers are different. The difference is well within range of 
experimental error in the data. Indeed, Newman et al. [11] reported an Arrhenius fit of the 
form D=0.02 exp(-2.42eV/kBT) cm2/sec to data from an experiment relating to the kinetics of 
oxygen precipitation. His expression is virtually the same as our calculated result. 

Oxygen clusters and partitions 

The structures of the 0N (N=2, 3, 4) clusters are obtained as shown in Fig. 4. The 02 and 
03 clusters are both in a (110) plane. They are similar to those found by Needels et al. [13], but 
the two oxygen atoms in 02 are not bonded to a common silicon atom. The 04 cluster has a tet- 
rahedral structure. The formation energies per oxygen atoms are 0.47'eV, 0.80eV and 0.13eV for 
N=2, 3 and 4, respectively. Because the formation energy for single oxygen interstitial Oi is 
1.06eV [1], the 02 structure has a binding energy of 1.18eV. The 03 structure has an energy 
0.28e Vhigher than the energy of an (Oj+O^) configuration, it is therefore only metastable. The 
04 cluster is stable with respect to both the 40: and 202 configurations. 
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FIG. 4. The structures of small oxygen clusters: (a) O2 viewed at the [110] direc- 
tion; (b) 03 viewed at the [110] direction; (c) 04 viewed at the [100] direction. 
The oxygen atoms are slightly larger, and connected by two bonds. 

The free energies of Oj 02, and 04 are calculated using the thermodynamic integration, 
Eq.(4). The results are shown in Fig. 5. Assuming that the total concentration of oxygen is 20 
ppm and that oxygen only exists in the forms of either Oj 02 or O4 we have calculated the 
equilibrium partitioning of oxygen atoms. Fig. 6 displays the fractions of oxygen atoms in the 
forms of Oi, 02 and 04 as a function of temperature. As temperature decreases, more and more 
oxygen atoms are partitioned into larger clusters. Below BOOK, less than 3% of oxygen atoms 
exist in the form of single interstitials. This is consistent with the experimental finding that pre- 
heating at a temperature higher than 1000C0 is effective in dissolving oxygen clusters and gen- 
erating single oxygen interstitials [28]. 

400   600    800   1000 1200 1400 1(00 1800 
TOO 

FIG. 5. The formation free energy per oxy- 
gen atom for oxygen clusters of size 1, 2 
and 4. 

400 600 800 1000 1200 1400 1600 1800 

T(K) 

FIG. 6. The fraction of oxygen atoms in the 
form of Oi, 02, and 04 for a given total 
concentration of oxygen of 20ppm. 

CONCLUDING REMARKS 

We have presented theoretical calculations of oxygen diffusion and oxygen clustering in 
crystalline silicon using an empirical potential constructed to describe the complicated charge- 
transfer and bond-formation processes between silicon and oxygen atoms. We found the oxy- 
gen jumps from a bond-center site to another bond-center site along a path in the (110) plane. 
Because the oxygen atom has to break a Si-0 bond before it is able to form a new bridging 
configuration with the other silicon atom, the saddle point is predicted to be farther than the 
midpoint between the two bond-center sites. The diffusion coefficient predicted using this sad- 
dle point configuration and jump rate theory is in excellent agreement with experiments. We 
also found that the 03 zigzag structure along a [110] direction is energetically unstable with 
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respect to the (Oj+C^) configuration, which suggests that clusters of even number of oxygen 
atoms are favored in equilibrium. This is particularly interesting in the context of proposed 
possible role of 02 in the thermal donor formation processes [29]. Our calculations of oxygen 
equilibrium partitioning into clusters of different sizes show that, for a given oxygen concen- 
tration, most oxygen atoms are partitioned into clusters at temperature below 1300K, and that 
the average cluster size increases with decreasing temperature. These results are in agreement 
with the general effects of thermal annealing on oxygen precipitation in silicon crystals. 
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ABSTRACT 

The Stillinger-Weber interatomic potential is used in molecular dynamics simulations to 
investigate the equilibrium, transport and aggregation properties of self-interstitials and 
vacancies in crystalline silicon at temperatures ranging from 500K to the melting point. 
The simulations predict equilibrium configurations of a < 110 > dumbbell for the single 
self-interstitial and an inwardly relaxed structure for the single vacancy. Both single-defect 
structures exhibit significant delocalization at high temperatures resulting in strongly tem- 
perature dependent entropies of formation, as suggested by diffusion experiments. Diffusion 
coefficients and mechanisms for the single defects are predicted as a function of tempera- 
ture. The results for the single point defects are discussed in the context of the existing 
literature values. Aggregation of two point defects is investigated by the computation of 
binding energies and entropies for these structures. Interstitials exhibit significant aggrega- 
tion driving forces across the entire temperature range under simulation conditions, while 
vacancies aggregate less readily. 

INTRODUCTION 

The transport and aggregation properties of intrinsic point defects in silicon play an essen- 
tial role in determining the quality of single-crystal silicon in many aspects of the fabrication 
of microelectronic devices, [1,2]. In particular, the formation of microdefects during growth 
from the melt is becoming a more significant limitation as the size of such devices contin- 
ues to decrease. Even though the detailed mechanisms responsible for the formation of 
microdefects are still poorly understood, there is ample evidence that the aggregation of 
intrinsic point defects and impurities is responsible for microdefect formation during growth 
and subsequent processing. 

With this in mind, there have been many experimental studies aimed at measuring the 
equilibrium properties and diffusion coefficients of point defects in silicon; see references 
in [3] for a summary. Experimentally, both equilibrium and diffusion properties of point 
defects have to be measured indirectly, usually by fitting data for diffusion of interstitial 
or substitutional dopants to models for point defect facilitated transport; see the recent 
publications of Bracht et al. [4] and Döller et al. [5]. The results of these studies have 
generally been susceptible to large uncertainties due to simplified models and uncertainty 
in other parameters. These discrepancies have motivated the use of atomistic simulations 
based on empirical interatomic potentials [2,7-9] and first-principle electronic structure 
calculations [10,11] for estimating these properties. 

This work reports the results of two investigations. The first deals with the configura- 
tions, energetics, and diffusivities of native point defects. The second investigation focuses 
on the formation thermodynamics of aggregates of two point defects.   Both studies are 
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based on an internally consistent set of calculations using the Stillinger-Weber (SW) inter- 
atomic potential [12] at temperatures ranging from 500K to near the melting point (1683 
K). Although the SW potential is imperfect in its predictions, it does give good agreement 
with experimental measurements of bulk physical properties, such as the lattice constant, 
cohesive energy, and crystal structure. Furthermore, it predicts a correct thermodynamic 
melting temperature [13] and formation energies for localized point defects that are in 
agreement with self-consistent-field, total energy calculations [6]. 

COMPUTATIONAL METHODS 

All calculations are based on molecular dynamics simulations performed in both the (NVT) 
and (NPT) statistical ensembles employing 216 silicon atoms arranged in a perfect tetrahe- 
dral lattice. Constant temperature was maintained via velocity rescaling at each time step, 
while pressure was fixed using the piston method of Andersen [15]. Gibbs free energies of 
formation, Gf{T), are computed by thermodynamic integration as 

\kTj2     UTA     JTI  KkTj 7" 

where the enthalpies are computed by (NPT) simulations at zero pressure. Thermodynamic 
integration provides a free energy difference; the reference free energy is computed at 500 
K using the quasi-harmonic approximation (QHA) [16]. 

Diffusion coefficients were computed from the Einstein relationship employing long 
(NVT) molecular dynamics simulations. This direct approach is computationally feasi- 
ble only at high temperature where point defect mobility is relatively large. The advantage 
of this method however, is that no assumption other than that of the potential's validity is 
necessary. Diffusivities at lower temperatures were extrapolated from an Arrhenius fit of 
the high temperature data. 

The aggregation simulations were performed by introducing two defects of the same 
type into the simulation cell and allowing them to diffuse towards each other in a long 
(NPT) simulation. The simulation was terminated once a single cluster was formed and 
the system energy no longer changed with time. This equilibrium configuration was then 
used as a starting point for simulations at other temperatures, eliminating the need for 
long equilibration runs at each temperature. Binding energies were calculated as Ebind = 
2 x ESingie - Eciuster, where Esingie is the energy of formation of a single defect and Eciuster 
is the energy of a cluster. 

RESULTS 

The predicted equilibrium single point defect configurations are shown in Fig. 1. The 
silicon self-interstitial forms a dumbbell structure oriented along a < 110 > direction with 
a displaced lattice atom. Two other atoms in the same plane also are displaced from their 
lattice sites towards the dumbbell, forming a four atom ring. The < 110 > dumbbell 
configuration also was the lowest energy structure predicted by local density functional 
(LDF) calculations [11]. The predicted equilibrium structure for the vacancy consists of a 
vacant lattice site surrounded by atoms which are inwardly displaced, in agreement with 
electronic structure calculations [11,17]. Calculated values for the enthalpies and entropies 
of formation for isolated self-interstitials and vacancies are shown in Fig. 2a (insert). 
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Figure 1: The equilibrium configurations of native point defects in silicon computed as (a) 
the < 110 > dumbbell for a self-interstitial and (b) an inwardly relaxed structure for a 
vacancy. 

The enthalpies of formation for the isolated point defects are weakly temperature de- 
pendent, with values of Hj = 3.5 eV and Hy = 2.5 eV at 0 K for the self-interstitial 
and vacancy respectively. The corresponding values given by Blöchl et al. are 3.3 eV and 
4.1 eV. The recent experimental measurements of Bracht et al. based on zinc diffusion, 
give these numbers as 3.18 eV and 2.0 eV. Thus, there is resonable agreement between 
the SW potential, LDF calculations, and experimental measurements in the case of the 
interstitial but not for the vacancy.   In both cases, the entropies of formation increase 
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Figure 2: (a) Dependence of equilibrium concentrations on temperature of an isolated 
vacancy and self-interstitial: (1) C/, this work; (2) C/, [24]; (3) Cu [23]; (4) CV, [23]; (5) 
Cv, [24] (6) Cv, this work. Insert: Dependence of the formation enthalpy and entropy 
on temperature, (b) Dependence of diffusion coefficients on temperature for an isolated 
vacancy and self-interstitial: (1) D/, this work; (2) Dv, this work; (3) Di, [22]; (4) Dr, [4]; 
(5) Di, [25] (6) Dv, [4]. 

monotonically with increasing temperature; SJ and Sv both change by about 4.5 k across 
the temperature range studied here. This significant increase is suggestive of increased 
delocalization of each point defect with increasing T, as has been verified by plotting the 
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displacment of each silicon atom from a lattice site as a function of distance from the defect 
[2]. Seeger and Chik [18] first discussed the possibility of point defect delocalization at high 
temperatures, and Seeger et al. [19] used this concept to interpret the self-diffusion data of 
Mayer et al. [20]. Their analysis yields an increase in S{ from 1.00 k at T = 570K to 6.11 
k at T = 1658 K. Blöchl et al. estimated the entropy of formation of a self-interstitial to 
be constant at 6 k. The delocalization of native point defects may play an important role 
in the mechanism for I-V recombination [2,21]. Maroudas and Brown [3] calculated values 
for Hj and Hv using Monte Carlo simulations in conjuction with the QHA. Their results 
are in good agreement with our calculations for temperatures up to 1100 K. However, the 
QHA is a poor approximation at temperatures greater than 1000 K due to the increasingly 
anharmonic vibrations within the lattice, especially in the region close to the defect. A 
similar deviation was predicted by Ungar et al. [22], for calculations employing a Tersoff 
potential for silicon. 

Our predictions for the equilibrium concentrations of point defects are shown in Fig. 2a 
as a function of temperature. The results of several experimental investigations [23-25] also 
are shown in Fig. 2a. For both point defects our results lie well within the bounds set by 
the other values. However, the very large scatter across the entire temperature range makes 
it difficult to meaningfully evaluate our results in the context of experimental predictions. 

b 

Equilibrium   Configurations 

Split  Vacancy   saddlepoint 

1.0 1.5 2.5 

Z/CT 

Figure 3: Trajectory in time of a silicon atom projected onto the Y and Z coordinate axes. 

The temperature dependence of the diffusion coefficients of silicon vacancies and self- 
interstitials is shown in Fig. 2b along with experimental measurements [4,23,26]. Marou- 
das and Brown used jump rate theory along constrained diffusion paths to estimate the 
diffusivity of self-interstitials [14] and vacancies [3]. The interstitial calculation was based 
on assuming that the diffusion path connects two neighboring tetrahedral sites with the 
hexagonal site as the saddle point. This mechanism is probably incorrect given that the 
equilibrium configuration for the interstitial is the < 110 > dumbbell, and in fact there is 
significant disagreement between our estimate of the migration energy (0.94 eV), and the 
one predicted by Maroudas [14] (1.74 eV). The present results are in reasonable agreement 
with several experimental studies [4,23,26]. 

The prediction of vacancy diffusion from jump rate theory [3] was based on assuming 
that the split-vacancy configuration is the saddle point on the diffusion path and yielded 
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a migration energy of 0A3eV, while our results give the migration energy as 0.46eV. The 
excellent agreement suggests that the split vacancy is indeed the most probable path. This 
hypothesis is reenforced by examining the projection of the time trajectory of a silicon atom 
in a plane of the cubic coordinate system formed by the Y and Z coordinate directions as 
shown in Fig. 3. 

An atomic jump from one equilibrium position to another is clearly visible, with the 
distance between two equilibrium positions being equal to one bond length. Accordingly, 
a vacancy has exchanged a lattice site with a neighboring atom by a direct diffusion path, 
in accord with the split-vacancy mechanism. 
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Figure 4: (a) Binding energies for the 2-interstitial and 2-vacancy clusters, (b) Binding 
free energies. 

The temperature dependence of the binding energies and free energies of the two-defect 
clusters are shown in Figures 4a and 4b respectively. The interstitial cluster exhibits 
relatively high binding energies (1.7 - 2.0 eV) and free energies (1.8 eV). This implies 
that for the temepratures investigated there is a positive driving force for the aggregation 
of two interstitials. In the case of the vacancy however, the binding energy is significantly 
lower (0.7 eV) across the entire temperature range. The binding free energy is an inverse 
function of temperature and actually becomes negative for temperatures above 800 K. This 
suggests that vacancies will not tend to aggregate at elevated temperaures and that some 
other mechanism is required to facilitate their agglomeration. 

CONCLUDING REMARKS 

The atomistic simulations described here give an internally consistent set of computations 
for the equilibrium, diffusion and aggregation properties of native point defects in silicon 
over the range of temperatures that are important in the growth of silicon single crystals 
and the processing of microelectronic devices. The SW calculations suggest that for point 
defect formation at high temperatures, the material is dominated by vacancies, not self- 
interstitials. This picture is consistent with the dominant formation of D-defects or vacancy 
precipitates in floating zone silicon [1,4] and the rapid precipitation of oxygen in material 
grown by the Czochralski method, where vacancy addition to the precipitates is needed to 
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alleviate strain between Si02 and Si. The calculations of clusters of two defects suggest 
that the presence of impurity atoms such as oxygen are needed to promote the precipitation 
of vacancies. The validity of these simulation results must be tested by application in the 
analysis of diffusion results and in theories for predicting microdefect formation during 
crystal annealing at high temperatures. 

We are grateful to MEMC Corporation, Shin Etsu Handotai Limited, Wacker Chemi- 
tronic and Sematech for support of this research. 
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ABSTRACT 

Numerical simulation of point defect distributions in a growing Czochralski silicon 
crystal with an abrupt change in the crystal growth rate from 1.0 to 0.4 mm/min was 
performed.  The result was fitted to the experimental data for the flow pattern defects 
obtained from a crystal grown under simulated conditions.  From the simulation result, it 
was observed that the axial temperature distribution shifts slightly upwards as a result of 
the growth rate reduction.  Based upon the argument that the flow pattern defects are of 
vacancy-type, it is proposed that the generation rate of the flow pattern defects during 
crystal growth can be described by the classical nucleation rate theory proposed by Becker 
[Proc.Phys.Soc., 52, 71(1940)]. In addition, it is suggested that the vacancy 
concentration in the flow pattern defects depends upon the reaction time between the 
silicon interstitials and the flow pattern defects and thus the crystal growth rate. 

INTRODUCTION 

It is well recognized that the silicon matrix of a growing Czochralski silicon crystal is 
saturated with intrinsic point defects and interstitial oxygen atoms dissolved from the 
quartz crucible.  The degree of point defect saturation and hence the type of crystal 
defects, whether silicon interstitials or vacancies, depends upon the radial and axial 
temperature gradients.  Therefore, the crystal growth conditions play a significant role in 
defect generation during the Czochralski growth process.  The effect of the crystal growth 
conditions such as the crystal growth rate on the formation of the flow pattern defects 
(FPD) and the crystal originated particles (COP) is well established [1-4].  Because the 
crystal originated defects affect the gate oxide integrity in metal-oxide-semiconductor 
(MOS) capacitors [1] and the refresh-time of high density dynamic random access memory 
(DRAM) devices [5], advanced crystal growth technology will play an essential role in 
silicon material development for future integrated circuit devices. 

In this work, the temperature and point defect distributions in a growing Czochralski 
silicon crystal with an abrupt change in the crystal growth rate are numerically analyzed 
and compared with experimental data.  The point defect aggregation mechanism in 
response to an abrupt change in the crystal growth conditions will be discussed. 
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SIMULATION METHODS 

(a) 

crystal 

crucible 

susceptor 

heater 

Figure 1: (a) Finite element mesh for the global 
temperature calculation and 

(b) Finite difference mesh for the point 
defect calculation. 

In a dynamic point 
defect simulation, the 
temperatures on the 
surface of a growing 
crystal, as the boundary 
conditions, were obtained 
from a series of global 
temperature field 
calculations using the finite 
element model accounting 
for the radiative heat 
exchange between the 
crystal, furnace 
components, and the melt 
[6], shown in Figure la. 
In Figure lb, a finite 
difference model used in 
the point defect simulation 
is illustrated.  The model 
has an adjustable mesh size 
of 0.033r x 0.067r where r 
is the radius of the crystal. 
A smaller mesh size was 
also employed in the solid 
and melt interface region 
where the melt interface 
changed in response to the 

crystal growth rate Gr.  In the dynamic simulation, the mesh density increases with 
increasing time. The rate at which the new meshes are added to the existing model is a 
function of Gr.  In the present model, the transport equations for the point defects 
accounting for the pair annihilation can be expressed as 

dCyl   3t    =   DyV2Cy   + 
1 

Ceq 
(Cp Cj        GpCj) (la) 

dCj/dt DjV'C;* 
: C"1 

(Cp  Cj K*y\,j) (lb) 

where Cv and C, are the concentration of silicon interstitials and vacancies, respectively. 
Dv and D, are the diffusivities of the corresponding point defects, respectively.  In the 
above equations, the contribution of the diffusion fluxes driven by the thermal gradient to 
the point defect redistribution was not considered.  The "up-hill" diffusion component, if 
there is any, is included in the first term of the equation.  The second term is attributed to 
the pair recombination reaction where TV and TJ are the lifetimes of corresponding point 
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defects.  The method of estimating the point defect lifetime has been described in detail 
elsewhere [7].   Cy* and C/* are the thermal equilibrium concentrations of the point 
defects.  The diffusivities and equilibrium concentrations are taken from Ref. [7] 

Z)„ = 257exp(-284eF)      and     D, = 0.335exp(-L86 eV) (2) 
kBT kBT 

Cy9 = 8.56xi021exp(- L56 eV)    and    C? = 2.18x/026exp(-^i-^)     (3) 
kgT KgT 

In this work, it is argued that a flow pattern defect consists of vacancies which are 
condensed into clusters during the crystal cooling period.  The nucleation rate of the 
vacancy-type defects JD was calculated based upon the classical nucleation rate theory in 
condensed systems proposed by Becker [8]. 

Qv                       \6v.Vtf}D 
JD = A exp(-—- )exp(-  

V 3(kBl)
3lM CvI C?)l 

) (4) 
|2 

where A is a constant, gv is the activation energy for the diffusion of vacancies, equal 
to 2.84 eV [9], kB is the Boltzman's constant, equal to 8.62x10s eV/K, and  Jis the 
absolute temperature.   <rD and VD are the surface energy (eV/cm2) and the volume of the 
the flow pattern defect containing a vacancy (cm3), respectively.  Thus, the vacancy 
concentration in the flow pattern defect is l/VD.  In the above equation, A, <rD and VD are 
unknown. 

In order to reduce the number of unknown parameters, several assumptions have been 
made.  First, the maximum critical cluster size of the flow pattern defects must be smaller 
than 6 Ä.  The critical cluster size can be determined from the homogeneous precipitation 
theory expressed as [10] 

-* - 2V°°° (5) 
kBTMCylCyq) 

In addition, it is assumed that aD is a first order approximation which is in the range 
between 0.62 and 1.4xl014 eV/cm2 and can be expressed as a function of absolute 
temperature as 

= 1.05x70" _ 1Mxl0a (6) 

From the above equation, <rD is equal to 3.4xl014 eV/cm2 at room temperature.  This 
value is equal to the surface energy of the reconstructed cavity <rr resulting from vacancy 
precipitation estimated by Van Vechten [11], equal to 3.8xl0M eV/cm2. 
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RESULTS AND DISCUSSION 

Figure 2 shows the experimental data for the axial distribution of the FPD density 
obtained from a 150 mm-diameter crystal grown with an abrupt change in the growth rate. 
In the experiment, the top section of the crystal was grown at a rate of 1.0 mm/min. until 
the length of the crystal had reached 30 cm. The growth rate was then abruptly reduced 
to 0.4 mm/min. and maintained at this value until the crystal was tailed off. 
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Figure 2: The axial distribution of the FPD density in a 150 mm-diameter 
crystal grown with an abrupt change in the growth rate. 

The as-grown crystal was sliced along the axial position and then polished. The sliced 
and polished samples were etched in Secco etch for 30 min. without agitation to reveal the 
flow pattern defects [1].  The flow pattern defect density was determined under the optical 
microscope and then plotted as a function of crystal length.  From the experimental data, 
it is apparent that an abrupt reduction in the crystal growth rate causes an abrupt decrease 
in the FPD density.  It should be pointed out that a typical axial distribution of the FPD 
density in a 150 mm-diameter crystal is relatively uniform from the top to the bottom of 
the crystal, see for example Ref. [5]. 

The experimental data in Figure 2 were numerically fitted to Eqs. 1 to 6 using the finite 
difference model shown in Figure lb.  From the numerical fitting, A is 5.38xl010 

defects/cm2 sec.  The volume of the flow pattern defect containing a vacancy VB is 
6.41xl023 cm3 for Gr = 1.0 mm/min. and 8.9xlOM cm3 for Gr = 0.4 mm/min.  The 
result from the numerical analysis suggests that the vacancy concentration in the flow 
pattern defect decreases with decreasing crystal growth rate.  In order to explain the 
dependence of the vacancy concentration in the flow pattern defect on the crystal growth 
rate, the effect of the crystal growth rate on the axial distributions for the temperature and 
vacancy saturation ratio, defined as Cy/Cy"1, is considered. 

Figure 3 shows the simulation result of temperature distribution plotted as a function of 
the distance from the melt interface Xt before and after an abrupt change in the growth 
rate.  It is observed that the axial temperature distribution shifts slightly upwards.  In 
general, a decrease in the crystal growth rate causes an increase in the crystal diameter 
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which must be compensated by an increase in the melt temperature.  As the result, the 
radiative heat exchange in the crystal growth chamber and hence the crystal temperature 

will increase.  From the present 
analysis, a slight decrease in the 
temperature gradient near the melt 
interface resulting from a growth 
rate reduction was found not to be 
responsible for the drastic reduction 
in the FPD density shown in Figure 
2.  Figure 4 shows the axial 
distributions of the vacancy 
saturation ratio calculated as the 
function of the crystal length L and 
the distance from the crystal 
shoulder Xs.  Although the axial 
vacancy saturation distributions 
appear to exhibit a transition from a 
high to low saturation gradient at 
XT, it should be pointed out that 
such a vacancy distribution is 
related to crystal cooling conditions 
and not to an abrupt change in the 
crystal growth rate. 
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Figure 3: Axial temperature distribution. 
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From the standard kinetic theory 
[12], the forward reaction rate 
constant for the diffusion limited 
process kf is described as kf = 4 T 

rR D, » 4 T tR D,21 rR where rR 

could be the capture radius of the 
recombination reaction between 
silicon interstitials and a flow 
pattern defect and tR is the reaction 
time.  In the above expression, kf 

can be increased only by increasing 
the reaction time because rR is 
typically a small value.  Therefore, 

Figure 4: Axial vacancy saturation distribution.      u .g suggested that the reaction time 

between silicon interstitials and flow pattern defect could increase with decreasing crystal 
growth rate.  Because the vacancy is considered to be the dominant point defect species in 
the pair annihilation reaction, a limited concentration of excess silicon interstitials will 
become available for the interaction between the flow pattern defect and the silicon 
interstitials.  Form this argument, the interaction between the flow pattern defect and the 
silicon interstitials would result in a reduction in the vacancy concentration in the flow 
pattern defect and not to a complete dissolution of the flow pattern defect.  Based upon 
this model, a slow growth rate Gr would lead to an increase in the volume of the flow 
pattern defect containing a vacancy VD and a reduction in its generation rate JD. 
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SUMMARY 

Numerical simulation of point defect distributions in a growing Czochralski silicon 
crystal with an abrupt change in the crystal growth rate from 1.0 to 0.4 mm/min was 
performed.  The result from the global thermal simulation suggests that the axial 
temperature distribution shifts slightly upwards as a result of the growth rate reduction. 
Both the temperature and vacancy saturation gradients were found not to be responsible 
for an abrupt reduction in the flow pattern defect density.  Based upon the result from the 
numerical fitting with the experimental data and the argument that the flow pattern defects 
are of vacancy-type, it is proposed that the generation rate of the flow pattern defects 
during crystal growth can be described by the classic nucleation rate theory proposed by 
Becker [8].  In addition, it is suggested that the vacancy concentration in the flow pattern 
defect depends upon the reaction time between the silicon interstitials and the flow pattern 
defect.  With an increase in the reaction time and hence a decrease in the crystal growth 
rate, the model predicts a reduction in the generation rate of the flow pattern defects. 
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DEVIATION FROM STOICHIOMETRY AND LATTICE PROPERTIES OF 
SEMICONDUCTING SnTe PHASE 
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ABSTRACT 

The temperature dependences of lattice thermal conductivity X.p in the range of 300-650 K 

were obtained for SnTe1+x semiconducting phase with x =0-0.04. It is established that the 
nonstoichiometric vacancies are centers of effective scattering of phonons. The scattering cross- 
section calculated from experimental data is in a good agreement with the theoretical 
calculations based on the Klemens theory. The linear change of thermal resistance with 
temperature is observed, which evidences the prevalence of three-phonon scattering processes. 
The additional thermal resistance grows as the concentration of cation vacancies increases. 

INTRODUCTION 

It is well known that all the semiconducting compounds are characterized by some degree of 
deviation from stoichiometry and have certain homogeneity regions (HR) which causes 
appearance of intrinsic defects whose concentration depends upon degree of deviation from 
stoichiometry. 

The development of the perspective materials is closely connected with the investigation of 
influence of the native defects on their physical properties. 

The object of the present investigation is semiconducting compound SnTe1+x. It is known [1- 
3] that tin telluride has NaCl-type lattice and a wide (~ 1 at.%) one-sided homogeneity region 
(HR) located on the side of the Te excess (the peak in melting curves in Sn-Te system 
corresponds to x=0.016). The largest extent of HR (x=0.004-0.035) corresponds to 800-900 K; 
as temperature decreases, the HR narrows. Due to significant deviation from stoichiometry 
SnTe has a great amount of intrinsic defects, mainly cation vacancies and, consequently, high 

concentration of p-type charge carriers (1020 -10 'cm- ) [1-4]. 
By the present time the influence of deviation from stoichiometry on unit cell parameter [1- 

4], microhardness [3-5], electrical conductivity, coefficient of thermo-e.m.f.[3,4], Mossbauer 
parameters [5] and coefficient of linear expansion [6] have been investigated. 

The aim of the present work is to investigate the influence of deviation from stoichiometry on 
the lattice thermal conductivity of SnTe1+x. Thermal conductivity X of SnTe was studied in [7- 
8], It was established in [7] that Xp depends on both temperature and hole concentration. The 

authors of [7] pointed out that vacancies strongly scatter phonons. The authors of [8] who 
conducted measurements on pressed samples concluded that Xf of SnTe practically is not 

dependent on non-stoichiometric vacancies concentration. Thus, the data presented in [7,8] are 
contradictory. 
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EXPERIMENTAL DETAILS 

The measurements of X and electrical conductivity were carried out in the temperature range 
300-650K on the polycrystalline samples SnTe with x=0-0.04. Alloys were produced by fusing 
high-purity elements (99.999 at.% of the major component) in evacuated and sealed capsules at 
1250 K. Then samples were annealed at 820 K during 200 hours. Thermal conductivity was 
measured on the cylinder-shaped specimens with diameter of 1.5 cm and height of 0.5 cm using 
the method of dynamical calorimeter in the regime of the monotonous heating. Xp was 

determined by subtraction of electronic component Xe calculated on the basis of Viedemann- 
2 f v  ^ 

Franz law from the measured X. The Lorenz number was taken equal to L = — —-   , where 
3 V e J 

kB is Boltzmann factor. 

RESULTS AND DISCUSSION. 

In fig 1 and 2 the temperature dependences of X,Xe and thermal resistance \/Xp in the 

interval of 300-650 K as well as isotherms of these characteristics in Sn-Te system are given. 
The analysis of the temperature dependences of 1/ Xp shows that all the samples have the linear 

dependences of 1/Xp. The extrapolation of the straight lines down to the low temperature 

region (T-> 0) gives the vertical intercept \/Xp (fig. lb). This value corresponds to additional 

thermal resistance caused by intrinsic defects. Thus 

— = AT + B, (1) 
K 

where B is vertical intercept and A characterizes the slope of the straight lines. Values of A for 
the different lines are very close varying slightly within ±3%; values of B increase as defect 
concentration characterized by x parameter grows (fig. 2b, T = 0). 

It is known [9] that if the thermal resistance is caused by three-phonon scattering processes 
the Eucken law must hold: 

-^, (2) 

where k is the coefficient taking into account the degree of anharmonicity of crystal lattice 
oscillations and 9D is Debye temperature. 

The linear character of temperature dependences of \IXp evidences that the thermal 

resistance caused by vacancies is not dependent on temperature and is determined only by 
scattering on defects. This result is in a good agreement with the theory: at the temperatures 
above the Debye temperature (9D = 130K) thermal resistance arising due to defects must not 
depend on temperature [9]. 

Defect ordering, however, might lead to opposite effect. In case of ordering, concentration 
dependence of properties will be determined by simulteneous effect of two factors: increase in 
number of the centers of static and dynamic distortions of lattice caused by the qrowth of defect 
concentration and ordering processes. In [3 - 6] the assumption about vacancy superstructure 
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formation at x = 0,016 was made. Slight change of k / 6^ is another indirect evidence in favor of 
vacancies ordering. 

The straight line drawn through the origin with the slope equal to the mean value of the 
slopes of the obtained straight lines (fig. 1) corresponds to the temperature dependence of 
thermal conductivity of hypothetic defectless crystal of SnTe. From the graphs in fig. 1 it 
follows that for the perfect SnTe X.p ■ T is equal to (1650 ± 50) W/m. Theoretical calculation of 

Xp-T of hypothetical SnTe without defects performed according to Julian [10]: 

where Ma is the average mass of an atom, a is the distance between atoms, y is Gruneisen 
constant, gives the value of X,p-T as 1620 W/m. In accordance with Keyes [11] Xp-T = 

1300 W/m. Estimate made using Klemens theory [12] gives Xp-T=1300 W/m. From the 

dependences of 1/ Xp on defect content one can estimate the additional resistance made by each 

defect and, consequently, the defect cross-section of phonon scattering a. Value of a can be 
estimated using Ioffe formula [13]: 

A=1+2U.k (4) 
X0        N0       a 

where N is defect concentration (N = (l,3-5,2)-1026irf3), N0 is the number of atoms per 
volume unit of crystal (N0 = (3,2)-1028m~3), a is the distance between neighboring atoms, 10 is 
mean free path of phonons in the material without impurities, O is multiplier in the expression of 

a = Oa2, where a is cross section of scattering by impurities, X and X0 are thermal 
conductivities of crystal lattice of the materials with and without defects respectively. The mean 
free path 10 is determined from the Debye formula: 

^4cv.l0-v (5) 

where Cv is heat capacity of volume unit and v^ is mean group velocity. Assuming 

v = A/E/p= 2550 m/s (E is the Youngs' modulus, p is density) one obtains c ~ 2.5 a2, (a0 is 

unit cell parameter, a0 = 2a) and O=10. Thus, cross section of phonon scattering by vacancies 
is fairly large. 

In conformity with the Klemens theory [13] phonon scattering on defects can be described by 
the contribution of three factors dependent on local change in density AM/M, interatomic bond 
strength AG/G and elastic distortion of crystal caused by the difference in effective sizes of atom 
(ions) and substituting defect AR/R. The cross section of scattering according to Klemens is 

(6) vX( {%h 
"AG     b       AR]2 

. G     Sy   R . 47TV4  | 
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where v0 is volume occupied by one atom, AG is local change in elasticity modulus, AM is local 
k 6 

change in mass, y is Gruneisen constant, b = 14.2 [9]. Assuming co = comax =   B D , 9D=130 K, 

y = 2, AR/R = 0.13, v0 = 3M0"30m3, we get a0 = 2,5a„, which coincides with the scattering 
cross section determined from the experimental data. Proximity of computed values of a and 
experimental ones shows that despite the fact that co is smaller than » max and v is lower than v^ 

both effects to all appearances compensate each other. 

CONCLUSIONS 

On the basis of analysis of the temperature (300-650K) and concentration (x=0-0.04) 
dependences of lattice thermal conductivity of SnTe]+x it is concluded that the charged 
nonstoichiometric vacancies are the centers of effective scattering of phonons. The scattering 
cross-section calculated from experimental data (a = 2,5a„, where a0 is unit cell parameter) is in 
a good agreement with the theoretical calculations based on the Klemens theory. In the 
investigated temperature range linear change of thermal resistance with T is observed which 
evidences the prevalence of three-phonon scattering processes. The additional thermal 
resistance grows as the concentration of cation vacancies increases. 
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Part III 

Grown-In Defects in Thin Films 



LOW ENERGY ION IMPLANTATION OF AS DURING SI-MBE. 

E.J.H. Collart,  D.J. Gravesteijn, E.G.C. Lathouwers, and W.J. Kersten.  Philips 
Research Laboratories, Prof. Holstlaan 4, 5656 AA Eindhoven, The Netherlands. 

ABSTRACT 

As-doped Si layers were grown using Molecular Beam Epitaxy (MBE) together 
with simultaneous Low Energy Ion Implantation (LEII). The influence of growth 
conditions such as Si-substrate temperature, ion energy and ion dose was investigated 
using structural and electrical characterization techniques. Below the As solid solubility 
limit, well defined and 100 % electrically active As-doped layers were grown. Above 
solid solubility segregation occured, with broadened profiles and less than 100 % 
activation. 

INTRODUCTION 

As both lateral and vertical dimensions of MOS and bipolar devices continue 
to shrink, there is a growing need for shallow implantations and very thin layer 
structures. In order to retain (or improve) at the same time the electrical device 
characteristics, higher doping levels are usually also required. This poses a challenge 
even to the most advanced growth techniques. MBE is a proven method to grow thin 
high-quality Si layers. However, during MBE growth, smearing of the dopant 
concentration due to segregation can destroy the desired doping profile. This limits, 
particularly for n-type doping(e.g. Sb or As), the capability to grow new device 
structures. Low energy implantation of dopant atoms can enhance the incorporation 
probability at MBE operating conditions to unity [1-5], and eliminate segregation. 

EXPERIMENTAL 

Details of the MBE system (Vacuum Generators V 80) have been reported 
elsewhere [6]. Recently, a research-type LEII system (High Voltage Engineering 
Europa B.V.) has been added. This system consists of two hot cathode Penning ion 
sources which can be operated simultaneously, at 30 kV extraction voltage. The 
switching time between the sources is <1 s, allowing one to grow very sharp and well 
defined doping profiles. To ensure minimal gas load for the MBE system during source 
operation the LEII is equipped with a five stage differential pumping vacuum system 
consisting of three 360 l/s turbomolecular pumps followed by two 1500 l/s cryopumps. 
During operation the ion beam is adjusted to the final implantation energy E by setting 
the total LEII system at a voltage of (E/q - 30) kV. Before reaching the target, the 30 
kV ions are decelerated in a multiple-electrode system. The unit is placed partly inside 
the MBE vessel and consists of an einzel lens to match the beam optics to the actual 
deceleration section, a multiple electrode system for deceleration of the ions and an 
electrostatic focusing and deflection system. Target currents were between 50 and 150 
yuA for ion energies between 250 eV and 5 keV for 11B+, 31P+ and 75As+. Stable ion 
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currents could routinely be obtained for long periods of time (> 60 min). Growth 
experiments were performed on 6 inch (100) Si-wafer substrates. Excellent uniformity 
over a 6" wafer was obtained: a 2000 Ä Si layer was grown at 700"C and doped with 
500 eV 11B+ to a level of 2.1018 cm"3. The sheet resistance was mapped over the wafer 
using a Prometrix OmniMap RS50. The mean RD was 1428 Q/D, in agreement with 
the grown layer, with a standard deviation of 4%. 

Before epitaxial-Si growth all wafers received a 10 min, 900°C heat treatment 
in order to remove native oxide. For all experiments the growth rate was 3 Ä/s with an 
implantation energy of 1 keV for 75As+, except where indicated differently. 
Rutherford Backscattering Spectrometry (RBS) was used to determine implanted dose 
and layer thickness. Minimum yield values xmin were derived from the ratio between 
random and channelling yields. Secondary Ion Mass Spectrometry (SIMS) was 
employed to measure dose and depth profiles. The structural information from RBS 
and SIMS was correlated with electrical measurements such as sheet resistance RD 

and data obtained using the Hall effect. The latter gives Hall mobility u and sheet 
concentration n« of the carriers. A Hall factor of 1 was assumed. 

RESULTS AND DISCUSSION 

For certain applications, arsenic is attractive as an n-type dopant compared to 
Sb or P. It has a much higher solid solubility than Sb and, compared to P, As diffusion 
proceeds much slower with a smaller emitter-push effect on underlying B. The latter 
is relevant for bipolar device technology. For these devices, good control over 
concentration profiles is necessary. First results obtained with the Si-MBE/LEII 
combination are presented below. 

Low Arsenic concentration. 

Figure 1 shows a SIMS analysis of the following layer structure, grown at 
720°C: a 2300 Ä buffer layer of undoped Si, followed by a 2300 Ä layer As-doped with 
an ion current corresponding to a doping level of 1.7 1019 cm"3 and capped by 600 
Ä undoped Si. Also shown is a second experiment with the same doping and 
growth conditions, but now a 600 Ä As-doped amorphous Si layer was grown at 
room temperature. The incorporation probability y is defined as the ratio of the 
ion dose (determined via a current integrator) to the final dose in the wafer 
(determined with RBS). For both conditions y was unity and a well defined doping 
profile was obtained with comparable steepness of leading and trailing edge. RBS 
analysis yielded a Xmin(Si) of 2.6 %, and a Xmm(As) of 24 % for tne layer grown at 
720°C. The former value indicated high-quality epitaxial Si. The xmin for As should be 
treated with caution, since it is well known that RBS measurements with 2 MeV He+ 

ions can displace substitutional As, depending on total He+ dose delivered to the 
sample [7]. The minimum yield values for As can, however, be used as an upper 
bound for non-substitutional As. The sheet resistance, mobility and electron sheet 
concentration of the 2300 Ä layer were 202 Q/D, 83 cmW and 3.7 1014 cm"2 

respectively. This indicated a 100 % activation of the implanted layer with a bulk-like 
mobility. 

Additional growth experiments at 560°C and 860°C are summarized in table l(a), 
l(b).The high dose (>1014 cm"2) determination was done with RBS. The lower doses 
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were too low to be reliably determined by 
RBS. For these, SIMS data were used.. 
The As-concentrations listed in the tables' 
are the peak concentrations from SIMS3 
analysis. For the low dose results, the ö 

concentration was found constant over.2 
the layer for both temperatures. For the g 
higher doses, the low temperature^ 
experiments showed segregation to the o 
surface and a profile broadening when § 
compared with the high temperature ° 
results. The mobility values listed«: 
between parentheses are bulk mobility 
values from [8]. The relative error for both 
the structural and electrical 
measurements is typically ± 10%. 

Q    1x10"; 

MO1" 

1x10" 

MO 
0 100      200      300 

depth (nm) 
Figure  1 :A 60 nm a-Si layer grown at RT 
and doped to a level of 1.7 1019 cm"3 and, under 
identical doping conditions, a 230 nm epitaxial Si 
layer grown at 720 *C. 

40C 

Table I (a): Electrical characteristics for different As concentrations at 560°C growth 
temperature. Listed are the sheet electron concentration n„, the electron Hall mobility u, and 
the sheet resistance RD. 

[As] 
(cm"3) 

As dose 
(cm-2) (cm"2) (cmW1) 

RD 
(Q/D) 

1 1018 5.4 1012 5.4 1012 266 (290) 4328 

1.5 1018 8.1 1012 7.7 1012 226 (250) 3527 

5 1019 3.5 1014 2.6 1014 72     (70) 339 

1 1020 5.3 1014 4.6 1014 63     (60) 216 

Table l(b): sar ne as l(a), but nc >w at a growth te mperature of 86( rc. 

[As] 
(cm"3) 

As dose 
(cm"2' (cm2) 

M 
(cmW1) 

RD 
(Q/D) 

1 1018 5.2 1012 6.1 1012 213 (290) 4837 

1.7 1018 8.4 1012 8.4 1012 173 (215) 4296 

6 1019 2.7 1014 2.6 1014 72     (70) 338 

7 1019 3.7 1014 4.1 1014 68     (65) 223 

At 560°C the y was unity for the lower concentrations with a 100 % activation. 
For the higher concentrations there was segragation to the surface, implying a y<1, 
with an activation less than 100 %. Probably for the low temperature/high 
concentration set, the solid solubility limit was exceeded in agreement with [3] where 
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a limit of 1.1019 cm"3 was reported at 460°C. Nevertheless, the electrical solubility (=n6) 
of 9.2 1019 cm"3 for the high dose reported here is much higher than the (extrapolated) 
values from [9]. For all concentrations bulk mobilities were found. 

At 860°C y was again unity for the lower concentrations with now mobilities 
lower than bulk mobilities. Within experimental error, a 100 % activation was found. 
For the higher concentrations there was no visible segregation. However, most likely 
segregation did take place but now all of the segregated As had evaporated. Evidence 
for this is presented in the next paragraph. The built-in As was 100% activated with 
bulk mobilities. 

High As concentration. 

a o 

1x1 (V /        \ 
/     \             — 900°C 

ii^\\           — 720'C 
1x10"" 

i (                >s^       "- 560'C 

•^ 
lxlü" :   \ \ 

H 11                    \\      \ 
»                  V   V     \ 

lxl 01U 
V* ^    \ 

1x10" V 

MO"' 
50 250   300 

to 

In order to investigate the influence 
of the growth temperature on highly dopedsp 
layers, the following structure was grown at § 
three different temperatures: a 640 A thick' 
buffer layer of intrinsic Si, followed by 
640 Ä arsenic doped layer and capped with« 
a third 640 Ä thick intrinsic Si layer. The"£ 
growth temperatures were 560, 720 and S 
900°C. The growth rate was 0.3 A/s with an § 
intended As concentration of 1.8 1021 cm"3 „ 
(or a dose of 1.2 101S cm"2). The SIMS'* 
analyses are shown in figure 2. Structural 
information from RBS has been compared 
to   electrical   measurements   and   are 
summarized in table II- 

Except at 560°C, the y was found to 
be much smaller than unity, with y=0.23 at 
720°C and Y=0.18 at 900°C. For all 
temperatures the As concentration was above the corresponding solid solubility of 
approximately 1.1020 cm"3 at 720°C and 2.1020 cm"3 [10] at 900°C. It can be seen that, 
while at 560°C the doping profile is very well defined, for 720°C and 900°C especially 
the profile is broadened. Possibly implantation damage, or a point-defect generating 
mechanism due to the high As concentration is responsible. At 560 and at 720°C 
some As had segregated to the surface, as could be concluded from RBS 
measurements. For the 560°C the amount was too small to allow a quantitative 
measurement, but at 720°C the As surface concentration was 2.7 1014 cm"2. This is too 
low to account for the lower As concentration in the ion-doped layer. Probably As has 
evaporated from the surface during growth. It is assumed that at most one monolayer 
of As can be present at the surface [11]. Then, with a monolayer of As (Ns°) at the 
surface at the start of the capping layer growth a residence time T of approximately 
2000 s is calculated from Ns'/Ns°=exp(-t/T)=0.3. At 900'C no segregated As could be 
detected. Presumably, at this temperature, the evaporation is fast enough to 
completely remove As segregated to the surface. 

100   150   200 

depth (nm) 
Figure   2   :   For three  different  growth 
temperatures, a 64 nm thich layer doped with 
an    ion    current    corresponding 
concentration of 1.8 1021 cm'3. 
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Table II: Structural and electrical characterization of identically doped layers at three different 
growth temperatures. The electrical characterization includes the electron sheet concentration 
ne, the electron Hall mobility u and the sheet concentration Ra. 

560"C 720°C 900°C        | 

[As] (cnT3) 1.8 1021 4.2 1020 3.3 1020      | 

[As] (cm2) 1.2 1016 2.7 1015 2.1 1015     J 

Xmm(As)   [%] 86 62 6                  | 

XmJSi)    [%] 11 6.7 2.7              | 

substitution-2] 1.8 1015 1.1015 2.1015 

n„ [cm"2] 4.5 1014 3.0 1014 1.2 1015      | 

u       [cm2A/s] 16 (12) 28.4 (30) 27 (35)        | 

RD          [Q] 203 237 55             J 

As the growth temperature increases, the minimum yield xmin 
for Si decreases from 

11 % to 2.7 %. The substitutional dose in the table is calculated via 100 x [1 - 
Xmin(As)] /[1 - Xmin(s')]- The n„ values measured via the Hall effect are lower than the 
substitutional fraction, but increasing with higher temperature from 25 % at 560°C, to 
30 % at 720°C and 60 % of the 
substitutional amount at 900°C. The latter^ 
two agree more or less with the electricafg 
solubility from [9]. -Si- 

lt appears that for an energy of 1 keV g 
As is deposited too close to the growing^ 
surface to eliminate segregation. The^ 
following experiment gives further evidence g 
of this. As-doped layers were grown atg 
720°C but with implantation energies of 1, 2 ° 
and 5 keV. The energy was changed from 5< 
keV to 2 keV and 1 keV during continuous 
growth of a Si layer. A buffer layer was 
grown between the implanted layers. As 
before, at 1 keV the maximum achievable 
concentration was 4.1020 cm"3. However, at 
2 and at 5 keV the intended concentration of 
2.1021 cm-3 was build into the Si as can be seen from figure 3. 
For these three energies the projected range Rp were calculated with the SUPREM-III 
simulation program, using a Monte Carlo calculation. This resulted in 45 A, 60 Ä and 100 
Ä for 1, 2 and 5 keV respectively. These numbers were verified by implanting As with 
these three energies into a Si-substrate at room temperature. Good agreement was 
found between simulation and experiment. (TRIM simulations gave values 
approximately 20 % lower). Going from 45 Ä to 60 Ä is sufficient, at 720°C, to trap all of 

MO"; 

MO"; 

1x10" 

MO" 

1x10" 
200       400        600 

depth (nm) 
Figure 3: Concentration profile of three 
layers, As-doped with the same ion current 
but different ion energies, at Tgrovrth=720°C 

800 
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the implanted As into the Si, with no loss due to segregation and subsequent 
evaporation. 

CONCLUSIONS 

A low energy ion implanter has been integrated with a Si-MBE set-up. The 
implanter proved to be compatible with MBE growth conditions. High currents could 
be obtained and uniformily scanned over 6" wafers. At all growth temperatures fully 
activated As-doped layers were grown. At higher concentrations (>6.1019 cm"3) 
segregation effects were observed, with considerable profile broadening, an 
incorporation probability <1 and activation less than 100%. By increasing the ion 
energy the incorporation probability could be improved. 
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Abstract 

To produce Silicon-On-Insulator (SOI) materials with thin Si overlayer, sacrificial oxidation 
is often used. This creates defects which have adverse effects on device performance. It has been 
observed that Stacking Faults (SFs) in thin Separation-by-IMplantation-of-OXygen (SIMOX) 
or Bonded-and-Etched-back-SOI (BESOI) films of less than 600 Ä, do not shrink as expected 
during neutral Ar anneals. Shrinkage of SFs in standard bulk substrates with different capping 
layers has been investigated to promote the understanding of the Si/SiC>2 interface effects on 
Si interstitial incorporation during anneals. The activation energy for growth and shrinkage of 
SOI samples thicker than 800 Ä was found to be the same as bulk Si: 2.3 eV (growth) and 4.6 
eV (shrinkage). Bulk silicon implanted with low doses of oxygen, permitted investigation of the 
nucleation sites of SFs in SIMOX where oxygen precipitates are believed to act as nuclei for SFs. 
A five step etch procedure was modified to reveal the defects in very thin SOI and an automatic 
defect counting system developed at T.C.D. permitted fast and reliable measurements of size 
and density of the defects. It appears that the two Frank partial dislocations that bound SFs, 
are pinned at the two Si/Si02 interfaces for both SIMOX and BESOI films thinner than 500 
Ä. In thicker SOI, the mechanisms for growth and shrinkage of SFs are the same as for bulk 
silicon. 

1. Introduction 

Silicon-On-Insulator (SOI) materials are acknowledged to be serious candidates as replacement 

substrates for high-performance, fully-depleted CMOS devices. The very thin Si overlayers required 
may be obtained by thermally oxidising Separation-by-IMplanted-OXygen (SIMOX) materials and 

subsequently removing the grown oxide in HF. However, the implantation of a large oxygen dose 
during fabrication of SIMOX material, creates a large number of crystal imperfections in the silicon 
overlayer such as Stacking Faults (SFs) (density of the order of 104cm-2) or dislocations (density 
of at least 5 x 105 cm-2). Subsequent thermal oxidation leads to a growth of these defects as has 
been frequently observed in the past with bulk silicon [1]. Dislocations and SFs in silicon wafers are 
undesirable defects since they alter device performance [2]. In this study, the nucleation and the 
kinetics of the growth of defects in SOI materials have been studied through a set of experiments 
with SIMOX, Bonded-and-Etched-back-SOI (BESOI) materials and bulk silicon. 
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2. Experimental details 

2.1. Defect delineation set-up 

Figure 1 illustrates the five step preferential etching process modified to reveal the defects in 

thin SOI films [3]. Diluted Secco [4] is used to etch the Si film down to 100 Ä (Figure lb); 50% 
HF dissolves the buried oxide down to the bulk, at defect locations (Figure lc); diluted Secco etch 

is used again to imprint defects into the bulk (Figure Id); a 50% HF etch is used to etch away 

the oxide (Figure le); finally, a short Secco etch is used to clean the surface (Figure If). Using an 

automatic Defect Counting System (DCS) developed at TCD, the density of defects and length 

of SFs is determined very accurately in a fraction of the time needed for manual counting. A 
comparison between manual and automatic counting is made in Figure 2. Hardware for the DCS 
consisted of a high quality CCD camera mounted on top of an optical microscope and connected 
to a computer through a framegrabber. By means of signal processing techniques, it was possible 

to distinguish automatically between dislocations and SFs. 

Figure 1: Preferential etching process for thin SOI 
Figure 2: Comparison between manual 
and automatic counting of dislocations 
on various SIMOX wafers 

2.2. Growth and shrinkage of SFs in SOI 

SIMOX wafers, of [100] CZ p-type, from two batches (A and B) were fabricated using the 

standard LETI process as follows: single dose implantation of 1.8 X 1018 0 cm"2 at 190 keV, with 
an implantation temperature in the range 550-650° C. This was followed by a high temperature 
anneal in Ar + 1% 02 at 1320°C for 6 h resulting in a SIMOX material with a buried layer 

thickness of 4000 Ä and a film thickness of 2000 Ä [5]. Samples were subsequently thinned by dry 
oxidation (multi-step oxidation followed by removal of the oxide in buffered HF after each step). 

The 500 Ä oxide layer from the last oxidation was kept on all samples. SIMOX samples of 15 

different thicknesses ranging from 1600 Ä to 300 Ä were prepared (A1-A8 for lot A and B1-B7 
for lot B). Table 1 summarises the details of the samples. The difference in SF length reported in 

Table 1 is due to different ambients (dry 02 with and without TCE) and temperatures (1000 C 

and 1100°C) used for the oxidations. Dislocation and SF densities were lower for batch B than 

batch A. SIMOX samples were then annealed in Ar at 1100, 1120, 1150 and 1175°C to determine 

the activation energy (Ea) for shrinkage of SFs in thin SOI. 
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SIMOX Si film 
thickness 

SF characteristics Dislocation 
density 

NSF 

(xlO12 
■*'OX 

(xlO17 
NSF/NOX Ea 

density length 
(Ä) (xl04cm-2) (H (xl06cm-2) cm-2) cm-2) (xlO"6) (eV) 

Al 1610 2.60 19.6 2.50 0.16 2.67 60.1 4.3 
A2 1027 3.86 15.6 1.86 0.12 5.08 23.8 4.4 
A3 982 3.88 8.7 2.90 6.47 5.31 12.2 4.3 
A4 785 1.55 17.4 1.46 4.14 6.29 6.57 4.2 
Bl 720 1.08 24.4 0.91 3.71 6.62 5.60 4.9 
B2 674 1.16 24.1 0.67 3.68 6.85 5.38 5.0 
B3 622 1.29 24.1 0.51 3.78 7.11 5.32 4.6 
A5 609 2.59 29.4 4.57 9.06 7.17 12.6 — 
B4 590 1.01 24.0 0.80 2.79 7.27 3.85 4.3 
B5 500 1.05 25.2 1.86 2.58 7.72 3.35 — 
A6 496 3.45 8.4 1.71 2.81 7.74 3.63 — 
B6 400 0.99 26.0 1.42 2.01 8.22 2.45 — 
A7 386 2.59 18.0 2.53 3.51 8.29 4.24 — 
A8 339 3.60 13.2 3.52 3.15 8.52 3.69 — 
B7 300 1.03 26.4 0.97 1.59 8.72 1.83 — 

Table 1: Characteristics of SIMOX samples 

In a previous study, standard SIMOX wafers had been oxidised at various temperatures and 
oxidation times to study the SF growth kinetics, and an activation energy for growth was found to 
be 2.3 eV [3]. Finally, part of SIMOX wafer Bl was annealed in N2 at 1150 C to provide a better 
understanding of point-defect annihilation in SOI films during neutral anneals. 

A [100] p-type CZ BESOI wafer with an initial film thickness of 2/im was polished to reduce the 
thickness down to 2000 A. Because of the poor uniformity of the initial Si overlayer, only a small 

region in the centre of the wafer was used. A boron implantation followed by low temperature 
annealing, similar to that used for bulk samples called IMPB1 and IMPB2, was carried out to 

provide nucleation sites for SFs. The BESOI wafer was divided in two, one half (sample BOl) 
was thinned down to 1500 Ä and the other half (sample B02) was thinned down to 500 Ä by 
thermal oxidation resulting in SFs of 14.4 fjcm for sample BOl and 26.2 /xm for sample B02. The 
two samples were then annealed in Ar under the same conditions as the SIMOX samples. 

2.3. Effect of capping 

Two [100] p-type CZ bulk wafers (IMPB1 and IMPB2) were implanted with a boron dose of 
8 x 1013 at 80 keV to provide nucleation sites for SFs to grow. This was followed by a 30 min 
anneal in N2 at 900 C. A 3 h oxidation at 1100 C in 100% O2 was carried out to grow the SFs. 

On sample IMPB2, the thermal oxide was stripped off and a 2000 A TEOS oxide was deposited 
instead. Four [100] p-type CZ grown bulk wafers (called IMP01-IMP04) were implanted with 
different low doses of oxygen at 110 keV. Implanted areas were restricted to 4 cm2 to reduce the 
duration of implantation. The oxygen doses were choosen to be in the same range as that expected 

in the tail of the oxygen implantation for producing SIMOX. Samples were then annealed at 1050 C 

in Ar for 5 h and oxidised in 100% O2 for 3 h at 1100 C. Table 2 summarises details on all bulk 

samples. Defects in bulk samples were reavealed using the preferential Jenkins-Wright etch [6] for 

2 min after removal of the oxide and measured with the DCS. 
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Sample Implantation conditions Anneal treatment Dry oxidation SF 

type dose energy Gas     temp. time temp. time length density 

(cm-2) (keV) (°C) 00 ("C) (h) (/im) (xl04cm-2) 

IMPBl B 8.0 x 1013 80 N2      900 0.5 1100 3 24.1 1.25 

IMPB2 B 8.0 x 1013 80 N2      900 0.5 1100 3 24.1 1.31 

IMP01 0 5.0 x 10H 110 Ar       1000 5 1100 3 18.6 0.92 

IMP02 0 5.0 x 1015 110 Ar       1000 5 1100 3 18.6 5.46 

IMP03 0 5.0 x 1016 110 Ar       1000 5 1100 3 18.6 21.2 

IMP04 0 1.7 x 1017 110 Ar       1000 5 1100 3 18.6 20.2 

Table 2: Characteristics of bulk Si samples 

3. Results and discussions 

3.1. Growth of defects 

The activation energy for growth of SFs was found to be 2.3 eV, the same as for bulk silicon [7]. 

After an initial growth similar to that in bulk samples, the dislocation loop which surrounds the 
SF reaches the two Si/Si02 interfaces. Any further growth takes place laterally by moving the two 
Frank partial dislocations (Burgers vector (l/3)(lll)) which can be considered parallel. With this 

assumption, it is interesting to calculate the ratio between the number of Si atoms that have been 
consumed during the oxidation (Nox) and the number of Si atoms incorporated in the SFs (NSF), 

as suggested in reference [8]: 

I>SF tsi 
NSF = N0 DSF 

sin(55°) (1) 

where No = 1.6 x 1015 Si/cm2 is the number density of atoms in the {111} plane, DSF the SF 
density, LSF the SF mean length, tsi the SOI film thickness and 55° the angle between the surface 

and the {111} plane. We shall assume a degree of incompleteness for the oxidation of about 10-3 

as suggested by Hu [9]. From the results reported in Table 1, the ratio NSF/NOX of SIMOX samples 
is two to three orders of magnitude lower than the incompleteness of the oxidation. This indicates 
that some other very efficient sinks absorb or trap silicon interstitials (Si/) during oxidation, 

possibly through a diffusion of SiO in the buried oxide via the reaction Si + SiC>2 —> 2SiO. SFs 
grow via a reaction-controlled mechanism by incorporation of Si/ through the partials which act 

like sinks [10]. 
The activation energy for SF shrinkage in SOI films thicker than 600 A was found to be, on 

average, 4.6 eV and independent of the thickness of the layer. This is in good agreement with the 

bulk study (Figure 4) and other published results [11]. The value is also close to the activation 

energy for Si/ diffusion. During neutral anneals, SFs shrink by emission, from the two partials, of 

Si/ which diffuse away from the fault. However, in SIMOX layers thinner than 500 Ä no shrinkage 
of SFs was observed. This was also verified on a BESOI sample (B02). It is believed that in thin 
films, the two partial Frank dislocations that bound the SF are pinned to the interfaces and the 

energy required to move them using thermal annealing is too high. 

During shrinkage, Si/ are emitted by the faults. The rate at which they are incorporated in the 
lattice determines the shrinkage rate of the faults. Figure 3 depicts SF length for SIMOX sample 

Bl after annealing at 1150 C in N2. Because N2 is not inert at this temperature, a reaction with 
the SIMOX overlayer took place and an oxide-nitride layer (SixOyNz) was formed. This layer acted 
as a barrier to the migration of Si/ and to their reincorporation at the surface. The exponential 
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behaviour observed in Figure 3 is directly related to the nitridation that has taken place at the 

top Si/SiC>2 interface. 
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Figure 3: SF length for SIMOX sample Bl after 
anneal in N2 at 1150 C versus anneal time 
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Figure 4:   An Arrhenius plot of the shrinkage 
rate of SFs in bulk silicon IMPB1 and IMPB2 

The importance of the top surface Si/Si02 interface in the absorption of the Si/ emitted by the 

SFs during shrinkage of SF in neutral ambients was also emphasised by the results obtained for the 
bulk samples IMPB1 and IMPB2 (Figure 4). The activation energy was found to be the same for 
both samples (4.9 eV). However, the shrinkage rates of the bulk sample, capped with TEOS oxide, 

were found to be a factor of 2 lower than that for the bulk sample capped with thermal oxide. The 

TEOS oxide silicon interface was not as good as the thermal one. The absorption mechanism of 

the excess of Si/ during neutral annealing was found to be extremely dependent on the quality of 

this interface. 

3.2. Nucleation of defects 

Infrared absorption measurements were carried out on bulk samples IMP01-IMP04 before 
and after anneal using Fourier Transform Infrared (FTIR) sprectroscopy at room temperature, 
to provide an understanding of SF nucleation in SIMOX samples. A Perkin Elmer spectrometer 
with resolution of 4 cm-1 was used in multiple scanning mode to collect the spectra with a good 
signal/noise ratio. In Figure 5, the absorption peak spectra of sample IMP05 (before and after 

annealing) are given as examples. 
The spectrum before annealing shows an absorption peak at 1106 cm-1 corresponding to the 

oxygen interstitial mode (Si-O-Si bridges) in the Si substrate [12]. A successful Gaussian fit of 
the annealed spectrum showed a rise of the 1106 cm-1 peak as well as the presence of two other 

peaks at 1080 cm-1 and 970 cm-1. The 1080 cm-1 peak corresponds to the Si-O-Si stretching 
of the cyclotetraxilanes. This tends to show that oxygen atoms have been incorporated in large 
precipitates (SiOx with x>5). The small 970 cm-1 peak was attribued to the Si-O-Ar stretching 
which is likely to be caused by the extended anneal in Ar (5 h). After the dry oxidation, samples 

IMPOl to IMP04 showed a large amount of SFs while a non-implanted test wafer which had not 
been annealed in Ar had no SFs. The SF density for samples implanted with a larger dose was 

found to be higher, as shown in Table 2. It is believed that high temperature anneals contribute 

to the precipitation of oxygen atoms remaining in the Si overlayer from the SIMOX implantation. 
These precipitates emit dilocation loops and SFs to release strain arising from their growth. 
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Figure 5: Infrared absorption peaks associated with Si-O-Si bridges in 
a low-dose, O-implanted silicon sample before and after anneal in Ar 

4. Conclusions 

The activation energies for growth and shrinkage of SFs in films thicker that 500 A were found to 
be the same as for bulk silicon, 2.3 eV and 4.6 eV respectively. From this it was concluded that the 

same mechanisms were involved. Point defect absorption during neutral anneals was investigated 

through a study of bulk samples with different capping layers and a SIMOX sample annealed in 

N2. It was found that the quality of the Si/Si02 interface was very important in the recombination 

of Si/. Si/ are believed to combine with Si02 to form SiO which diffuse easily through the oxide. 
In very thin SOI films (thinner than 500Ä), it was not possible to shrink SFs. This was observed 

in BESOI material as well as SIMOX. SFs in very thin films are believed to be pinned at the 
two interfaces. This was attributed to an increase in the energy of the two partial dislocations 

bounding the SFs, and has consequences for device fabrication. High temperature oxidation should 
be avoided when films of less than 500Ä are required. Nucleation of SFs in SIMOX was investigated 
through a study of bulk silicon samples implanted with low doses of oxygen. It was shown that 
precipitation of implanted oxygen atoms took place during high temperature anneals leading to 
a high density of SFs. This would explain the presence of SFs in SIMOX films where a low 
dose of oxygen remains in the film after implantation. During the ramp down of the 1320 C Ar 

anneal, implanted oxygen atoms in the SIMOX overlayer precipitate, contributing to the emission 

of dislocation loops and the creation of SFs. 
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ABSTRACT 

In this paper, various elastic parameters of heavily boron-doped silicon layer have been 

extracted by eliminating the misfit dislocations in the layer. The dislocation-free silicon membranes 

doped with the boron concentration of 1.3 * 1020atoms/cm3 have been fabricated and the Young's 

modulus of 1.45 x 1012 dyn/cm2 and residual tensile stress of 2.7 * 109 dyn/cm2 have been 

extracted by blister method. From the Young's modulus and residual stress, the residual tensile 

strain of 1.34 * 10"3, lattice constant of 5.424 Ä, and misfit coefficient of 1.03 x 10"23 cm3/atom 

have been calculated. These parameters are very similar to those obtained from X-ray diffraction 

analysis and theory. 

I. INTRODUCTION 

Heavily boron doped (p+) silicon layers are promising materials in ULSI because the junction 

leakage current of the electronic device fabricated on silicon wafer is drastically reduced by 

burying p+ silicon layer under the surface of the wafer[l,2]. In addition, p+ silicon layers have 

been widely used for the fabrication of various micro-mechanical structures due to its excellent 

etch-stop characteristics against ethylenediamine-pyrocatechol-water mixture(EPW)[3,4]. 

However, many misfit dislocations are frequently generated in p+ silicon layers[5] and the elastic 

characteristics of the layers are screened by the dislocations. To accurately extract the elastic 

characteristics of a p+ silicon layer, thus, the misfit dislocations must be eliminated or the density 

of the dislocation in the layer must be extracted. Recently, we formed misfit dislocation-free p+ 

silicon layers[6], which makes extraction of the elastic characteristics of a p+ silicon layer possible. 

In this paper, we will fabricate misfit dislocation-free p+ silicon membranes and will extract 

various elastic parameters of the membrane using blister method. It will be known that the 

extracted values are similar to those obtained from X-ray diffraction(XRD) analysis and theory. 

II. SUPPRESSION OF MISFIT DISLOCATION 

Misfit dislocations in p+ silicon layer are generated by the tensile stress in the layer due to the 

substitutional boron atoms which are smaller than silicon atom[5]. In (001) silicon wafer, the 
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dislocations show the characteristics of edge dislocations of [110] direction with (001) glide plane 

and Burgers' vector of a/2[l 10] [7]. We found that the dislocations in the p+ silicon layer formed 

by thermal boron diffusion process on well prepared silicon substrate are originated from the 

wafer edge and then propagate into the inner area of the wafer by the tensile stress in the layer[6]. 

Moreover, the dislocations could be suppressed in a p+ silicon region by surrounding the p+ region 

with an undoped region(protection region). This is because the dislocations from wafer edge 

cannot propagate across the protection region which is stress-free inherently. To suppress the 

misfit dislocations effectively, the masking material to form the protection region against boron 

diffusion must be chemical-vapor deposited oxide and the edges of the protection region must be 

aligned at [110] direction. Large area of dislocation-free p+ silicon region(2 » 2 cm2) doped with 

boron dose as high as 5.4 * 1016 atoms/cm2 can be obtained as reported in Ref.[6]. 

Figure 1 shows the defect-etched surface of the wafer after formation of the p+ silicon layers. 

It can be seen that there is no misfit dislocation in the interior p+ region which is surrounded by the 

protection region, while there are many misfit dislocations (dark lines) in the exterior p+ region 

which is open to the wafer edge. 

!<iio>i 

.»►<110>! 

Figure 1. Photomicrograph of the defect- 

etched surface of the wafer after formation of 

the p+ silicon layers. The defect-etching was 

performed in iodine etchant (125 ml glacial 

acetic acid, 100 ml HN03 (70%), 25 ml HF 

(49%), 2g I2). 

200 (im 

III. PREPARATION OF p+ SILICON MEMBRANES 

We fabricated two types of p+ silicon membranes on (OOl)-orientation Czochralski silicon 

wafers using conventional substrate etching with EPW solution. One type is the dislocation-free 

membranes fabricated in the interior p+ region and the other is the conventional membranes 

fabricated in the exterior p+ region which contains many misfit dislocations. The area and thickness 

of both membranes were measured as 5 mm x 5 mm and 1.5 urn, respectively. 

Figure 2 shows the boron doping profile of the wafer after formation of the p+ layer. The etch- 

stopped surface of the membrane is indicated with the dashed line at the depth of 1.5 urn and the 
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Figure 3. Photomicrographs of the fabricated membranes obtained by back-illuminated optical 

microscope, (a) is the dislocation-free membrane and (b) is the conventional membrane. The dark 

regions in the photomicrographs are surrounding bulk silicon. 

boron concentration at the depth is about 7 * 10 atoms/cm3 which is general boron concentration 

for the etch-stop in EPW solution. From the profile, the average boron concentration of the 

membranes was estimated as 1.3 x 10"" atoms/cm3 which will be treated as an important 

parameter throughout this study. 

Figure 3 shows the photomicrographs of the fabricated membranes. There are many textile 

patterns in the conventional membrane but none in the dislocation-free membrane. These patterns 

are due to the large roughness of the etch-stopped surface originated from misfit dislocations. 

IV. EXTRACTION OF ELASTIC PARAMETERS OF p+ SILICON LAYERS 

Young's modulii and residual stresses 

The fabricated membranes without pin holes, hillocks, and flaws were carefully selected by 

inspection with optical microscope and the selected twenty samples for each type of membrane 

were mechanically tested using blister method. 
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Figure 4 shows typical load-deflection curves of the membranes obtained by blister method. 

For the extraction of Young's modulii and residual stresses of the membranes, the measured 

curves were fitted to Tabata's model[8] for Poisson's ratio of silicon v = 0.28[9]. The results from 

this analysis are like following: Average Young's modulii are 1.45 x 101_ dyn/cm" for both 

membranes; average residual stresses (tensile) are 2.7* 109 dyn/cm- for the dislocation-free 

membrane and 9.3 x 108 dyn/cm" for the conventional membrane. It can be known that the 

residual tensile stress of p+ silicon membrane is decreased by the insertion of extra-half planes 

accompanying misfit dislocations. 

Note that the extracted values are averaged for the depth and area of the membrane as well as 

for the twenty samples for each type, where the average boron concentration of the membrane is 

1.3 * 1020atoms/cm3. 

Residual strains 

The average residual strains of the membranes are directly calculated as eA=l .34 * 10 3 for the 

dislocation-free membrane and sB=0.46 x 1CT3 for the conventional membrane by [10] 

£=(T0(l-v)/y (1) 

where a0 and Y are the residual stress and Young's modulus of the membrane, respectively. 

Lattice constants 

In-plane lattice constant aAof the dislocation-free membrane is the same as that of the substrate, 

thus, the lattice constant o,-of the strain-free p+ silicon membrane is calculated as 5.424 Ä by[10] 
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Figure 4. Measured load-deflection curves of 

the membranes using blister method. 
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Figure 5. Measured X-ray rocking curve of 

the interior region. 
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eA = (aA - 0[)lq (2) 

where aA = 5.431 Ä. Similarly, in-plane lattice constant a% of the conventional membrane is 

calculated as 5.426 Ä by replacing eA and aAin Eq. (2) with eB and OQ, respectively. 

Densities of misfit dislocation 

The strain difference between the dislocation-free membrane and conventional membrane is 

caused by the insertion of the extra-half planes accompanying the misfit dislocations. Thus, the 

density of the extra-half plane or misfit dislocation across <110> or <110> plane in the 

conventional membrane is calculated as 2.3 * 10 /cm by[l 1] 

N = (eA-eB)/b (3) 

where the magnitude of Burgers' vector of the misfit dislocation in the p+ silicon layer on (001) 

silicon wafer b = 3.840 A[12]. Also, the maximum density of misfit dislocation when the p+ 

silicon membranes are stress-free can be calculated as 3.5 * 104/cm by putting EB=0 in Eq. (3). 

Misfit coefficient 

Misfit coefficient ß0 means the strain of a doped layer induced by one substitutional atom. 

Thus, the ß0 of boron-doped layer is directly calculated as 1.03 x 10~23 cm3/atom by 

ßo - EjJN* (4) 

where the average boron concentration of the membrane NB = 1.3 x 10" atoms/cm . 

The obtained ß0 is very similar to the theoretical value of 1.15 * 10'23 cm3/atom calculated 

from the volumetric model off 13] 

ßo = .-.*■" 
Ns\ (5) 

'Si 

where the density of silicon Nsi = 5.0 x 1022 atoms/cm3, the radius of silicon atom rsi= 1.17 A , 

and the radius of boron atom rB= 0.88 Ä[14]. 

XRD analysis 

Figure 5 shows the (400) rocking curve for trie interior p+ region obtained by a double crystal 
X-ray diffractometer using CuKot! radiation. The main peak(at A9 = 0) is due to the substrate and 

the satellite peak(at A8 = 300 arc seconds) due to the p+ silicon layer. Using general elastic and 

XRD theoryflO, 15], the peak separation of 300 arc seconds gives the strain of 1.35 * 10"3 of the 

p+ silicon layer which is nearly the same as eA (= 1.34 x lfj4) obtained by blister method. 
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V.  CONCLUSION 

By eliminating the misfit dislocations in the p+ silicon layer, various elastic parameters of the 

layer similar to the theory have been extracted using büster method and XRD analysis. It is 

expected that the extracted elastic parameters can be utilized in various field, especially in the study 

on ULSI and micro-machining. 
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ABSTRACT 

We carry out an investigation of grown-in nonradiative defects in Si and SiGe/Si 
heterostructures grown by molecular-beam-epitaxy (MBE). A number of such defects are 
observed by the optical detection of magnetic resonance (ODMR) technique, in samples with 
various structures and growth conditions. These defects are shown to provide efficient 
nonradiative shunt paths for carrier recombination, competing with and reducing radiative 
recombination processes. It is revealed that the dominant nonradiative defect is a low-symmetry 
vacancy-related complex, evident from a characteristic hyperfine structure due to 29Si ligands 
(with nuclear spin 1=1/2 and natural abundance of 4.67 %) connected to the dangling bonds. The 
introduction of these defects is believed to be largely due to a low surface adatom mobility 
during the low temperature growth. By varying the substrate bias during the MBE growth, it is 
shown that the formation of these nonradiative defects can be effectively enhanced by exposure 
to accelerated positive ions, presumably dominated by the Si+ ions. Effects of hydrogenation on 
these defects are also studied. 

INTRODUCTION 

Optical and optoelectronic devices are among the most intriguing possibilities in 
applications of Si and SiGe/Si heterostructures, with the ultimate goal of integrating both optical 
and electronic devices based on the well-developed and mature Si technology. Recent rapid 
advances in modern epitaxial growth techniques have made feasible to achieve high quality 
SiGe/Si heterostructures, which exhibit well-resolved excitonic emissions near the band edge 
from materials grown by both MBE and rapid thermal chemical vapor deposition (RTCVD) [1, 
2]. These successes have greatly stimulated a step-up in search for efficient Si-based light 
detectors and emitters. Much effort has been directed to improve the quantum efficiency of this 
indirect bandgap material system by exploring either bandgap engineering such as the zone- 
folding effects [3] or defect engineering by introducing light-emitting impurities such as Er in 
the materials [4]. Very little is known, however, about nonradiative centers. Among them are the 
lifetime limiting defects which are predominantly nonradiative in this indirect bandgap 
semiconductor system. These nonradiative centers provide efficient shunt paths for carrier 
recombination, competing with radiative recombination processes and thus reducing the light 
emitting efficiency of the material. These important nonradiative defects, which will to a large 
extent play a key role in determining the success of Si and SiGe/Si layered structures for 
potential applications in Si-based optoelectronics, have so far largely eluded from studies by 
various optical spectroscopies. This has resulted in a general lack of knowledge about the 
electronic and chemical structure of nonradiative defects in Si thin layers and SiGe/Si 
heterostructures. 

The aim of this work is to carry out a detailed investigation of nonradiative defects in Si 
epilayers and SiGe/Si heterostructures grown by MBE. Both undoped and modulation doped 
structures, grown under various conditions by e.g. varying the substrate bias, have been studied. 
A number of nonradiative defects are observed, by the ODMR technique. These defects are 
shown to provide efficient channels for carrier recombination and, to a great degree, control the 
carrier lifetime. 

The access to these nonradiative defects by ODMR is facilitated by competing carrier 
recombination processes between radiative and nonradiative defects as shown in Fig.l, where a 
magnetic-resonance enhanced recombination via nonradiative channels leads to a corresponding 
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COMPETING CARRIER 
RECOMBINATION PROCESSES 

Fig.l A schematic picture illustrating the 
competing carrier recombination processes 
between radiative and nonradiative 
channels. 
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reduced radiative recombination monitored by photoluminescence (PL) in the ODMR 
experiments [5]. This results in a decrease in PL intensity, or equivalently a negative ODMR 
signal. Previous ODMR studies in SiGe/Si structures have, to our knowledge, been mainly 
limited to radiative centers in SiGe/Si strained superlattices [6] where the observation of a 
dangling-bond-like negative ODMR signal was briefly mentioned [6]. 

EXPERIMENTAL 

The samples studied in this work include both undoped and boron 8-doped thin Si 
epilayers and SiGe/Si heterostructures, grown on (100) Si substrate by MBE with a Balzers 
UMS 630 Si-MBE system. The undoped Si samples consist of a 1000 Ä undoped Si buffer layer, 
followed by a 2000 A undoped Si layer. The B-doped Si samples consist of a 1000 A undoped Si 
buffer layer, followed by three periods of boron 8-doping spikes (lxlO13 cm"2) separated by 
1000 Ä undoped Si spaces. The growth temperature is typically -420 °C, and the growth rate is 
1-2 A/sec. The undoped SiGe/Si quantum well (QW) structure studied in this work was grown at 
620 °C, with a 32 Ä-wide Sio.sGeo.2 QW. All the structures were finally capped by a 1000 A 
undoped Si layer. 

In the PL experiments, the samples were excited by the UV multilines (333.6 - 363.8 nm) 
or the 514.5 nm line of an Ar+ laser. The resulting PL was first dispersed by a double grating 
monochromator and collected by a cooled Ge detector, and was then detected with lock-in 
techniques in phase with the modulation of the excitation laser light. The ODMR experiments 
were performed at the X-band (9.23 GHz) using a modified Bruker ER-200D ESR spectrometer, 
equipped with a TEon microwave cavity with optical access in all directions. The PL emission 
from the samples under the illumination of the UV laser light was monitored by a cooled Ge 
detector. The ODMR signal was obtained by detecting a synchronous change in the PL with the 
field modulation of the magnetic field, corresponding to a change in the PL intensity with or 
without the applied microwave field. A derivative lineshape of the ODMR is observed in this 
case when the magnetic field is modulated on and off the spin resonance conditions. 

RESULTS AND DISCUSSION 

In Fig.2 we show the low temperature PL spectra obtained from the Si and SiGe/Si 
structures studied in this work. They typically consist of near bandgap sharp PL lines at an 
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Fig. 2 a) PL spectra obtained at 2K from the 
undoped Si epilayers grown with zero bias 
(solid curve) and negative bias (dashed 
curve), b) PL spectra obtained at 2K from 
the B-doped Si epilayers grown with zero 
bias (solid curve) and negative bias (dashed 
curve), c) PL spectrum obtained at 2K from 
undoped 32-A Si0.sGeo.2/Si QW grown 
with zero bias. XNP and XT0 denote the 
excitonic emissions from the QW. 
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energy higher than 1.08 eV and many 
broad, featureless PL bands at lower photon 
energy. The sharp line structure near the 
bandedge includes the free exciton, shallow 
bound excitons and sometimes electron- 
hole droplets. These PL emissions are 
mostly contributed by the substrates, and 
will therefore not be considered in this 
work. The broad bands, on the other hand, 
are known to originate from the MBE- 
layers. The presence of a specific type of 
the broad bands has been shown to be 
critically dependent on the growth 
conditions (e.g. the substrate bias) and the 
sample structures (e.g. B doping or alloy) 
[7]. Even within one specific sample, the 
broad bands over a wide spectral range 
(0.7-1.03 eV) have been shown to arise 
from at least two different defects. These 
broad PL bands are not related to the 
nonradiative defects studied in this work, as 
will be shown below, and will therefore not 

be discussed further in the paper. A detailed study of these broad PL bands is described 
elsewhere [7]. 

By monitoring these broad PL bands over a wide spectral range, between 0.7 eV and 1.03 
eV, ODMR spectra can clearly be observed as shown in Fig.3 for various samples studied. The 
negative ODMR signals correspond to a decrease in the PL intensity of various PL bands over 
the entire spectral range monitored under the spin resonance conditions. The fact that the ODMR 
can be detected via monitoring any broad PL band of different origin, together with the negative 
sign of the ODMR signal, has been taken as a signature that none of the radiative centers giving 
rise to the PL bands is directly involved in the spin resonance [5]. Rather, it has indicated that 
nonradiative defects of entirely different origin are responsible for the spin resonance. The 
competing processes in carrier recombination have in this case provided the link between the 
nonradiative defects participating in the spin resonance and the radiative ones giving rise to the 
broad PL bands. The spin-resonance-induced enhancement in carrier recombination via the 
nonradiative defects alters the overall recombination rate, if they are among the dominant 
recombination centers, leading to a corresponding and noticeable reduction in the radiative 
recombination monitored by the broad PL bands (see Fig.l). 

There are a few remarkable features of the ODMR spectra which deserve attention. 
Firstly, stronger ODMR signals are observed from the samples grown with negative bias as 
compared to that grown with zero bias, easily seen from a much better signal-to-noise ratio of the 
curves b and d than that of the curve a and c in Fig.3. This observation can be attributed to 
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Fig.3 a)-b) The ODMR spectra obtained 
from the undoped Si epilayers grown with 
a) zero bias and b) negative bias (-1000 V), 
at a microwave frequency fMW = 9.2228 
GHz and fMw = 9.2232 GHz, respectively. 
The ODMR signals related to the shallow 
P-donors are indicated by the arrows in 
curve b. c)-d) The ODMR spectra obtained 
from the B-doped Si epilayers grown with 
c) zero bias and d) negative bias (-1500 V), 
at a microwave frequency f\iw = 9.2232 
GHz and fMw = 9.2292 GHz, respectively, 
e) The ODMR spectrum obtained from the 
undoped 32-Ä Sio.8Geo.2/Si QW grown 
with zero bias, at a microwave frequency 
fMw = 9.2366 GHz. 
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stronger PL emissions monitored or/and an increased concentration of the nonradiative defects in 
the samples grown with negative bias. The appearance of the shallow P-donor ODMR in the 
undoped samples grown with negative bias (curve b in Fig.3), but not in the undoped samples 
grown with zero bias (curve a in Fig.3) though a similar P contamination is expected to occur, 
provides evidence that the concentration of the nonradiative defects is indeed higher in these 
samples. This is based on the facts that the participation of the shallow P-donors in carrier 
recombination is determined by the efficiency of charge transfer between the P-donors and the 
deep recombination centers [8]. The efficiency of the charge transfer is determined by the 
overlap of wavefunctions between the participating centers, which is a sensitive function of the 
concentration of the centers. An increase of the defect concentration in the samples grown with 
negative bias can be explained as being due to effects of ion bombardment. The results from the 
samples grown with positive bias resemble that from the samples grown with zero bias, 
suggesting that the positive ions such as Si+ play a major role in the damage induced by ion 
bombardment. 

Secondly, the ODMR signals are considerably broadened in the B-doped samples as 
compared to the undoped samples. The reason for this can be twofold, i.e. either different defects 
are created as a consequence of the B-doping or the same defects are perturbed by a distribution 
of a possible electric field and perhaps even a local strain field induced by the B-doping. 

Thirdly, the ODMR spectrum obtained from the undoped SiGe/Si QW structures (curve e 
in Fig.3) resembles that from the undoped Si layers (curve a in Fig.3). In fact the intensity of this 
ODMR signal is stronger when the weak deeper broad PL background below 0.9 eV (Fig.2c) is 
detected as compared to the situation when the QW excitonic emissions (XNP and XTO) are 
monitored. This can be attributed to a more efficient recombination of the QW excitons or/and to 
the fact that the nonradiative defects inducing the ODMR signal are located in the Si layers of 
the structures. The presence of nonradiative defects even in the high-quality structures available 
demands that additional measures should be undertaken in order to bringing these nonradiative 
defects under control, leading to further improvements in the luminescence efficiency. 

To obtain more detailed information on the electronic structure and chemical identity of 
the defects, we have carried out a careful angular dependence study of the ODMR signals. As an 
example, we show in Fig.4 the ODMR spectra from the undoped Si sample grown with negative 
bias when the external magnetic field is along three main crystallographic axes. The spectra 
contain three contributions. One of them, denoted as 31P, is the ODMR related to the shallow P- 
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Fig.4 The ODMR spectra obtained 
from the undoped Si epilayers grown 
with negative bias (-1000 V), when 
the magnetic field is along three main 
crystallographic axes. Three types of 
defects are clearly seen. 

donors, which participate in carrier 
recombination via a charge transfer 
process [8]. The doublet hyperfine 
structure from the 31p atom (with 
nuclear spin 1=1/2 and 100% natural 
abundance) is clearly resolved and is 
considered as an unambiguous proof 
of the P involvement. The presence of 
the P impurities in this materials is 
believed to be due to contamination 
by the stainless steel chamber during 
the growth. The background P 
concentration is in the order of 1015- 
1016 cm"3, close to that required for 
an efficient charge transfer. The 
slightly anisotropic ODMR signal 
denoted as "1" in Fig.4 originates 
from a low-symmetry vacancy-related 
defect, evident from the characteristic 
hyperfine satellites from the 29Si 
ligands (1=1/2 and natural abundance 

of 4.67 %) connected to the dangling bonds. These satellites are observed over a larger magnetic- 
field range, not shown here. The apparently anisotropic ODMR signals marked as "2" in Fig.4 
are due to another low-symmetry defect. No hyperfine structure which can lead to a positive 
identification of the defect can be observed, unfortunately. A detailed analysis of the full angular 
dependence of the ODMR signals from various samples is now in progress. 

Effects of post-growth hydrogen treatments on these nonradiative defects have also been 
studied. It is shown that some of these defects can be passivated by hydrogen. There are, 
however, still some nonradiative defects remaining in the structures which can not be passivated. 
This observation is not surprising, though, since the hydrogenation of e.g. shallow acceptors in 
Si is known to be rather complete [9] whereas its effects on deep defects such as vacancy-related 
defects are incomplete [10]. 

The fact that these defects are readily present in samples grown without substrate bias 
(Fig.3a and 3c), thus without severe ion bombardment, is believed to be due to a low surface 
adatom mobility during the low temperature growth. The low temperature growth is, on the other 
hand, required to maintain a well-defined doping profile and to obtain a pseudomorphical growth 
of the strained SiGe/Si heterostructures. 

3240 3280 3320 

MAGNETIC FIELD (Gauss) 

SUMMARY 

We have revealed nonradiative grown-in defects in MBE-grown Si and SiGe/Si, which 
play an important role in carrier recombination. These defects are shown to be deep level centers 
with a low symmetry, such as vacancy-related defects. In some circumstances shallow P 
impurities also provide efficient nonradiative shunt paths for carrier recombination when charge 
transfer is involved. The defects are introduced as the consequence of low temperature growth 
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or/and ion bombardment. Continuing efforts on a better understanding of physical properties and 
formation mechanisms of these defects will eventually lead to a control and ultimately 
elimination of these unwanted nonradiative defects and to a highly desired improvement in 
quantum efficiency of optoelectronic devices based on Si and SiGe. 
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EXTREME LOW THREADING DISLOCATION DENSITY 
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AND H. RICHTER 
Institut für Halbleiterphysik Frankfurt (Oder) GmbH, Walter-Korsing-Str.2, 
D-15230 Frankfurt (Oder), Germany 

ABSTRACT 

Stepwise equilibrated graded GexSij.x (x<0.2) buffers with threading dislocation 
densities between 102 and 103 cm"2 on the whole area of 4 inch silicon wafers were 
grown and studied by transmission electron microscopy, defect etching, atomic 
force microscopy and photoluminescence spectroscopy. 

INTRODUCTION 

Strain-relaxed compositionally graded buffers provide a possibility to adjust the 
lattice constant of a Si or Ge substrate wafer to any value between these two 
elements thus forming a "virtual GexSii.x substrate". Such buffers have to be 
grown with steadily or step-wise increasing Ge concentration on Si-substrates or 
vice versa on Ge-substrates. The major problem of these totally relaxed 
heterostructures are threading dislocations arising from the lattice mismatch of 
4.2% in the Si-Ge system because strained GexSi].x layers exceeding the x- 
dependent critical layer thickness relax their stress via formation of misfit 
dislocations. Their glissile threading parts intersecting the surface are detrimental 
to transport properties in modulation-doped structures *. Usually, such buffers are 
some urn thick since the threading dislocation density is decreasing with 
decreasing compositional grading 2. In this way threading dislocation densities 
between 4.4xl05 and 1.7xl06 cm"2 have been obtained in totally relaxed alloy layers 
with 23 to 50% Ge 3"6- However, threading dislocation densities in the order 
104 cm"2 have been obtained with far steeper compositional grading using a 
modified Frank-Read source mechanism 1-7"9. 
Until now all methods to grow unstrained GexSii_x buffers operate without 
adjustment of equilibrium conditions for stress relaxation. In this contribution a 
new stepwise equilibrated graded buffer on Si is presented with threading 
dislocation densities in the 102 to 103 cm"2 range. This buffer was grown stepwise 
with a layer by layer increasing Ge concentration. After each layer the growth 
process was stopped in order to achieve a nearly complete stress relaxation during 
an in-situ annealing w. This equilibration process requires an appropriate long 
annealing period n and temperatures > 1000 °C in order to explore the drastically 
enhanced relaxation velocity in this temperature range assisted by interdiffusion 
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I2-13. In this way each layer of the buffer was grown on a relaxed alloy layer. A 
more detailed description of the buffer concept is given in Ref. 14. 

Tab. 1. Experimental conditions of the 
equilibration annealings 

EXPERIMENTAL 

The stepwise equilibrated graded buffers were grown on 4 inch p-type FZ (001) 
silicon wafers with a resistivity of 6-8 Qcm using atmospheric pressure chemical 
vapour deposition (APCVD). The following layer sequence was deposited: 

250nm Geo.05Sio.95 + lOOnm Geo.iSio.9 + lOOnm Geo.15Sio.85 + 150nm Geo.2Sio.8- 

Each and every layer deposition was followed by an in-situ annealing in hydrogen. 
Temperature and time of the equilibration annealings are given in Tab. 1. All 

buffers were capped with a 300 nm 
Geo.2Sio.8 layer. 
Transmission electron microscopy 
(TEM) was used to study the defects in 
the buffer layers. Profiles of the Ge 
concentration in the buffer were 
obtained by energy dispersive x-ray 
spectrometry (EDXS) at cross-sectional 
samples in the transmission electron 
microscop. 
Owing to the extremly low defect 
density of threading dislocations in the 
buffers their density was counted by 

interference phase contrast microscopy after etching the surface with a diluted 
Yang-etchant 15. These counts were performed every 5mm across the whole wafer 
diameter. 
Atomic force microscopy (AFM) was used to examine the surface morphology. 
Photoluminescence (PL) spectra of the samples were taken at 4.2 K using the 
488 nm line of a 6 W CW argon ion laser. The samples for the PL studies were 
choosen from the central parts of the wafers. 

wafer annealing temperature 
number time (h) (°C) 

A - - 
B 0.25 1050 
C 0.50 1050 
D 0.75 1050 
E 1.00 1050 
F 1.00 1095 

RESULTS AND DISCUSSION 

Fig. 1 shows the defect density distribution across the whole wafer diameter. It is 
clearly visible that without equilibration annealings the threading dislocation 
density amounts to 106 cm-2 on the whole wafer area. The curves of wafers A-E 
demonstrate the time dependence of the effect of the equilibrating heat treatments 
at 1050 °C on the threading dislocation density. It becomes evident that extended 
periods of annealing are necessary to equilibrate the strained layers. During the 
first 15 min of annealing the dislocation nucleation at the wafer edge as well as 
heavy gliding are still in progress resulting in high densities of threading 
dislocations especially on the edge area. The high defect density in the central part 
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of the wafer after 0.5 h of annealing 
indicates that meanwhile the 
nucleation at the edge was 
drastically decreased and many of 
the last nucleated slowly gliding 
dislocations have just reached the 
center of the wafer. Their further 
movement to the opposite edge is 
clearly seen in the curve of wafer D 
showing a decrease of the threading 
dislocation density and some 
higher values near the edge. 
Finally, the relaxation process 
seems to be almost finished after 
1 h of annealing. This is the 
minimum period for equilibration 
annealings in order to reach really 
low densities of threading 
dislocations under these 
experimental conditions. Wafer F 
was annealed at 1095 °C also for lh 
but its threading dislocation density 
is higher in the center and much 
higher on the edge region. This 
increased threading dislocation 
density results from dislocations 
formed in the silicon substrate due 
to thermal stress caused by the ring- 
shaped wafer rest of the heater. 

They easily form glissile threading 
dislocations in the buffer. Therefore, the 
maximum temperature of the 
equilibration annealings is limited by 
this unintentional dislocation 
generation. 
Fig. 2 shows a cross-sectional TEM 
micrograph of the dislocation network in 
the buffer. The misfit dislocations are 
arranged in different planes. They are 
connected via a lot of dislocations thus 
forming a spatial network that ends 
abruptly in a depth of about 460 nm 
below the surface. Above it a perfectly 

grown layer almost free of threading dislocations exists. 
The depth profile of the Ge concentration obtained by EDXS is given in Fig. 3. It 
bears a great resemblance to continuously graded buffers and confirms the 
smoothing of the step profile by interdiffusion. 

Fig. 1. Threading dislocation density in the 
cap layer on a stepwise equilibrated graded 
buffer in dependence on the distance from 
the wafer center for wafers A-F 

IfeS-- 

250 run i 

Fig. 2. Cross-sectional TEM micro- 
graph of  a  stepwise   equilibrated 
graded buffer (wafer E) 
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Fig. 3. Depth profile of the Ge 
concentration in the stepwise 
equilibrated graded buffer of 
wafer E obtained by EDXS 

Regarding the Ge concentration in the cap 
layer determined by EDXS the 
measurement of the lattice constant 
perpendicular to the surface by x-ray 
diffractometry resulted in a relaxation 
degree of 100%. 
Buffers grown with equilibration 
annealings at such high temperatures 
possess a high thermal stability during 
further processing in comparison to 
buffers grown at lower temperatures. 
Fig. 4 shows the photoluminescence 
spectra of the central parts of wafers A-F. 
They are arranged according to their 
threading dislocation density that 
decreases from top to bottom. It is evident 
from the right figure that the PL 
intensities of the D3 and D4 lines decrease 
with decreasing threading dislocation 
density. The PL spectrum of sample E 
with the lowest threading dislocation 
density of about 2x102 cm-2 possesses only 
a weak indication of the D3 line. 
Additional measurements of the D-line 
intensities on the edge and the center of 

wafers C and F with decreasing and increasing threading dislocation densities 
from center to edge, respectively, have confirmed the dependence of the D3 
intensity on the threading dislocation density. These results obtained on different 
positions of the same wafer exclude that impurity/dislocation interactions are the 
main reason of the D-line modification as it could be possible in case of different 
impurity contamination 16. Therefore, it is supposed that the D3 and D4 peaks are 
characteristic for the existence of threading dislocations in the GexSii_x buffer 
layers. These results correspond with the recently published observations in 
Ref. 17. 
In sample A, grown without equilibration annealings, misfit dislocations are 
mainly formed in the region near the interface to the silicon substrate and extend 
also into the silicon substrate. The buffer layer as well as the cap layer are of low 
quality. Therefore, the electron hole pairs are rapidly lost in the defect rich layers 
via non-radiative recombination. As a result, the Dl and D2 lines of the deep lying 
misfit dislocations appear with low intensity and the spectra are dominated by a 
broad background luminescence. 
Additionally, it is seen in Fig. 4 that for longer periods of equilibration annealing 
at 1050 °C not only the threading dislocation densities and the defect related broad 
background luminescence are reduced but also the Dl and D2 are found with 
increased intensity and very clear in the PL spectra. The D1/D2 lines of the 
samples E and F with the longest periods of equilibration annealing represent the 
misfit dislocation networks of about 450 and 700 nm thickness, respectively, as 
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Fig. 4. PL spectra showing the dislocation related luminescence of wafers A-F 
(leftside) with a higher magnification of the energy range from 0.9 to 1.02 eV 
(right side) 

confirmed by TEM observations. These networks are located in the GexSii.x buffer 
layer below the 450 nm thick nearly defect-free Geo.2Sio.8 surface region. 
The absence of the characteristic excitonic recombination from the defect-poor cap 
layer of samples E and F is due to the low growth temperature of only 700 °C; near 
band-gap luminescence from APCVD grown GexSii.x layers was found to start at 
growth temperatures above 750 °C. 

SUMMARY 

It has been shown that equilibration annealings are an effective way to reduce the 
threading dislocation density in GexSii_x buffer layers down to 102-103 cm"2 on the 
whole area of 4 inch wafers. The threading dislocations were forced to glide out 
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during high-temperature in situ annealings between the Ge concentration steps. 
In this way relaxed buffer layers of high thermal stability are attainable. 
Photoluminescence studies confirm the results of threading dislocation density 
determination and show a clear dependence of the intensity of the D3 and D4 lines 
on the threading dislocation density. The results of the characterization of the 
buffer layers by defect etching, TEM, and photoluminescence agree well with each 
other. 
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DLTS STUDY ON ANNEALED LOW-TEMPERATURE GaAs LAYERS WITH 
AN N-I(LT)-N STRUCTURE GROWN BY MBE 

TSAI-CHENG LIN, fflROMASA T. KAIBE AND TSUGUNORI OKUMURA 
Department of Electronics and Information Eng., Tokyo Metropolitan University, 
1-1 Minami-ohsawa, Hachiohji, Tokyo 192-03, Japan 

ABSTRACT 

Deep levels in the annealed low-temperature molecular beam epitaxial (LT-MBE) GaAs 
layer were successfully characterized by using the capacitance deep-level transient spectroscopy 
(C-DLTS) as well as photocapacitance quenching technique in combination with a unique sample 
structure. In this work, we have fabricated the samples by inserting the LT-GaAs layer into two 
n-type semi-conductive layers, like a sandwich (n-LT-n structure), grown at normal substrate 
temperatures. DLTS measurements have revealed that one electron trap dominates the annealed 
LT-MBE GaAs. The dominant electron trap was very similar to the so-called EL3 level. 
Moreover, we found the midgap level appeared upon 800-900°C RTA, although no midgap 
level was detected in the as-grown n-LT-n sample (annealed at 620°C) and confirmed with 
photoquenching measurements that it is the EL2 level. 

INTRODUCTION 

GaAs grown by molecular beam epitaxy (MBE) at substrate temperature as low as 200- 
300°C, have attracted much attention. As-grown LT-GaAs has been found to contain a number 
of arsenic antisite defects AsGa, resulting from excess arsenic incorporated in the epitaxial layer 
during growth1. These LT-GaÄs layers, which become highly resistive after annealing around 
600°C 2 have found several device applications such as semi-insulating buffer materials for 
metal-semiconductor field-effect transistor (MESFET) structures3 and as materials for ultrahigh- 
speed photoconductive switches and photodetectors because of its short carrier life-time4. 

There are two proposed mechanisms by which the annealed LT layer becomes semi- 
insulating. The compensation model5 has emphasized that the deep-level defects could account 
for the semi-insulating behavior of the annealed LT-GaAs as in the case of bulk semi-insulating 
(S.I.) liquid encapsulated Czochralski (LEC) GaAs. The buried Schottky barrier model6 has 
proposed that the high resistivity can be understood in terms of the As precipitates acting as 
internal Schottky barriers with overlapping depletion regions. However, the mechanism for its 
semi-insulating property is not fully understood yet. 

If a metal layer is brought into contact directly with a thin annealed LT-GaAs layer on top 
of the substrate, the depletion layer reaches through to the substrate because of the semi- 
insulating nature of the annealed LT-GaAs layer. Therefore, it is difficult to apply conventional 
capacitance deep-level transient spectroscopy (DLTS) technique to a simple structure with 
annealed LT-GaAs layers. In this work, we characterized deep levels in the annealed LT-MBE 
GaAs by using the capacitance DLTS technique in combination with a unique sample structure. 
We fabricated the samples by inserting the LT-GaAs layer between two n-type semi-conductive 
layers grown at normal substrate temperatures (n-LT-n sandwich structure)7. The metal 
Schottky contact is formed on the top n-GaAs layer. When the doping level of the top n-GaAs 
layer is appropriately selected, the edge of a depletion layer can reach the underlying LT-GaAs 
layer and cross it upon changing of the applied reverse-bias voltage. This structure, for the first 
time, made it possible to carry out capacitance DLTS measurements. 
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EXPERIMENTAL 

The samples used in this work were grown in an ULVAC MBC-300 MBE system. The 
substrates were K+-type (001) GaAs, which were mounted on a molybdenum block using 
indium. The growth rate for all layers was 0.5 mm/h. Solid arsenic source was used and the 
beam equivalent ratio of AS4 to Ga beams ([V]/[III] ratio) was 15 as measured with an ionization 
gauge in the growth position. On the substrate, al//m thick Si-doped (1 X 10 cm ) GaAs 
buffer layer was grown at 620°C. Then, the As cell was left open while the substrate 
temperature was reduced to 250°C. At this temperature, the LT-GaAs epilayer was grown at 
various conditions. After growing the LT-GaAs layers, the substrate temperature was raised 
again to 620°C and another l,«m thick Si-doped GaAs layer was grown (see Fig. 1). 
Therefore, the LT-GaAs layer experienced annealing for 2 hours at 620°C during the growth 
process of the top layer. As a reference sample, we also grew a2/im thick Si-doped 
(10 cm ) GaAs layer at a normal substrate temperature of 620°C without inserting the LT- 
GaAs layer. 

The samples were separated into several pieces and loaded into an infrared image furnace 
for RTA. The RTA process was performed under a hydrogen flow on the face-to-face capless 
condition and the annealed temperature was 900°C. The heating rate and the holding time at the 
highest temperature were set to 20K/sec and 5min, respectively. Then, the sample was cooled 
down as rapidly as possible. 

Schottky diodes were fabricated by evaporating Al on the top of the n-GaAs layer through 
a metal mask. Standard current-voltage (I-V) and capacitance-voltage (C-V) measurements were 
carried out before DLTS measurements. Deep levels were detected by DLTS system with a YHP 
4280A 1-MHz capacitance meter, which is computer automated with transient signals being 
digitally recorded for subsequent analysis. The voltages of a refilling pulse as well as a 
measuring bias were determined referring to the C-V data so that the edge of a depletion layer can 
cross over to the LT-GaAs region7. The capacitance difference signal was obtained by using the 
rectangle weighting function and the rate window was set to 400 ms for the purpose of spectrum 
comparison. 

For photocapacitance quenching measurements, the light comes from a GaAs infrared (IR) 
light emitting diodes (1.32 eV, 5mW) and the photons are fed on top of the Al Schottky diode as 
nearly as possible. The experimental procedure consists in recording, after a long pulse of 
reverse bias which the edge of a depletion region can cross over the LT-GaAs layer, the transient 
of capacitance illumination at low temperature (77K). 
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Fig. 1. Schematic cross section of the sample structure and time variation of the substrate 
temperature during the MBE growth. 

148 



RESULT AND DISCUSSION 

Typical DLTS spectra of the LT-GaAs layers with various thicknesses are shown in Fig. 
2 Negative peaks in the spectra are due to an electron-emission from deep levels. Three electron 
traps (labeled EAL1, EAL2 and EAL3) are observed in the n-LT-n sandwich sample, which 
contains a very thin LT-layer (1.3nm). When the thickness of LT-layer exceeds 6.5nm, the 
EAL2 level dominates the DLTS spectrum, and the signals of EAL1 and EAL3 relatively 
decreased and finally disappeared. . 

The Arrhenius plots for three electron traps (EAL1-EAL3) are shown in Fig. 3 and 
compared with various electron traps reported by Martin and Puechner8*9. The values of the 
activation energy and capture cross section for the dominant level EAL2 are 0.55 eV and 
5.8X10"14cm , respectively. This result suggests that the EAL2 level is very similar to the 
EL3 level in the "signature" plot . Johnstone et a/.10 reported a defect level (0.53-0.57 eV 
range) in an MIS structure with LT-layers as an insulator, which is possibly the same level as 
our EAL2. 

We also grew the "growth interruption sample" (the same growth process applied to n-Ll- 
n structure sample, but without growth of the LT-layer) to elucidate the influence of growth 
interruption. Figure 4 shows the DLTS spectra of the sample with the growth interrupted 
interface. Although the DLTS signal is small, we also detected the EAL3 level in the growth 
interruption sample. Puechneref ö/.

9
 have shown that there are three electron traps and several 

hole traps in their FET channel layers grown on LT-GaAs layers. From the signature plot, their 
electron traps (labeled PI, P2 and P3) in the FET channel are different from the EAL2 level in 
our annealed LT layers; EAL1 and EAL3 (detected in thick LT-layer of n-LT-n sandwich sample) 
could be the same as their PI and P3 level, respectively. It might be speculated that EAL1 and 
EAL3 were formed due to the growth interruption at the interface(s) between the LT-GaAs and 
the normal layers. 
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Fig. 2. Typical DLTS spectra of the n-LT-n 
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Figure 5 shows the as-grown (annealed at 620°C) n-LT(26nm)-« sandwich sample as 
well as the separated samples after RTA at 720, 810 and 900°C, respectively.  Increasing the 
RTA temperature broadens the peak of EAL2 in the RTA samples more than in the "as-grown" 
state. No new level was detected in the 720°C RTA sample. However, it is interesting that we 
found a new peak which is seen around 350K, the EL2-like level, detected in the 810 and 
900°C RTA samples. 

Figure 6 shows a spectrum of the control sample (containing no inserted LT-GaAs layer) 
grown at normal temperature of 620°C before and after RTA at 900°C, respectively. The 
control GaAs layer as grown at normal temperature shows no signal within the detection limit of 
5 X 10 cm"3. On the other hand, beside an extremely small and broad signal at 100-200K, 
there is no significant midgap peak observed in 900°C RTA sample. It indicates that upon RTA 
the reference GaAs layer grown at normal temperature did not generated any debatable level. 
Therefore, the generation of midgap level was originated from the LT-layer. 

The photoquenching effect is well recognized to be an important fingerprint of the EL2 
level, which is explained by the transfer of all the EL2 levels from their normal state to an excited 
metastable state11. Thus, we performed this technique to confirm the new generated midgap 
level as the EL2 defect. Figure 7 shows the photocapacitance transient signals after infrared (IR) 
light illumination at 77K. (a) the control reference sample RTA at 900T:. (b) n-LT(26nm)-K 
sandwich structure in the "as-grown" state (annealed at 620°C). (c)  the n-LT(26nm)-« sample 
RTA at 900°C. The reference samples show no effect of photoquenching.    Little or no 
capacitance quenching in  the   as-grown  (annealed  at  620°C)  n-LT-«   sandwich  sample. 
However, IR light obviously causes quenching of photocapacitance in the sandwich sample RTA 
at 900°C, with a thermal recovery around 135K. Therefore, we are convinced that upon high 
temperature RTA the EL2 level is generated in LT-MBE GaAs layers. 
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Fig. 5. Typical DLTS spectra of the as-grown 
(annealed at 620 C) «-LT-«   sample as well as 
the samples after RTA at 720, 810 and 900°C, 
respectively. 

150 



Fang et aZ. 12,13 reported the LT-GaAs layer grown at 250°C and annealed (above 
350°C) at various higher temperatures, all samples show IR quenching of photocurrent. 
Jägern observed the EL2-like defect levels in their annealed (600°C) P+-LT-J1   structure 
diodes verified by used photocurrent measurements. Fang and Look also found that the hopping 
conduction of the annealed LT-GaAs layer recovered at about 140K with a thermal activation 
energy of about 0.3eV. Their recover rate was very close to the EL2 observed in a recent study 
of bulk SI GaAs. They concluded that the dominant defect in LT-MBE GaAs layers is related to 
an arsenic antisite. However, based on some experimental results they argued that it is not the 
famous EL2l 3,15. 0 
Neither the EL3-like nor the EL2-like level was observed in our as-grown and 900 C RTA 
reference samples containing no inserted LT-GaAs layer. However, in those containing a 26nm 
thick layer of LT-GaAs layer (n-LT-n sandwich structure), as-grown (annealed at 620it) and 
all RTA samples, the EL3-like level was detected. Since all the crystals in which the EL3Ieve 
was detected were grown in an As-rich condition, EL3 has been speculated to be a point defect 
or a point-defect/impurity complex«.    Shen et al. 16 suggested with their photoreflectance data 
that the pinning positions of the as-grown (unannealed) and annealed (600 C) samples are 0.47 
eV and 0.65 eV, respectively,  and the (0/+) donor level of the As antisite (AsGa) m LT-GaAs 
locates at Ec - 0 57 eV. On the other hand, we found the appearance of EL2 level in 900 C 
RTA samples, which are generally believed to be the first donor levels of the AsGa antisite 
defectl7   but'not in the "as-grown" (annealed at 620°C) state of n-LT-n     sample. The 
generation of EL2 can be related to redissolving of some fraction of arsenic precipitates in the 
LT-GaAs layer upon high temperature annealing, although the size of precipitates became 
largerl8  The relationship of electrical property (semi-insulating) and change in microstructure 
of LT-GaAs layers (EL3-like level became broader and generation of EL2) upon RTA requires 
further study. 
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CONCLUSIONS 

Deep levels in the annealed LT-MBE GaAs have been characterized by using the 
capacitance DLTS technique in combination with a unique sample structure. We have fabricated 
the samples by inserting the LT-GaAs layer into two n-type semi-conductive layers, like a 
sandwich, grown at normal substrate temperatures. DLTS measurements have revealed that one 
electron trap dominates the annealed LT-MBE GaAs. The dominant electron trap was very 
similar to the so-called EL3 level. Moreover, we found the midgap level appeared upon 800- 
900°C RTA, although no midgap level was detected in the as-grown sample (annealed at 
620°C) and confirmed with photoquenching measurements that it is the EL2 level. 
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DEEP   IMPURITIES  IN  AlGaAs  GROWN  BY  MOCVD  USING  DIFFERENT 
HYDROGEN AND NITROGEN AS CARRIER GASES 

J. C. CHEN, Z.C. Huang, Bing Yang, H.K. Chen and K. J. Lee, 
Department of Electrical Engineering, Univ. of Maryland Baltimore County, Baltimore, MD 
21228 

ABSTRACT 

A study was carried out to characterize the deep impurities in AlxGa!_xAs grown by 
metal-organic chemical vapor deposition (MOCVD) using different carrier gases. Since AlxGa!_ 
xAs is very sensitive to any impurities, especially moisture and oxygen, in the growth process, 
the concentration of impurities in AlxGai_xAs can serve as a measure of the purity of carrier 
gases. The undoped AlGaAs layers grown by using H2 have n-type background concentrations 
from 3x1015 to lOxlOWcc. The concentrations of oxygen-related traps (Ec-0.53 and 0.7 eV) are 
0.2-9x1013 and 3.4-5xl014/cc for Pd- and Li-purified H2, respectively. Low-temperature 
photoluminescence (PL) measurements show better PL efficiency in samples grown by using Pd- 
purified H2. Al xGai_xAs grown by using N2 is p-type (p~6xl0ie/cc) with an oxygen-related trap 
and two hole traps. The concentration of oxygen-related trap is more than one order of magnitude 
higher than that of AlGaAs using Pd-purified H2. The memory effect due to impurities from 
carrier gas left in source materials is also studied. 

1. INTRODUCTION 

The carrier gas used in the chemical vapor deposition (CVD) process is an important 
factor in affecting the purity of grown materials. Several manufacturers of commercial gas 
purification devices (for hydrogen or nitrogen) claim that they can produce hydrogen or nitrogen 
with impurities (mainly moisture or oxygen) concentrations less than 1 ppm (one part per million) 
or even 1 ppb (one part per billion). However most moisture or oxygen sensors are not very 
sensitive in such a low concentration level. Therefore the purity of carrier gas purified by 
different methods is difficult to be evaluated accordingly. 

On the other hand, the AlGaAs epilayer is very sensitive to the purity of source materials 
used in the metal-organic chemical vapor deposition (MOCVD) process. Kisker et al. have 
shown that as little as 1 ppm of oxygen in the AlGaAs growth process resulted in extremely high, 
greater than 1019 cm-3, oxygen concentrations in the AlGaAs epilayer [1]. Several studies also 
demonstrated the deleterious effect of oxygen incorporation on the photoluminescence (PL) 
efficiency of AlGaAs [2]. It is, therefore, reasonable to evaluate the purity of carrier gases by 
examining the impurities in AlGaAs grown under the same conditions except using different 
carrier gases. 

In this study, we have systematically investigated the deep level impurities and optical 
properties of Alo.2Ga0.gAs which was grown by MOCVD using vaporized N2 and different H2 

purified by Pd-cell and by Li-based purifiers as the carrier gases. 

2. EXPERIMENTAL PROCEDURES 

The AlxGai_xAs layers used in this study were grown in a conventional, horizontally 
configured, atmospheric pressure MOCVD reactor which has been routinely producing device- 
quality materials such as mobility of GaAs > 100,000 cm2/Vs at 77K, and optoelectronic 
devices, e.g. laser diodes and photodetectors. The column III precursors were 
trimethylaluminum (TMA1) and trimethylgallium (TMGa). The column V precursor was pure 
arsine. No getters were used to purify any sources in this study. The materials were grown at 
7300C with precursor V/III ratio of 40, and a growth rate of 4.0 /<m/hr. N2 (vaporized from 
liquid N2) or H2 (purified by a Pd-cell, a product of Johnson Matthey, or by a Nanochem L- 
300 H2 purifier, a product of Semi-Gas System, Inc.) were used as the carrier gas. According to 
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the manufactures' specifications, the impurity concentration in H2 purified by Pd-cell or by 
Nanochem purifier will be less than 10 ppb. The Nanochem purifier is consists of a Li-based 
organometallic polymer. The crude H2 (prepurified grade, 99.99% pure) was purchased from 
Matheson Inc. A 2-^m-thick undoped Al0.2Ga0.sAs layer, unless otherwise noted, was grown 
on n+-GaAs (1018 cm-3) substrates. The total carrier flow in this experiment is around 101/m. 

Due to our MOCVD reactor is not load-locked and not located in a cleanroom, the 
interaction between the internal surfaces or the reactor and the laboratory ambient, i.e. humidity, 
can be different at different time, e.g. summer and winter. In addition, the purity of source 
materials may slightly change with time according to some studies [3]. In order to overcome 
those problems, we have carried out the calibration run using Pd-purified H 2 as a reference (we 
called it standard run) before the different purifier or gas was used. This approach, therefore, will 
give a reliable comparison of material quality. 

The free carrier concentration was measured by capacitance-voltage (C-V) measurements. 
The composition of Al and Ga was determined by photoluminescence (PL) and by double crystal 
x-ray rocking curve measurements. The composition calculation was based on the DCC software 
provided by Bede Scientific Instruments Ltd. Surface morphology was studied with a Nomarski 
interference microscope. Low-temperature PL was employed to characterize the optical properties 
of material. The PL set-up includes an Ar+-ion laser (using the 514.5 nm line), a Spex 
monochromator, a liquid N2-cooled Ge detector and a Si CCD array detectors. To quantitatively 
measure the deep impurities in Alo.2Gao.8As, deep level transient spectroscopy (DLTS) was 
employed to characterize the Alo.2Gao.8As layer. Schottky contacts, 700 /<m in diameter, were 
made by evaporating Au through a metal mask onto the AlGaAs surface immediately after etching 
in a freshly prepared H2S04:H202:H20 ( 2:1:10) solution for 15 seconds. Ohmic contacts were 
made by evaporating AuGe/Au on the n+-GaAs substrate, and alloying in a forming gas (95% N2 

+ 5% H2) atmosphere at 420 0C for 2 minutes. Our DLTS setup was made by Sula Technologies, 
and consists of DLTS and a double-correlator DLTS (DDLTS). The temperature scan range was 
from 30 to 380 K. Data was taken automatically by a computer through a high speed analog- 
digital converter board. 

3.  RESULTS  AND  DISCUSSIONS 

All samples show excellent surface morphology no matter what kind of carrier gases were 
used. The C-V results show that the undoped AlGaAs layers grown by H2 always have n-type 
background concentrations from 3x1015 to 10xl0i5/cc.The typical DLTS spectrum for an 
undoped-Al02Gao.8As layer of a standard run, which has a carrier concentration of 5.0x1015cm- 
3, is shown in Fig.l. Three main deep electron traps, El, E2 and E3, were observed with 
activation energies of 0.70, 0.53 and 0.30 eV. respectively. These traps are commonly observed 
in MOCVD-grown AlGaAs layers [4, 5]. The 0.53 (E2) and 0.70 eV (El) traps were associated 
with oxygen-related impurities which may come from source materials, reactor, carrier gas or 
their combinations. The 0.30 eV trap (E3) has been attributed to Ge contamination in source 
material and not related to carrier gas [4]. Therefore, the very low concentration (~ 1013/cc) of 
this E3 trap in our undoped-AlGaAs indicates that our source materials are in general purer than 
those reported by other groups which have E3 density around lOWcc [4]. This assured us that a 
clean base line was established for this experiment. A shallow electron trap E4 was also observed 
with an activation energy of 0.08 eV, which could be a shallow impurity level. 

The concentrations of oxygen-related traps (Ec-0.53 and 0.7 eV) are 0.2-9x1013 and 3.4- 
5xl0i4/cc for Pd- and Li-purified H2, respectively. The deep impurity density of AlGaAs grown 
using Pd-purified H2 is consistently lower than that of AlGaAs using Li-based purifier. In 
addition, the lifetime of Pd-cell is also longer than that of Li-based purifier. For example, the Pd- 
cell used in this experiment has been used for more than three years in our lab., however the Li- 
based purifier became saturated after 10 cylinders of H2 (volume -213 ft3/cylinder, 99.99% 
pure) were used. 

Figure 2 shows the DLTS spectrum. AlGaAs grown by N2 (without using any getter) is 
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p-type (background concentration, p~6xl0i6/cc) with an oxygen-related trap and two hole traps. 
The concentration of oxygen-related trap is more than one order of magnitude higher than that of 
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E3 
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Fig. 1. DLTS spectra of Al0.2Ga0.sAs using H2 as a carrier 
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Figure 2, DLTS spectrum of Al0.2Ga0.sAs using N2 as a carrier 
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Table 1. Deep impurity concentrations in AlGaAs using different carrier gases 

H2 purifier Sample # El: oxygen-related trap density (1/cc) 
or nitrogen 

H2(Pdcell) OM368 6.6X1013 
H2(Pdcell) OM374 8X1013 
H2 (Pd cell) OM377 9X1013 
H2 (Li-based) OM384 3.4X1014 
H2 (Li-based) OM404 5X1014 
H2(Pdcell) OM480 2X1012 
N2 OM481 1.8X1014 
H2(Pdcell) OM482 3X1012 

AlGaAs using Pd-purified H2. The deep impurity concentrations of different AlGaAs are listed in 
Table 1. The memory effect due to impurities left in the reactor and/or other source materials is 
also studied. As can be seen from table 1, the El trap densities of standard runs 480 and 482 are 
2x1012 and 3xl0i2/cc, respectively. The difference is very small. This suggests that the memory 
effect of impure carrier gas in source materials may be negligible as long as the residence time in 
source is not very long. However the long-term memory effect is unknown at present. 

Figure 3 shows the low-temperature (15K) photoluminescence spectra of tree samples 
using Pd- and Li-purified H2 and N2 as the carrier. The samples using H2 have similar PL 
spectra. The intensity of the near band edge peak (X^698 nm) is stronger if a Pd-purified H2 is 

T=15K, Slit width=l mm 

#480 (H2, Pd-cell), Laser power P=5.8 mW 

#404 (H2, Li-based purifier), P=6. 5 mW 

#481 no peak found (N2 carrier) 

685       690 695     700     705     710       715     720     725 

Wavelength (nm) 

Figure 3, PL spectra of Al0.2Ga0.sA 
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used. It indicates that Pd-purified H2 is purer than H2 purified by Li-based purifier. This result 
is also in good agreement with the DLTS results. On the other hand, no near band edge peak can 
be detected in sample using N2. However, a strong peak, shown in Fig. 4, located at the longer 

wavelength (X.-1063 nm) was observed for the first time in AlGaAs samples. It suggests that 
some unknown impurities were introduced when N2 was used. The radiative nature of this deep 
level is interesting and not being reported. A study is underway to understand its origin. 

MOCVD 481 PL SPECTRUM 

0 
0.9x10" 

10638   A 

T-15.1K 
Laser power=6 mW 
Sensitivity=10 mV 
Slit width=1 mm 

1.0x10* 4x104 1.1x10" 1.2x10" 13x10" 

WAVELENGTH (A) 

Figure 4, PL spectrum of Al0.2Ga0.sA using N2 as a carrier 

4. SUMMARY 

We have carried out a study to evaluate the purity of different gases commonly used in the 
semiconductor process. By measuring the deep impurity density in AlGaAs grown by MOCVD, 
we found that the lowest oxygen-related impurity was 2X10i2/cc by using Pd-purified H2 as a 
carrier. AlGaAs with poor optical quality and high impurity density was obtained when N2 was 
used as a carrier. 
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ATOMIC STRUCTURE OF DEEP LEVEL DEFECTS IN 

DIMETHYLALUMINUM METHOXIDE-DOPED GAAS 

Y. PARK AND M. SKOWRONSKI 
Department of Materials Science and Engineering, Carnegie Mellon University, Pittsburgh, PA 
15213 

ABSTRACTS 

GaAs epilayers doped with dimethylaluminum methoxide (DMA1MO), an alkoxide bearing a 
pre-formed Al-O molecule, have been investigated using local vibrational mode (LVM) 
absorption and deep level transient spectroscopy measurements. LVM measurements indicated 
that oxygen and aluminum atoms are incorporated into GaAs layer as a complex and remain 
bound in the volume of the crystal. Electron traps with activation energies of 0.74 and 0.93 eV 
below the conduction band are main deep level defects responsible for the electrical and optical 
properties of the layers. Interpretation of the relationship between trap concentration and growth 
conditions led to the conclusion that the 0.93 and 0.74 eV traps have the atomic structures in 
which oxygen atom is bonded to one (AlO) and two aluminum atoms (A120), respectively. 

INTRODUCTION 
Doping of GaAs with alkoxides bearing a pre-formed Al-O molecule has been investigated as 

a promising doping scheme to increase oxygen concentration in GaAs.[l-5] The basic idea of 

this new doping scheme is to introduce oxygen into a layer in a form of Al-O using the strong 

bond between aluminum and oxygen. Since oxygen is known to form deep level traps in 

GaAs,[6,7] the new doping scheme could find several applications in the growth of GaAs buffer 

layer and in the fabrication of ultrafast photoconducrive detectors; dimethylaluminum methoxide 

(DMA1MO) doping of GaAs was observed to compensate shallow donors[l] and to quench near 

band edge luminescence. [4] Several electron traps have been reported in alkoxide-doped GaAs at 

0.28, 0.44, 0.54, 0.71, 0.83, and 0.95 eV below the conduction band.[l,2,8,9] However, little 

is known about the atomic structure of those traps. 

In this study, we will address the atomic structure of the deep level defects induced by 

DMA1MO doping of GaAs based on the relationship between defect concentration and 

incorporation mechanism of the Al-O molecule. Also, this study could give an insight into the 

atomic structure of oxygen-related defects in AlGaAs; since DMA1MO doping results in both 

aluminum and oxygen incorporation into a layer, the DMAlMO-doped GaAs can be considered 

as Al^Ga^As with very small aluminum content. Although there is a large number of studies on 

oxygen incorporation into AlGaAs and resultant deep level defects,[10-13] their atomic structures 

are still in question. Precise control of aluminum and oxygen concentrations in a layer using 

DMA1MO is expected to give more reliable experimental data to approach this question. 
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EXPERIMENTAL PROCEDURE 

GaAs epilayers were grown by atmospheric pressure organometallic vapor phase epitaxy 

(OMVPE) with a horizontal reactor heated by infrared radiation. Substrates were (100) undoped 

semi-insulating GaAs wafers misoriented 2° toward [110]. Substrates were used as-received 

without cleaning or etching. The oxide layer on the surface was removed by a thermal 

desorption at 750°C for 10 minutes in the arsenic overpressure prior to growth. 

Trimethylgallium (TMG) and tertiarybutylarsine (TBA) were employed as starting compounds 

for the growth of GaAs in a flow of palladium-purified H2 carrier gas. The TBA and TMG mole 

fractions in a carrier gas flow of 4000 seem were 5.6xl0"4 and 5x10s, respectively. Typically, 

these conditions correspond to a growth rate of 1.5 |J.m/h at 600°C. 

Local vibrational mode (LVM) absorption measurements have been performed in the 300- 

1500 cm"1 range with a resolution of 0.1 cm'1 using a Bomem DA3 Fourier Transform Infrared 

spectrometer. For LVM absorption measurement, GaAs epilayers with a thickness of about 1.5 

|im were heavily doped with DMA1MO in the temperature range from 475 to 600°C. The 

samples were mounted on the cold finger of a cryostat cooled by a continuous flow of liquid 

helium. 
Deep level transient spectroscopy (DLTS) measurements were performed over the 

temperature range from 100-450 K with a Polaron DL 4600 system. GaAs epilayers were co- 

doped with DMA1MO and diethyltellurium to provide background free electron concentration for 

DLTS studies. Schottky diodes for DLTS measurements were fabricated by a thermal 

evaporation of gold in vacuum of 1x10s Torr. The reverse bias and filling voltages were -2.5 

and 1.0 V, respectively. 

RESULTS  AND  DISCUSSION 
Since both aluminum and oxygen produce high frequency localized vibrations in GaAs, LVM 

spectroscopy is a powerful tool for investigation of the atomic structure of DMA1MO doping- 

induced defects in GaAs. It is well-known that oxygen atom produces LVM lines at 730, 715 

cm'1 (at off-center substitutional arsenic site (Ga-0As-Ga)),[14-16] and at 845 cm"1 (at interstitial 

site bonding to Ga and As atoms).[14,17] An isolated substitutional aluminum atom in GaAs 

(Alaa) produces an LVM line at 361 cm"1 .[18] The LVM lines corresponding to the either form of 

isolated oxygen atom in GaAs were not detected in our DMAlMO-doped GaAs layers although 

the oxygen concentrations in the investigated samples were more than an order of magnitude 

above the detection limit; for example, the secondary ion mass spectroscopy measurement 

implies that the layer grown at 475°C contains 4x10" cm'3 oxygen concentration. The expected 

LVM sensitivity in epilayers with a 1 pm thickness is about 1018 cm"3. The absence of LVM 

lines due to the isolated oxygen atoms indicates that most oxygen atoms in the layers exist in a 
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form of complex defect with other species. The fact that DMA1MO doping results in the 

incorporation of both aluminum and oxygen into a layer[3] suggests that aluminum is the most 

likely impurity bonding to oxygen. If this is true, the intensity of the 361 cm'1 LVM line 

corresponding to the substitutional AL,, in pure GaAs should be a function of growth conditions 

because the oxygen concentration and the ratio of oxygen and aluminum concentrations in the 

DMAlMO-doped layers depend strongly on growth conditions, specially growth temperature.[3] 

Figure 1 shows a change of the 361 cm'1 LVM peak intensity versus growth temperature 

between 475 and 600°C. Since the layers have different thicknesses and different aluminum 

concentrations, the intensities of the peak were normalized to be obtained at the same number of 

aluminum atoms per area of the layers. As seen in Fig. 1, the 361 cm"1 LVM peak intensity 

decreases dramatically with decreasing growth temperature. This means that the concentration of 

the isolated AlGa decreases considerably at low growth temperatures. In other words, the number 

of Al-impurity complexes increases fast with decreasing growth temperature. Since the oxygen 

concentration increases exponentially with decreasing growth temperature,[3] oxygen is the most 

probable impurity bonded to aluminum. In layers grown at temperatures above 600°C, virtually 

all of aluminum atoms are expected to be present as isolated substitutional Al,,, centers because 

the [0]/[Al] ratio is much less than 1 .[3] From Fig. 1, the isolated AlGa at 475°C is determined to 

account for less than 25% of the total number of aluminum atoms in the layer. Combination of 

the above results lead us to the conclusion that DMA1MO doping produces Al-0 complex defects. 
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Fig. 1 Effect of growth temperature on the intensity of the 361 cm"1 local vibrational mode line 
due to the isolated AL. in GaAs. 
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No new LVM absorption line has been observed in the investigated range. At this point there is 

no more information to explain the failure of observation of LVM lines due to the Al-0 complex 

defects. 

Figure 2 shows a typical DLTS spectrum of a DMAlMO-doped GaAs layer grown at 600°C. 

Seven electron traps with activation energies of 0.93, 0.74, 0.58, 0.40, 0.37, 0.30, and 0.25 eV 

below the conduction band were observed in the investigated temperature range. Some of these 

traps correspond to the traps with similar activation energies reported in DEAlEO-doped 

GaAs.[8] The trap with an activation energy of 0.58 eV (00CS) is the well-known off-center 

substitutional oxygen.[19] The defects present in highest concentrations are the OA1 (E„=0.93 

eV) and OA2 (Ea=0.74 eV) traps, and the above LVM measurements suggests that they are most 

likely the Al-0 complex defects. Given a preference of oxygen atom being bonded to two atoms 

only (the off-center substitutional oxygen atom is also bonded to two atoms), the atomic 

configuration of the two complex defects should be the oxygen atom bonded to one (AlO) or two 

aluminum atoms (A120). 

As mentioned early, since the oxygen concentration and the ratio of oxygen and aluminum 

concentrations are dependent strongly on growth conditions, the relationship between the trap 

concentration and growth condition could give a clue to the atomic structure of the complex 

defects. The change of the OA1 and OA2 trap concentrations as a function of DMA1MO mole 
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Fig. 2 A typical DLTS spectrum of a DMAlMO-doped GaAs at 600°C. DLTS signal is in log 
scale. Reverse-bias voltage was -2.5 V with a trap filling pulse of 1.0 V for 1 ms. The rate 
window was 10 s'1. 
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fraction is shown in Fig. 3. As seen in Fig. 3, the OA1 trap concentration increases linearly with 

increasing DMA1MO mole fraction. On the other hand, the OA2 trap concentration shows 

different behavior; the ratio of OA1 and OA2 trap concentrations decreases by about a factor of 

three as DMA1MO mole fraction increases from 1.3x10s to l.lxlO'7. In other words, with 

increasing DMA1MO mole fraction the OA2 trap concentration increases faster than that of the 

OA1 trap (i.e. superlinearly). The rates at which the trap concentrations change could be related 

to the incorporation mechanism of aluminum and oxygen. It has been observed that oxygen 

concentration at 600°C increases quadratkally with increasing DMA1MO mole fraction.[3] This 

superlinear increase of oxygen concentration was attributed to the reaction of Al-0 molecule with 

aluminum adatom on the growth surface, producing oxygen atom bonded to two aluminum 

atoms. The resultant stronger bonding of oxygen with two aluminum atoms could increase the 

possibility of oxygen incorporation into a layer. Also, it seems that the probability of such a 

reaction increases with increasing DMA1MO mole fraction, which is responsible for the 

superlinear increase of oxygen concentration. This incorporation mechanism implies that with 

increasing DMA1MO mole fraction the number of oxygen atom bonded to two aluminum atoms 

increases superlinearly. From the above argument we can draw the conclusion that the OA2 trap 
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Fig. 3 Dependence of the OA1 and OA2 trap concentrations on DMA1MO mole fraction in 
the layer grown at 600°C. The OA2 trap concentrations are shown as the ratio of 
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(Ea=0.74 eV) has the atomic configuration of oxygen atom being bonded to two aluminum 

atoms (A120); the OA1 trap (Ea=0.93 eV) is due to the configuration of oxygen atom being 

accompanied by only one aluminum atom (AlO). However, further study is necessary to have a 

direct spectroscopic evidence to determine the exact location of atoms and bonding arrangements. 

SUMMARY 

GaAs epilayers doped with DMA1MO during OMVPE has been investigated using LVM 

spectroscopy and DLTS. LVM absorption measurements proved that DMA1MO doping of GaAs 

produces Al-O complexes in the volume of the layers. Seven electron traps were observed in 

DMAlMO-doped GaAs at 0.93, 0.74, 0.58, 0.40, 0.37, 0.30, and 0.25 eV below the 

conduction band. Among the traps the 0.74 and 0.93 eV traps were main deep level defects 

responsible for the electrical and optical properties of DMAlMO-doped GaAs epilayers. Careful 

interpretation, based on the incorporation mechanism of Al-O molecule during the growth, of the 

relationship between trap concentration and growth condition led to the conclusion that the 0.93 

and 0.74 eV traps have the atomic structures in which oxygen atom is bonded to one (AlO) and 

two aluminum atoms (A120), respectively. 
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INTENTIONAL DEFECT INCORPORATION IN METALORGANIC VAPOR PHASE 
EPITAXY INDIUM GALLIUM ARSENIDE BY OXYGEN DOPING 

J. W. HUANG AND T. F. KUECH 
Department of Chemical Engineering, University of Wisconsin, Madison, WI 53706 

ABSTRACT 

Intentional defect incorporation in metalorganic vapor phase epitaxy (MOVPE) 
InxGai_xAs was achieved by controlled oxygen doping using diethylaluminum ethoxide 
(DEALO). DEALO doping has led to the incorporation of Al and O, and the compensation of 
shallow Si donors in InxGai_xAs:Si with Osxs 0.25. DLTS analysis on a series of InxGai_ 
xAs:Si:0 samples with 0 s x £ 0.18 showed that oxygen incorporation led to a set of deep levels, 
similar to those found in DEALO doped GaAs. The characteristic deep levels appear to remain 
at a relatively constant energy with respect to the valence band. 

INTRODUCTION 

High resistivity Ino.53Gao.47As is of current interest for a variety of applications, such as 
1.5 urn range photodetectors and device isolation in high speed signal processing. Nominally 
undoped epitaxial Ino.53Gao.47As typically contains residual shallow impurities, rendering a net 
free electron concentration in excess of lxlO15 cm"3 [1]. The controlled introduction of transition 
metals has been used to incorporate deep levels for the compensation of these net shallow 
impurities. High resistivity Ino.53Gao.47As has been grown using Fe [1]. The use of Cr, 
however, leads to the formation of a shallow donor-like center [2]. Transition elements generally 
exhibit a high thermal diffusion coefficient, and the resulting deep level concentrations may also 
be restricted due to solubility limit. We have considered the use of oxygen as an alternative route 
for the controlled formation of mid-gap states in Ino.53Gao.47As. Oxygen is known to be a 
common source of deep level centers in most semiconductors. Its presence in GaAs and 
especially AlxGa^.xAs compensates shallow donors and reduces luminescence efficiency [3]. 
Recently, intentional oxygen incorporation into MOVPE GaAs with alkoxide precursors has been 
developed [4, 5], and has led to high quality GaAs with oxygen concentrations ranging from 
10*5 to 10^0 cm"3. The oxygen-related multiple deep levels within the GaAs bandgap [6] result 
in a room temperature resistivity greater than 5x10^ Q-cm [7] and sub-picosecond free carrier 
lifetime [8]. The major deep electron traps were determined to be at -0.75 eV and -0.95 eV 
below conduction band (Ec) [6]. Oxygen may therefore be a promising candidate for the 
formation of semi-insulating Ino.53Gao.47As. 

We have extended the use of diethyl aluminum ethoxide (DEALO, (C2H5)2A10C2H5) 
[5] as a molecular dopant to intentionally co-introduce Al and O into MOVPE InxGai_xAs. We 
have systematically grown a series of InxGai_xAs:SkO samples with x at 0, 0.06, 0.12, 0.18, and 
0.25 to follow the variation of electrical properties, as well as the deep level structure, as a 
function of In content. DEALO doping in Ino.53Gao.47As was then performed. Similar 
approaches have been reported in the study of the intrinsic EL2 defect in nominally undoped 
InxGaj.xAs grown by ASCI3 vapor phase epitaxy process [9], MOVPE [10], and molecular 
beam epitaxy [11]. In general, the determination of the concentration and nature, as well as the 
control over such native defects are much more difficult than intentional doping. As a contrast, 
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the ability to manipulate the deep level impurity incorporation via DEALO doping in MOVPE 
process would provide us with a direct route for identifying the role of oxygen and its effects on 
the properties of InxGai_xAs as well as other compound semiconductors. 

EXPERIMENTAL PROCEDURES 

All samples were grown in a conventional horizontal low pressure (78 Torr) MOVPE 
reactor [5], using trimethyl gallium (TMGa), trimethyl indium (TMIn), and arsine (ASH3). 
InxGai_xAs samples were grown on Si-doped n+ (100) GaAs substrates with 2° off toward 
(110). Disilane (Si2Hg) was employed for n-type Si doping, and DEALO was used for oxygen 
incorporation. The growth temperature was 600 °C and the V/III ratio was 40 to 60. A typical 
growth rate was 0.035 [im/min. A step-graded buffer layer was grown first before the thick 
InxGai_xAs layer (1 \im or more) to allow the growth of low dislocation density InxGa2-xAs 
epilayers on GaAs. The growth details will be published elsewhere [12]. The In composition of 
the top thick InxGai_xAs layers was determined by electron microprobe analysis using GaAs and 
InAs wafers as standards. Measured In content was found to be very close (within 0.5% atomic 
composition) to the nominal value over the range of 0.06 <, x s 0.53. 

The growth-property relationship was obtained by growing multilayer InxGaj_xAs:Si:0 
samples with a growth sequence in which only the DEALO mole fraction was varied in a 
stepwise fashion. The growth temperature, V/III ratio, and Si2Hö mole fraction were kept 
constant throughout. Si doping together with oxygen is necessary to supply the background free 
carrier concentration for electrical measurements. The bottom and top layers of the samples 
were grown without DEALO and served as an internal standard in the same growth run. The 
physical concentration depth profiles of Al, O, and Si were obtained by secondary ion mass 
spectroscopy (SIMS). Electrical properties of these same samples were also studied by 
electrochemical capacitance-voltage (EC-V) profiling. Additional single layer (~ 1 \im thick) 
samples were grown on top of the grading layers for deep level transient spectroscopy (DLTS) 
measurements. Even with these grading layers, the possibilities of misfit dislocation-induced 
deep level states [13], acting as traps and affecting DLTS spectra, can not be completely ruled 
out. Therefore, complementary single layer InxGai_xAs:Si without DEALO were also grown as 
control samples. For DLTS measurements, back side Au/Ge/Ni/Ti/Au ohmic contacts were first 
alloyed to the n+ GaAs substrates. Front side Au contacts were then deposited using a standard 
lithography and lift-off process. Due to the shrinkage of the InxGai_xAs bandgap at higher In 
content, the largest value of x was limited to 0.18 to ensure good rectifying behavior of the Au 
Schottky diode over the temperature range of investigation (77-410 K). Conventional DLTS 
scans were performed using double boxcar correlators [6]. 

RESULTS 

Oxygen Incorporation Behavior in InxGai_xAs 

Multilayer samples of InxGa^.xAs:Si:0 were grown and studied with x at 0, 0.12, and 
0.25. The x = 0 case would be the GaAs:Si:0 material which we have previously reported [5]. 
The surface morphology on these lower In composition samples was specular. The use of a step 
graded buffer layer has, however, led to cross-hatching patterns, characteristic of dislocation 
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Fig. 1 The profiles of SIMS Al, O, and Si, 
and EC-V carrier concentration of an 
In0.25^0.75As:Si:0 multilayer sample 
grown at 600 °C and V/III ratio 60 
with varying DEALO mole fractions. 

DEALO MOLE FRACTION 

Fig. 2 The concentrations of Al and O and 
free carrier concentration reduction 
(A(Nd-Na)) as a function of DEALO 
mole fraction at different x in 
InxGai_xAs:Si:0. 

formation, on all our InxGa^.xAs (x > 0) samples with smooth areas between the cross-hatching 
lines. Typical SIMS profiles of O, Al, and Si are shown in fig. 1 for x = 0.25. Stepwise increase 
of Al and O concentrations is noted as DEALO mole fraction was increased toward the substrate. 
SIMS detection limit for oxygen is ~ lxlO18 cm"3, and the high oxygen densities in the surface 
layers were attributed to the contribution of particles present on the surface during SIMS 
profiling [14]. While Si2Hö mole fraction was kept constant throughout the growth of this 
sample, the Si profile in fig. 1 indicates that Si incorporation was slightly enhanced at higher 
DEALO mole fractions. The effect of DEALO mole fraction on the incorporation of O and Al 
into InxGai_xAs:Si:0 is summarized in fig. 2. A linear dependence of the Al content on DEALO 
mole fraction is noted, independent of In composition, while the oxygen incorporation exhibits a 
highly non-linear power law relationship. Most of the oxygen densities in samples with x = 0 and 
0.12 are beyond the SIMS detection limit. Oxygen content in fig. 2 is usually lower than that of 
Al, but exceeds that of Al at high DEALO mole fractions. 

Similar multilayer growth approach was extended to Ing 53GaQ.47As:Si:0. The surface 
of DEALO-doped Ino.53Gao.47As, however, was rough and textured which was visible to the 
naked eye as a surface haze. The rough surface has led to a smearing out, and subsequent 
degradation, in the depth resolution of the SIMS profiles [14], and only broad, non-abrupt 
profiles were obtained. Two additional 3 \im thick, single layer DEALO-doped Ino.53Gao.47As 
samples were grown with low DEALO mole fraction at lxlO"6 and 2xl0"6. The surface was 
found to be partly hazy, indicating a non-uniform doping in Ino.53GaQ.47As:0, and the size of 
the hazy area was also found to be increasing with DEALO mole fraction. 

Electrical Properties of InxGai_xAs:Si:Q 

Free electrons from Si donors in InxGa^.xAs were found to be compensated due to 
DEALO doping. A comparison between SIMS and EC-V profiles in fig. 1 clearly correlates the 
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reduction of free carrier concentration (An = nnoosygi.„ - nwiUl oxygen) with the increase in oxygen 
content. For InxGai_xAs with x = 0, 0.12, and 0.25, Si2Hg mole fractions in all samples were 
adjusted so that free carrier densities of the top InxGa^.xAs:Si layers were all ~ 3-4xl017 cm"3. A 
higher DEALO mole fraction was found to be required to produce a similar An, as illustrated in 
fig. 2, when x was increased. A non-linear power law dependence of An on DEALO mole 
fraction in all samples is also noted, indicating that the observed compensation is more related to 
oxygen than to Al. Given the Al contents, as shown in fig. 2 to be independent of x, and the 
available oxygen concentration data from SIMS analysis in fig. 2, the incorporation of oxygen 
from DEALO should also be independent of x. The change in the degree of compensation with 
In composition would then be related to the variation in the depth and concentration of the 
oxygen related deep levels. 

EC-V profiling on a similar multilayer Ino.53GaQ.47As:Si:0 sample with hazy surface 
morphology indicates that the layers doped with DEALO has a higher free carrier density than 
those of non-DEALO doped. One possible reason for this observation would be the enhanced Si 
incorporation due to DEALO doping as seen in the Si SIMS profile in fig. 1. Additionally, a 
change in oxygen deep level structure in the bandgap of Ino.53GaQ.47As could also be 
responsible. Hall measurements on the specular parts of the single layer DEALO-doped only 
Ing.53Gao.47As samples have led to room temperature electron density ~ lxlO16 cm"3, mobility ~ 
3000 cm2/V sec, and resistivity ~ 0.2 Q-cm, similar to the results of undoped Ino.53Gao.47As. 
The resistivity on the hazy parts, however, was found to decrease by a factor ~ 10. 

Oxygen-related deep levels associated with the observed compensation in fig. 2 were 
investigated by performing DLTS analysis on a series of single layer InxGai_xAs:Si:0 samples 
for x equal to 0, 0.06, 0.12, and 0.18. Complementary DLTS scans were also carried out on a 
series of no-oxygen doped InxGaj.xAs:Si samples with the same x values and Si concentrations. 
No DLTS peak was detected over the temperature range of scan in these Si-doped control 
samples, indicating that the effects of dislocation or strain induced deep levels on the DLTS 
spectra are not significant in non-DEALO-doped InxGai_xAs. The intrinsic EL2 defect with 
concentration s 1.5xl014 cm"3 [10] is beyond our DLTS detection limit at the doping level ~ 
3xl017 cm"3. Features in DLTS spectra of InxGaj.xAs:Si:0 can thus be attributed exclusively to 
DEALO doping. Typical DLTS spectra are shown in fig. 3 with rate windows at 11.6 and 
1162.8 sec"1. Activation energies for peaks in fig. 3 were obtained through the standard 
Arrhenius plots [6]. Assuming negligible capture barrier heights, these activation energies are 
taken to be the energy differences between Ec and deep levels. All DLTS spectra in fig. 3 were 
adjusted to produce a comparable DLTS signal levels. The factors of adjustment, as labeled in 
fig. 3 and reflecting the difference in deep level concentrations, are found to be consistent with 
the differences in A(Nd-Na) as shown in table I. 

The DLTS spectrum of x = 0 (fig. 3 (a)) is essentially the same as what we have 
previously reported [6], with major deep levels at Eo-0.73 (#2) and 0.93 (#1) eV along with some 
other minor levels at Ec-0.53 (#3) and 0.31 eV. Similar multiple oxygen-related deep levels were 
also found to be present at x = 0.06, as shown in spectrum (bl) of fig. 3 with a major peak #2 at 
Ec-0.66 eV and two other shoulder peaks (#3 at Ec-0.48 eV, and #1 of which the exact energy 
level not resolved). A comparison between spectra (a) and (bl) indicates that, as the bandgap 
was decreased upon alloying with In, the general shape of the DLTS spectrum was essentially 
unchanged with #2 remaining as the major peak, but the emission energies (to Ec) of all deep 
levels were reduced. A similar trend was also observed in fig. 3 when x was increased to 0.12 



TAB    255    25Ö    3ÖÖ~ 

TEMPERATURE (K) 

Fig. 3 DLTS spectra of InxGa^xAsiSkO 
with x = (a) 0, (bl) 0.06, (b2) 0.06, 
(c)0.12, (d) 0.12, and (e) 0.18. 
Measurement conditions for (a) and 
(bl) are : reverse bias -1 V, pulse 
height 1 V, width 0.1 ms, period 
500 ms, rate window 11.6 sec"l. 
Measurement conditions for (b2), 
(c), (d) and (e) are : reverse bias 
-0.5 V, pulse height 0.5 V, width 
0.1 ms, period 20 ms, rate window 
1162.8 sec"1. 

Table I. InxGa^.xAs DLTS samples in fig. 3. 
Njj-Nj were determined by EC-V 
measurements and in the unit of 
lxl017( 

Nd-Na 
(Si only) 

DEALO mole 
fraction (xlO"6) 

Nd-Na 
(Si/O) 

A(Nd-Na) 

(a)0 1.0 0.75 0.6 0.4 
(b) 0.06 3.5 3 2.0 1.5 
(c) 0.12 3.0 5 0.5 2.5 
(d)0.12 3.0 4 1.8 1.2 
(e) 0.18 4.1 5 2.4 1.7 

(peak #2 and #3 at Ec-0.60 and 0.46 eV) 
and 0.18 (peak #2 and #3 at Ec-0.54 and 
0.41 eV). The effect of oxygen doping 
level on deep level structure is also 
illustrated in fig. 3 where the DEALO mole 
fraction was varied in two otherwise 
identical x = 0.12 samples ((c) and (d) in 
table I). Two major peaks, #2 and #3, 
exhibit a shift in relative peak heights, and 
this shift is directly related to the change in 
DEALO doping level. This observation is 
very similar to the GaAs:Si:0 case (fig. 3 
(a)) where the height of peak #2 would be 
reduced relative to peak #1 at lower 
DEALO mole fraction [6]. The DLTS 
spectral comparison of x = 0.12 and x = 
0.18 indicates that peak #3 dominated over 
peak #2 at x = 0.18. 

DISCUSSION 

The smooth shift in DLTS peak 
energy in fig. 3 suggests that the same set 
of defect configurations or charge states are 
responsible for the DLTS peaks in samples 
with different In content, similar to the case 
of EL2 defect in undoped InxGa^.xAs [9. 
10, 11]. We have therefore labeled the 
corresponding peaks accordingly in fig. 3. 
We have previously attributed the observed 
multiple peaks in GaAs:Si:0 to the 
variations in local defect atomic 
configurations, specifically the number of 
Al nearest neighbors to oxygen [6]. A 
recent study [15] on intentional oxygen 
doping of GaAs using dimethylaluminum 

methoxide has reported similar 
DLTS spectra as in fig. 3 (a), and 
assigned peak #3 as an isolated 
off-center substitutional oxygen 
(Ga-O-Ga). The major traps, 
peaks #2 and #1, were attributed 
to complexes of Al and O 

involving two and one Al atom 
respectively. In both studies, 

oxygen is incorporated through the Al-O molecular doping precursors. The weaker In-0 bond 
(86 kcal/mole), when compared to the Al-O (121.3 kcal/mole) or Ga-O (91 kcal/mole) [16], 
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would indicate that the oxygen-related defect 
should still be dominated by the local 
configuration of Al-O bonds in DEALO-doped 
InxGai_xAs. 

Based on DLTS results of this study, 
InAs/GaAs valence band (Ev) offset at 0.17 eV 
[17], and the bandgap energy of InxGai_xAs at 
300 K [18], the deep level evolution of InxGai_ 
xAs:Si:0 as x is increased is depicted in fig. 4 
relative to Ev of GaAs. The deep levels #2 and 
#3 appear to remain relatively constant with 
respect to Ev, in contrast to the rapid decrease in 
Ec of InxGai_xAs with x. The relative invariance 
of the oxygen-induced deep level states with 
respect to Ev could have resulted in the reduced 
compensation in InxGai_xAs (Osxs 0.25) with 
larger x, and the high electron concentration in 
Ino.53Gao.47As, as one or more of these deep 
levels become resonant with Ec. 

CONCLUSION 
The defect engineering in MOVPE InxGai_xAs by controlled oxygen doping using 

DEALO was studied. DEALO doping has led to the incorporation of Al and O, and the 
compensation of shallow Si donors in InxGai_xAs:Si with Osxs 0.25. DLTS analysis on a 
series of InxGai_xAs:Si:0 samples with 0 s x s 0.18 showed that oxygen incorporation led to a 
set of deep levels, similar to those found in DEALO doped GaAs. The characteristic deep levels 
appear to remain at a relatively constant energy with respect to the valence band. 

IS   20  25   30  35  40  45  SO   55   60 

In COMPOSITION (%) 

Fig. 4. Deep level structure evolution of 
InxGai_xAs:Si:0 based on DLTS 
results. All energies referenced 
on GaAs Ev. 
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THE ULTRAFAST CARRIER DYNAMICS IN SEMICONDUCTORS: THE ROLE OF 
DEFECTS 
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ABSTRACT 

The presence of point defects is expected to influence the properties of free carrier in 
semiconductors. We have used the techniques of ultrafast laser spectroscopy to characterize the 
dynamics of photoinjected carriers in several III-V semiconductors grown at low temperature. The 
initial scattering time and the lifetime of the carriers become very short at low growth temperatures. 
Results obtained with low-temperature grown III-Vs are compared to those obtained with III-Vs 
grown at normal temperatures and amorphous silicon. 

INTRODUCTION 

Many semiconductor optoelectronic devices such as photoconductive switches and 
photodetectors must operate in the multi-GHz regime. This requires a photoinjected carrier lifetime 
or trapping time of ~ 1 picosecond, which can be achieved by appropriate defect engineering. There 
are at least two important challenges. One is to identify the defects that not only produce such an 
ultrafast response time but also yield acceptable electrical properties and acceptable long-term 
stability. The second is to understand the detailed role of the defects and eventually manipulate them 
to achieve the desired functionality. We report some of the results of a large-scale study of the 
ultrafast carrier dynamics in semiconductors containing specific defects. Femtosecond time-resolved 
luminescence and photoinduced absorption measurements have been performed using several laser 
sources tunable from the ultraviolet to past 1.5 p.m. We present and discuss results obtained mostly on 
low-temperature (LT) grown III-V semiconductors, including GaAs, InGaAs, InP, and InGaP. Despite 
large differences in key properties such as the dark conductivity and position of the defect levels, the 
ultrafast optical response of these materials is surprisingly similar. In particular, we focus on the 
decrease of the carrier lifetime as the growth temperature decreases and the differences in the 
properties of free carriers between LT III-Vs and normally-grown III-Vs. Some qualitative similarities 
between the behavior of LT III-Vs and that of silicon samples containing a large number of defects, 
such as a-Si:H, (J,c-Si and porous Si, are pointed out. 

LOW-TEMPERATURE GROWN III-Vs. 

For epitaxial growth of III-V semiconductors, the substrate temperature Ts is one of the most 
important parameters that control the growth mechanism and the quality of the layers. The standard 
growth temperature is near 600°C for GaAs and many other III-Vs. When Ts is lowered towards 

200°C in GaAs, the layer remains crystalline but the mobility and carrier lifetime decrease 
substantially [1]. When Ts is around 200°C, the film contains approximately 1% excess arsenic and 

contains a large density of defects (mostly arsenic antisites, at the level of greater than 10^ cm"3). 
After annealing above 600°C under an arsenic overpressure, the properties of LT GaAs are a dark 
resistivity of 10" Q.cm, a breakdown field of 5x10^ V.cnr', a trap density of 10'9 cm"3, and a 
carrier lifetime below 1 ps. Annealed LT GaAs also contains arsenic clusters which may play a role in 
achieving these properties. Because of the short carrier lifetime, this material is attractive for devices 
where the response time must be in the picosecond time domain and at least one commercial device 
made of LT GaAs is available [2], for detection of ultrashort optical pulses having a photon energy 
above the bandgap of GaAs (Eg=l .4 eV). 

It would be highly desirable to have other LT III-Vs. For example LT InGaAs lattice matched 
to InP could be used for high speed photodetectors that can detect 1.5 |im light, which is the 
wavelength of choice for long distance, high speed optical fiber communications. We have grown 
several LT III-Vs, including LT GaAs (Eg = 1.4 eV), InP (Eg = 1.3 eV), LT InGaP lattice matched to 
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GaAs (Eg = 1.9 eV), and LT InGaAs lattice matched to InP (Eg = 0.73 eV). Although, as we will 
demonstrate, the fast optical response of the four LT III-Vs are similar, many of their other properties 
are different. Both LT GaAs and InGaP [3] have a large dark resistivity, whereas LT InGaAs is n-type 
with a concentration of ~ 10^ cm*' [4] and LT InP is n-type with a concentration well above 10*° 
cm"3[5]. The difference in residual carrier concentration results from the position of the defect 
levels. For example, in LT GaAs, the dominant defect is the arsenic antisite and it is located near the 
mid gap, whereas in LT InP, a phosphorus antisite related donor level appears to be degenerate with 
the conduction band. Note however that only LT GaAs has been studied extensively and that the 
precise assignment of defect levels in all other LT III-Vs remains unknown. 

SAMPLES 

The samples were grown by molecular beam epitaxy at temperatures between their respective normal 
growth temperatures and temperatures as low as ~ 150°C. The LT GaAs films were grown under the 
standard LT growth conditions. A sacrificial AlGaAs layer was grown between the GaAs substrates 
and the LT GaAs films, and the LT GaAs films were separated from their substrate by the lift-off 
technique [6]. The 0.2 urn-thick LT InP films were grown at 200°C and 300°C [7]. A 0.5 urn 
Inrj 53Gao 47AS sacrificial layer was grown between the InP substrates and the LT InP films, and the 
LT InP films were separated from their substrate by the same lift-off technique. The LT 
Ino 53Garj 47AS films were grown at various temperatures ranging from 600°C to 200°C. Because 
the InP substrate is transparent to InGaAs bandgap radiation, the LT InGaAs layers were not detached 
from their substrates. Some films were subjected to an annealing step at a modest temperature and 
other films were intentionally doped with Be. The film thickness varied from < 1 urn to > 3 um. The 
LT InGaP films were grown at 200°C and 300°C on GaAs wafers which were then selectively etched 
[8]. Part of the 200°C film was subjected to an annealing step at a modest temperature. The film 
thickness varied from 0.5 um to 1 urn. LT GaAs has been observed to become polycrystalline or even 
amorphous at film thicknesses of 0.2 p.m to 2 urn depending on the growth conditions, as seen by 
electron microscopy, X-ray diffraction and electron diffraction [9]. All layers reported in this study 
were single crystalline. Figure 1 presents the Raman spectrum of a very thick LT GaAs grown with a 
small amount of P to make it lattice-matched to the GaAs substrate. The Raman spectrum is typical of 
a high-quality single-crystal with the (100) orientation. 

EXPERIMENTS 

Three femtosecond light sources were used in our experiments: a colliding-pulse mode- 
locked (CPM) dye laser, amplified by a copper vapor laser, an additive-pulse modelocked (APM) 
NaCl laser, amplified by a Nd:YAG laser, and a self-modelocked titanium sapphire (Ti:S) laser. The 
CPM laser produces 100 fs pulses, centered at 2 eV (620 nm), at a repetition rate of 100 MHz. After 
amplification at 8.5 kHz, the pulses can be used to produce a white light continuum from which 100 
fs long pulses with a wavelength from 550 nm to 850 nm can be selected. The APM laser produces 
200 fs pulses, tunable between 1.5 |lm and 1.65 um, at a repetition rate of 76 MHz. After 
amplification at 1kHz, the pulses can be used to produce a white light continuum from which 200 fs 
long pulses with a wavelength from the visible range to past 2 um can be selected. The Ti:S laser 
produces sub-100 fs pulses, tunable between 800 nm and 880 nm, at a repetition rate of 85 MHz. 
These pulses are not amplified. 

Our typical configuration is the pump-probe geometry. The pump, chosen to be above the 
bandgap of the LT III-V, injects electrons and holes in the conduction and valence bands 
respectively. The transient changes in optical properties induced by photoinjection, most notably the 
changes in transmission, are recorded as a function of time following photoinjection by monitoring 
the change in transmission of a probe beam. Since the pump and probe beams are generated from 
the same laser pulse, they are synchronized and thus the time delay between the pump and the probe 
is simply set by increasing the probe beam path. With the CPM and APM systems, the probe 
wavelength can be tuned independently of the pump wavelength, allowing simultaneous temporal and 
spectral spectroscopy. In all these experiments, the ultimate time resolution is set by the pulse 
duration. One additional series of experiments was performed in the time-resolved 
photoluminescence up-conversion arrangement. In this case, the luminescence emitted by the 
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Figure   1 
Raman spectrum of a 5 nm-thick LT GaAs that 
contains just enough P to make it lattice-matched 
to the GaAs substrate. The ratio between the LO 
and TO phonon intensities shows that the film 
maintains the (100) orientation of the substrate and 
is of high crystalline quality. 

Figure  2 
Transient reflectivity data obtained from NG InP 
and LT InP. The pump is at 620 nm (2 eV) and the 
probe wavelength varies. A spectral hole burning 
near t=0 ps is seen only in the NG InP. 

0.0     1.0      2.0 
Time (ps) 

0.5 1.0 1.5 
Time (ps) 

Figure  3 
Transient luminescence data obtained from InP 
grown at (a) 300°C and (b) 200°C. The dashed line 
shows the pump pulse. For the 200°C sample, the 
rise time appears to be instantaneous and the decay 
is much faster. 
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recombination of electrons and holes following photoinjection with a 100 fs, 2-eV pulse is mixed in a 
nonlinear crystal with another part of the pump pulse that is appropriately delayed. As a result, the 
decay of the photoluminescence can be measure with 100 fs time resolution. 

RESULTS 

Figure 2 contrasts pump-probe reflectivity measurements performed on normally-grown 
(NG) and LT InP after photoinjection with a 2-eV pump [10]. In LT InP, all the traces are 
qualitatively similar, independent on the probe wavelength. In contrast, the response of the NG InP is 
probe wavelength dependent during the first 100-200 fs: at probe wavelengths longer than the pump 
wavelength, the reflectivity first decreases, whereas at probe wavelengths shorter than the pump 
wavelength the reflectivity increases immediately. As discussed in Ref. 10, the reflectivity traces of 
NG InP are typical of a short-lived hole burning, produced by the fact that it takes -100 fs for the 
photoinjected carriers to leave the conduction and valence band states where they are been produced. 
We call this time the dwell time. The lack of hole burning in LT InP seen in reflection (Fig. xx) and 
transmission (Ref. 7) suggests that the dwell time is much shorter than the pulse duration of 100 fs. 

The results of the up-conversion luminescence measurements performed on LT InP and 
shown in Figure 3 support this conclusion [7]. The luminescence efficiency, measured at the peak of 
the spectrum near 880 nm, is lower by one order of magnitude in the 200°C sample because the 
incorporation of more phosphorus produces a larger density of point defects. The luminescence 
decays exponentially with a time constant of 0.5 ps for the 200°C sample and 1.6 ps for the 300°C 
sample. This time constants describe carrier trapping and not recombination, as can be seen from the 
pump-probe measurements [7]. The rise time of the bandgap luminescence is instantaneous, despite 
the fact that the carriers are injected high in the band. This indicates that a large number of electrons 
(holes) reach the bottom (top) of the conduction (valence) band within 100 fs or less. In NG III-Vs, 
the rise time of photoluminescence can be as long as 1 ps or more [11], because elastic scattering and 
inelastic scattering of carriers with phonons takes place on a time scale of 150 fs. 

These results suggest that the presence of point defects not only reduces the free carrier 
lifetime but also strongly affects the properties of the carriers while they are in extended states. 
Because LT InP is n-type however it could be suggested that the extremely fast dwell time in fact 
results from electron-plasmon collisions, which have been demonstrated to lead to dwell times as short 
as 10 fs [12]. In order to check this hypothesis, femtosecond pump-probe experiments have been 
performed on other LT III-V. Figure 4 compares the photoinduced absorption measured near the 
bandgap of two LT GaAs samples after pumping at 2 eV. We observe that most of the photoinjected 
carriers reach the bottom of the band in a time that is ~ 100 fs in the 195°C sample and becomes 
comparable to what is seen in NG GaAs as the growth temperature increases. Thus, in LT GaAs, the 
presence of point defects decreases the dwell time to < 100 fs. Experiments performed on LT InGaP 
[8] and LT InGaAs lead to qualitatively similar conclusions. 

One question that may be asked is what is the density of point defects necessary to have a 
strong influence on the properties of carriers in the extended states. It is difficult to answer this 
question accurately because the density and the nature of the point defects are not easy to establish. 
We have performed femtosecond optical experiments that answer a related question, namely what is 
the density of defects that can trap a carrier. Figure 5 shows pump-probe transmission data obtained 
with near bandgap excitation in LT InGaAs for different photoinjected carrier densities. At low 
injected carrier density, the carrier lifetime is short because of efficient trapping on a subpicosecond 
time scale. As the injected carrier density increases, the traps become saturated and the apparent 
carrier lifetime increases. From this measurement, we estimate that the "active" trap concentration is > 
5xl018 cm"3 in this LT InGaAs sample. 

DISCUSSION 

The fact that point defects have a strong influence on the properties of free carriers in III-V 
semiconductors is not surprising when one considers that the presence of a large density of traps has 
the same effect in silicon. In the past, we have conducted systematic measurements of the properties 
of photoinjected carriers in a-Si:H [13] and u.c-Si [14], and recently we have extended these 
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Figure  4 
Comparison between the photoinduced changes in absorption 
measured at 890 nm, near the bandgap of LT GaAs grown at two 
temperatures. The rise time in the bleaching signal appears to be 
instantaneous for the 195°C sample, while it develops over - 1 ps 
for the 250°C sample GaAs. 

3ps 

Figure 5 
Transient transmission changes induced LT InGaAs 
for different pump intensities. The pump and the 
probe are 70 meV above the bandgap of NG InGaAs. 
The sample was Be doped and annealed at 450°C for 
10 minutes. The photoinjected carrier density 
corresponding to the slowing down of the recovery 
produced by trap saturation is estimated to be ~10ly 

_3 

Time (ps) 

measurements to porous Si [15]. These three types of Si contain a large number of defects and 
exhibit a free carrier lifetime ranging from -100 ps to < 1 ps. In a-Si:H, a material that contains 
-10^9 cm"3 bandtail states and ~10'6 cm" 3 midgap states, we have measured an initial scattering 
time of the order of 1 fs [16] and an energy relaxation rate approximately 10 times faster than in 
crystalline silicon [17]. These results are consistent with what has been presented in this paper: an 
ultrafast initial scattering time spreads the carrier distribution throughout the band and eliminates 
spectral hole burning, whereas an ultrafast energy relaxation time pushes the hot carriers toward the 
bottom of the band and leads to immediate near bandgap bleaching and luminescence. To go 
beyond a phenomenological interpretation of our results is beyond the scope of this paper, as this 
would require a detailed knowledge of the properties of the defects. 

In conclusion, we have performed a systematic study of the femtosecond optical response of 
various LT III-V semiconductors and found many similarities among them, including a large 
influence of point defects on the properties of free carriers. A. Lobad and B. Ucer acknowledge 
financial support by the Frank Horton Fellowship program. 
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ABSTRACT 

A series of carbon delta- and uniformly- doped GaAs and Alo.3Gao.7As films have been 
grown by solid source Molecular Beam Epitaxy using an electron-beam heated graphite rod as the 
dopant source. In contrast to heated filament carbon sources, this electron-beam source produces 
atomic carbon Ci, rather than C3 as the predominant species. The purpose of these experiments 
was to compare measured sheet carrier concentration of delta-doped GaAs and Alo.3Gao.7As films 
under fixed growth conditions and with similar carbon beam fluxes using this electron-beam 
source. The films were characterized by Hall-effect measurements. The Alo.3Gao.7As films have 
consistently higher hole sheet carrier concentrations than GaAs films with similar carbon fluxes. 
Delta-doped Alo.3Gao.7As sheet carrier concentrations of up to 2.2xl013 cm"2 were measured, and 
thin uniformly-doped Alo.3Gao.7As carrier densities were measured up to 5.7xl020 cm"3. The 
uniformly doped Alo.3Gao.7As films appear to have higher atomic carbon activation than this 
delta-doped Alo.3Gao.7As films. These results can be possibly explained in terms of several 
concurrent processes involving C-C pairing, stronger Al-C bonding, and dopant surface 
segregation taking place on the growth surface of the delta-doped layer. Photoluminescence 
intensity measurements of uniformly-doped GaAs shows degradation at hole concentrations 
greater than 1018cm"3 and bandgap contraction at hole densities greater than mid 1018cm" . 

INTRODUCTION 
In recent years, carbon doping in GaAs and AlxGai_xAs has been increasingly studied as 

an attractive replacement to Be as a p-type dopant. Previous studies have used a resistively 
heated graphite filament in MBE1,2 or carbon containing gas molecules in MOMBE3, CBE4, and 
MOCVD5 as a p-type dopant source. In this study, a unique electron-beam heated, graphite rod 
source6'7, where atomic carbon is the predominate species is used to delta- and uniformly- dope 
GaAs and Alo.3Gao.7As. This allows the effects of atomic carbon deposition on the surface to be 
studied. It has previously been shown using carbon filament sources, that a higher value of x in 
AlxGa].xAs resulted in increased hole densities8. In this experiment, measured carbon delta- 
doped GaAs hole sheet carrier concentrations are compared with Alo.3Gao.7As using this 
particular carbon electron-beam source. Measured uniformly-doped Alo.3Gao.7As layer hole 
density is also converted to equivalent two-dimensional sheet carrier concentrations and are 
compared to delta-doped Alo.3Gao.7As layers formed by growth interruption. The uniformly- 
doped GaAs photoluminescence intensity is measured and the effective bandgap narrowing effect 
is calculated. 
EXPERIMENTAL 

The carbon-doped GaAs and Alo.3Gao.7As layers were grown on indium-free (100) semi- 
insulating GaAs substrates mounted in a standard III-V Varian GEN II MBE apparatus. A 
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graphite rod-fed e-beam source was mounted on a 4.5 inch diameter flange located below the III-V 
source flange and liquid nitrogen cryoshoud. This arrangement has been described elsewhere9. 
Figure 1 shows a schematic diagram of the MBE system used in this experiment. 

QMS 
Controller 

MBE Growth 
/>> m \ Chamber 

Figure 1. Schematic MBE system showing electron beam sources, III-V sources and computer 
arrangement. 

The quadrupole mass spectrometer (QMS) has a line-of-sight to the graphite source and allows 
the carbon beam flux to be monitored during deposition of doped layers. The e-beam source 
acceleration voltage was maintained at 3.6KV while the deposition beam current was varied from 
100mA to 170mA. Before epitaxial layers were deposited, the graphite rod was heated for five 
minutes at 5mA above the maximum deposition beam current to outgas contaminates. Figure 2 
shows a typical QMS signal measured during the graphite outgassing process. 
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Figure 2. 64 averages of Quadrupole Mass Spectrometer (QMS) during an outgassing procedure 
of electron beam heated graphic rod is ploted versus atomic units. 

The the dominate species is Q followed by C3 and C2. The system's titanium sublimation pump 
was used to reduce the background CO gas concentration (m/e = 28) before the growths. Figure 3 
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shows an Arrhenius plot of relative concentration for the three evaporated carbon species 

detected by the QMS. 
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Figure 3. Arrhenius plot of carbon species (Cl, C2, and C3) from electron-beam heated graphite 

rod. 

The QMS intensities have been corrected for the contributions of fragmented background gases 
and for the species sensitivity factors10. Figure 3 also shows that the slope of the Ci curve 

changes as the source temperature is raised, indicating a variation in the mechanism producing the 
species. This is in contrast to the C2 and C3 curves which are linear within experimental error. 

The most reasonable explanation for this is that a portion of the thermal C2 and C3 fluxes are 

cracked by the electron beam, and when these fluxes become significant with respect to the Ci 

flux, the result is perceived as a change in the Q Heat of Sublimation. The carbon flux has been 

found to have a long decay time constant as the carbon source tip is consumed. To maintain 
carbon flux from growth to growth, the beam current was increased or the carbon rod was 
advanced. After advancing the graphite rod, outgassing and carbon flux calibration was necessary. 

The growth temperature was maintained at 585°C and growth rates between 1.0(im/hr 
and 1.5 |im/hr were obtained. Figure 4 shows the four structures used in this experiment. 
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Figure 4. Four structures used in this experiment to study the unique electron beam heated 

graphite rod. 
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Four set of samples were grown with As4 and V/III > 15. The first samples of delta-doped GaAs 
was grown on a 0.5|im undoped GaAs buffer layer. The delta doping was performed by 
terminating the Ga beam flux and depositing carbon for six seconds under an As4 overpressure. 
After depositing the carbon, a 0.25|im GaAs cap layer was immediately grown. The second 
sample set of delta-doped Alo.3Gao.7As sample was grown on O.3(0m undoped GaAs buffers 
followed by 0.2(xm undoped Alo.3Gao.7As layer. The delta-doping was performed by terminating 
the Ga and Al beam flux and depositing carbon for six seconds under As4 overpressure. Again 
without any delay, both Ga and Al beam fluxes were resumed to grow a 0.25|im undoped 
Alo3Gao7As layer followed by a 15nm GaAs cap layer. A third sample set of thin uniformly 
doped Alo.3Gao.7As samples was grown with similar conditions to the second set except the Ga 
and Al beam fluxes were not terminated during the six second carbon deposition. A fourth sample 
set of thick uniformly-doped GaAs samples was grown on a 0.5|im undoped GaAs buffer with 
various thicknesses of uniformly doped layers followed by a 15nm undoped GaAs cap layer. All 
the samples were electrically characterized by Hall-Effect measurements. The Van der Pauw- 
Hall samples were prepared by cleaving the samples into 7 by 7 mm squares. Ohmic contacts 
were made by placing pure indium balls on each of the corners and alloying in 85% N2 and 15% 
H2 forming gas at 350°C for 50 seconds. 

RESULTS 

Figure 5 shows 300K Hall mobility vs. hole sheet carrier concentration for delta-doped 
GaAs, delta-doped Alo.3Gao.7As, and thin uniformly-doped Alo.3Gao.7As samples (expressed in 
terms of two dimensional carrier density.) 
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Figure 5. Room temperature mobility verses hole sheet carrier concentration for delta doped 
GaAs, Alo.3Gao.7As and thin uniformly doped Alo.3Gao.7As expressed in terms of two 
dimensional carrier density. 

Delta-doped AlGaAs samples were found to have a larger sheet carrier concentrations than GaAs 
sampleswith similar carbon beam fluxes. A possible reason could be attributed to stronger Al-C 
bonding than Ga-C bond resulting in preferred carbon incorporation on As sites in Alo.3Gao.7As 
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". The thin, uniformly-doped Alo.3Gao.7As equivalent two dimensional (2D) carrier density is 
calculated by the following approximation: 

2D cone [cm"2] = (uniform doping cone, [cm-3]) (thickness [cm]) 

The approximate two-dimensional carrier density of these uniformly-doped samples show higher 
sheet carrier concentrations than that obtained from the growth-interrupted, delta-doped 
Al0 3Gao 7As structures. This suggests that atomic carbon was constrained from forming non 
radiative recombination centers in Alo.3Gao.7As12. For delta-doped Alo.3Gao.7As, energetic carbon 
was suspended on the epitaxial surface, thereby enhancing the probability of pairing. As growth 
was resumed, the buried carbon was inhibited from pairing13 and diffusing14. The surface 
morphology of the highest delta-doped Alo.3Gao.7As layer was degraded, and during the growth, a 
decrease in RHEED pattern intensity was observed. The RHEED intensity correlates well with 
surface morphology. 

Figure 6 shows photoluminance intensity measurements versus hole carrier concentration 
of uniformly doped GaAs. 
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Figure 6. Photoluminance and bandgap narrow effect versus carrier density for uniformly doped 
GaAs. 

The photoluminescence intensity decreases at hole densities > 1018cm"3. This is in good 
agreement with other carbon doping sources such as a filament15 evaporation. This drop is likely 
due to non-radiative recombination centers. Figure 6 also shows that the bandgap begins to 
narrow at hole concentrations above mid-1018cm"3. The bandgap was determined by linear 
extrapolation of zero crossing of PL intensity on the lower energy side of the peak. The effective 
bandgap narrowing effect was calculated by subtracting the undoped GaAs energy band-gap from 
measured doped GaAs energy band gap. This is in good agreement with results from uniform 
doped GaAs using a filament source16. Good surface morphology was maintained in all uniform 
doped GaAs samples. 

SUMMARY 

Higher sheet carrier concentrations were achieved with delta-doped (up to 2.2xl013 cm"2) 
Alo.3Gao.7As samples than with (up to 5.6xl012 cm"2) delta-doped GaAs samples.   The greater 
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hole sheet carrier concentration in Alo.3Gao.7As is likely due to higher carbon incorporation into 
As sites and reduced pairing as the result of stronger Al-C bonding as compared to Ga-C. Initial 
indications show that growth interruptions during delta-doping of Alo.3Gao.7As increased reactive 
carbon surface time and thereby increased the probability of pairing. Non-interrupted thin 
uniformly doped Alo.3Gao.7As appears to have a higher carbon incorporation efficiency relative to 
delta-doped Alo.3Gao.7As. This was deduced by calculating the equivalent two dimensional 
carrier concentration from the measured three dimensional carrier concentration. 
Photoluminescence intensity measurements on uniformly doped GaAs was found to decrease at 
hole densities greater than 1018cm"3, and bandgap compression occurred at hole carrier 
concentrations exceeding mid-1018cm"3 range. 
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ABSTRACT 

Formation of defects during Zn diffusion into undoped and Fe-doped InP single crystals at 
700°C has been observed by transmission electron microscopy for various diffusion conditions. 
The observations are correlated with Zn concentration profiles obtained by electron microprobe 
measurements and secondary-ion mass spectrometry. The results allow the conclusion that 
indiffusing interstitial Zn can occupy In sublattice sites via a kick-out reaction. Under 
appropriate diffusion conditions supersaturations of In self-interstitial atoms result leading to 
defect formation. Observations in Fe-doped InP suggest that Zn also replaces Fe on In 
sublattice sites leading to redistribution and to precipitation of Fe. 

INTRODUCTION 

Little is known about the diffusion behaviour of dopants in InP which, beside GaAs, is the 
most important material used in optoelectronic communication technology. Zn atoms 
substituting In on In sublattice sites act as p-dopants in InP. It is generally accepted that 
diffusion of Zn in InP at high temperatures occurs via an interstitial-substitutional exchange 
mechanism1-3 involving intrinsic point defects. From earlier analyses of the Zn concentration 
profiles obtained under various conditions of ampoule diffusion it has been concluded that Zn 
diffusion can be described by models based on a dissociative mechanism involving vacancies4. 
Previous investigations by transmission electron microscopy of InP single crystals after Zn 
diffusion showed that dislocations and precipitates are formed in the Zn-diffused crystal 
region5, and a model for defect formation based on a kick-out diffusion process has been 
recently suggested." 

In this paper we compare the results of a transmission electron microscopy investigation of 
defects formed in Zn-diffused InP crystals with Zn concentration profiles obtained by electron 
microprobe measurements and secondary-ion mass spectrometry on the same samples. Effects 
of diffusion source composition and InP substrate doping by Fe are shown. 

EXPERIMENTAL TECHNIQUES 

Zn was diffused into nominally undoped and semi-insulating Fe-doped (Cpe=1.2xl017 

cm-3) LEC InP single crystals with a dislocation etch pit density of less than 105 cnr2. 
Diffusion anneals were carried out in Ar-flushed and sealed quartz ampoules (ampoule volume 
~ 8 cm3) at 700°C for 80 min or 900 min. Diffusion sources of pure Zn or of Zn and P in 
weight ratios of 5 : 1 (Zn5PJ) or 1 : 1 (Z^P1) with total Zn amounts ranging from 3 to 7 
milligrams were used. After the diffusion anneals the ampoules were quenched to room 
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temperature in water. Depth profiles of the total Zn concentration were determined using 
electron microprobe (EMP) analysis^ (detection limit 5x10^ cm~3) and secondary ion mass 
spectrometry (SIMS, detection limit 5x10*6 cm-3) SIMS analyses were performed on cross- 
section samples in a scanning mode (area 200 x 200 /*m2) using CsZn+ secondary ions and 
calibrated using homogeneously Zn-doped InP. The depth profiles were obtained by integration 
of the signal across a window (lateral extension 10 /*m, depth extension 3 pm). The defect 
structure in Zn-diffused InP wafers was investigated in cross-section samples by transmission 
electron microscopy (TEM) at 400 kV. Energy-dispersive X-ray (EDX) analyses of Zn-Ka, In- 

La, P-Ka, and Fe-Ka lines was used to determine the composition of precipitates. 

RESULTS 

High Zn concentrations at the surface (about 10^0 cm~3) are obtained after diffusion at 
700°C into undoped and into Fe-doped InP using sources consisting of pure Zn and of 
Zn^plwhereas lower surface concentrations (about 10*" cm~3) are obtained for sources with 
higher weight fractions of P (Znlpl). Figure 1 shows the Zn concentration depth profiles, Czn 

vs. x, obtained for Zn^pland Znlpl sources after a diffusion time of 80 min. Characteristic 
for diffusion with Zn^pl sources is the plateau region extending from 20 fim to 50 /im. Zn 
concentrations determined by EMP agree well with those determined by SIMS in the near- 
surface region. For Fe-doped InP substrates the penetration depth of Zn is higher, and the 
slope of Czn (x) at the front is smoother. After diffusion with Zn^P^sources much smaller 
penetration depths result. Diffusion of Zn for a duration of 900 min leads to deeper penetration 
depths for Fe-doped substrates compared to undoped ones. Connected with this a Zn 
concentration plateau appears in the front region extending to a depth of about 80 fim, instead 
of 40 /um for undoped InP. The level of this Zn concentration plateau corresponds to that of the 
Fe concentration before diffusion ( « 10^ cm~3). 

undoped InP substrates Fe-doped InP substrates 

Figure 1 : Zn concentration profiles measured by EMP ( x, +) and by SIMS (solid line, o ) 
after diffusion at 700°C into undoped InP (left) and into Fe-doped InP (right). Also shown is 
the dependence of the diffusion source composition: Zn^pl sources for 80 min ( x, solid line) 
and Znlpl sources for 80 min ( + ) and for 900 min ( o ). 
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The TEM investigations show that for diffusion from strong Zn sources (Zn, Zn^pl) 
extended defects, such as agglomerates consisting of dislocation loops, dislocations and 
precipitates in voids, are formed in the Zn-diffused crystal regions of both undoped and Fe- 
doped InP, except for a near-surface region (x < 10 /urn). Typical of this diffusion-induced 
defect structure is the inhomogeneous spatial arrangement of defect agglomerations and large 
planar arrays of precipitates. For all diffusion conditions the crystals are free of such defects in 
the undiffused crystal regions. 

Figure 2a shows an example of an agglomerate of defects consisting of dislocations, a 
dislocation loop (arrow) and In precipitates inside voids which are depicted by a black dot 
contrast under the imaging conditions applied. From the center of such agglomerates large 
planar arrays of precipitates, frequently with {110} habit planes and bounded by dislocations, 
extend into the crystal over large distances. Figure 2(b,c) shows an example of planar arrays of 
precipitates in an edge-on and an oblique projection view. Stereo tilt experiments reveal that 
occasionally loops are located close to the habit planes of such arrays. Additional observations 
in thick specimen areas indicate that the bounding dislocations of such arrays are frequently 
segments of large loops. 

Contrast analyses of dislocation loops by means of the 'inside-outside' contrast method** 
have shown their nature to be of interstitial type. Most of the loops are perfect with {110} habit 
planes and a Burgers vector of a/2 < 110 > type. Only a few of the analyzed loops possess 
{111} habit planes and a Burgers vector of a/3 <111> type. These results indicate that the 
loops are composed of layers containing In and P atoms at the stoichiometry of the crystal. 
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Figure 2: (a) Agglomerate of dislocations, a dislocation loop (arrow), and Indium precipitates 
in the diffusion front region. (b,c) Planar array of Indium precipitates and climbed dislocation 
segments on a (110)-plane shown (b) in projection (c) egde-on. Fe-doped InP, pure Zn source. 
TEM bright field micrographs, g = {220}. 
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Figure 3 shows examples of precipitates observed in undoped and in Fe-doped InP. The In 
precipitates (diameters typically between 20 nm and 50 nm) are connected with voids and are 
partly facetted (Fig. 3a). Under imaging conditions using imaging vectors g = {111} the 
precipitates show moire fringe contrast indicating their crystalline nature. Lattice parameter 
values deduced from precipitate-related spots in the selected area electron diffraction patterns 
are compatible with those of crystalline In. The composition of the precipitates was analyzed 
by EDX and revealed in all cases significant enrichment in In with respect to the InP matrix. 
These results indicate that the precipitates consist of In which is liquid at the diffusion 
temperature of 700°C (melting temperature: 157°C) and crystallizes during rapid cooling to 
room temperature. Fig. 3c shows larger precipitates (diameters of up to 100 nm) observed in 
Fe-doped InP, together with small In precipitates and dislocations. EDX analyses revealed 
clearly the enrichment of Fe as well as P in these precipitates. Additional reflections observed 
in electron diffraction patterns from areas including such large precipitates are compatible with 
the presence of a FeP phase. 

Diffusion with Z^P1 sources does not lead to formation of defects in the bulk of the 
crystal, even for long diffusion times. Under such conditions large crystalline precipitates 
enriched in Zn and P (diameters < 30 pm ) are observed at the surfaces of the diffusion 
samples. 
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Figure 3: (a) Facetted In precipitates inside voids. Kinematical imaging conditions, (b) Moire 
fringe contrast of In precipitates. Undoped InP substrate, Zn5?1 source, (c) Row of large (Fe, 
P)-rich precipitates. Fe-doped InP substrate, pure Zn source. 

DISCUSSION 

The experimental results show that Zn diffusion in InP and defect formation are clearly 
correlated with each other and are strongly dependent on the diffusion source composition 
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chosen. In the following discussion we suggest a mechanism for defect formation during Zn 
diffusion into InP and discuss the different phenomena observed in our experiments. 

Under diffusion conditions with strong Zn sources (Zn, Zn5pl) defects are generated 
during Zn indiffusion into the InP bulk crystal. The formation of dislocation loops and In 
precipitates inside voids during Zn indiffusion can be described by a model which is based on a 
kick-out reaction substituting In matrix atoms by incorporation of Zn6. The resulting 
concentration of In interstitials can become supersaturated, and interstitial dislocation loops are 
formed. P interstitials are provided during loop growth by the emission of P vacancies which 
themselves aggregate and form voids containing In. Earlier TEM studies of Zn diffusion 
induced defects in GaAs have led to a similar model explaining the generation of interstitial 
dislocation loops and Ga precipitates inside voids 9-11 . 

From the observation of extended planar arrangements of In precipitates on {110} planes 
bounded by dislocations we conclude that growth of dislocation loops and climb of dislocation 
segments occurs very effectively during Zn diffusion in InP thus bringing the point defect 
concentrations close to their local equilibrium values. Observation of further dislocation loop 
formation near a planar arrangement of precipitates suggest indeed that at a sufficient distance 
from climbing dislocations the local supersaturation of In interstitials can again become large 
enough to form new loops6. As observed here, point defects of both sublattices are involved in 
dislocation climb processes also for other III-V compound semiconductors 12,13 

The plateau regions observed for Zn^pl sources (Fig. 1, 20 fim < x < 50 /im) have their 
origin probably in the reduction of In self-interstitial concentrations by the presence of 
extended defects. As adressed above, the incorporation of Zn on In sublattice sites via the kick- 
out mechanism increases the In interstitial concentration. Effective annihilation of In 
interstitials at extended defects acting as sinks would therefore increase the number of Zn atoms 
becoming incorporated on substitutional sites thus leading to the observed plateau region. 

Defect formation is suppressed in the near-surface region (x < 10 ^m) for diffusion with 
Zn or Zn^pl sources and in the whole bulk crystal for Zn^pl sources. The surface obviously 
acts as a sink for In self-interstitials, and therefore a supersaturation leading to defect 
generation does not build up in the near-surface region. For sources with a sufficient P fraction 
(Znlpl) the formation of a Zn-rich surface precipitate phase obviously reduces the Zn partial 
pressures in the quartz ampoule. Zn diffusion under such conditions results in lower Zn 
concentrations (Fig. 1) and in In interstitial concentrations which are below the critical value 
for defect formation. 

Effects of substrate doping with Fe are revealed by the diffus ion-induced precipitation of Fe 
(Fig. 3) and by higher penetration depths under otherwise identical conditions. The formation 
of Fe-enriched precipitates indicate that Fe atoms on In sublattice sites are replaced and 
redistributed as mobile interstitial Fe atoms. We suggest as likely mechanism a kick-out 
reaction between indiffusing interstitial Zn and substitutional Fe atoms on In sublattice sites. 
This would explain also the Zn concentration plateau observed at depths between 60 pm and 80 
ftm at the level of the Fe doping concentration (Zn^pl source, Fig. 1) which indicates an 
accelerated incorporation of Zn atoms into the In sublattice. Defects generated during Zn 
diffusion with Zn^pl sources seem to prevent the formation of such a plateau (Fig. 1). 

CONCLUSIONS 

Zinc diffusion into InP performed at 700°C can lead to formation of extended defects under 
certain diffusion conditions. The defect formation results from supersaturation of the In 
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interstitials which are generated by the exchange of indiffusing interstitial Zn atoms with In via 
a kick-out reaction. The formation and growth of perfect interstitial-type dislocation loops leads 
to a generation of P vacancies which aggregate and form voids partly filled by In atoms. This 
pattern of defect formation as response to the incorporation of Zn into the crystalline lattice 
during diffusion is analogous to that occurring in GaAs^. These extended defects act as sinks 
for point defects thus leading to dislocation climb and precipitate formation and hence influence 
the point defect concentrations inside the crystal. Such influences manifest themselves in the 
plateau region of the Zn concentration profiles (Fig. 1, 20 ^m < x < 50 /urn) caused by an 
increased effective Zn incorporation. In Fe-doped substrates formation of FeP precipitates and 
observation of higher Zn penetration depths provide evidence that interstitial-substitutional 
exchange also occurs between Zn and Fe on In sublattice sites via the kick-out mechanism. 
Sample surfaces appear to be effective as sinks for point defects thus suppressing formation of 
extended defects in near-surface crystal regions. For diffusion sources with sufficiently high 
weight fractions of P (Zn1?1) large precipitates, being enriched in Zn and P, form at the 
sample surfaces. The Zn partial pressure in the ampoule is presumably lowered to values below 
the critical value for defect formation, and the Zn diffused crystal regions remain free of 
defects. Accordingly, low Zn concentrations at the surface would result and a self-doping 
dependent Zn diffusivity would produce smaller penetration depths (Fig.l). 
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ABSTRACT 

In Gaj.jjP (x=0.49) layers lattice-matched to GaAs have been grown by metalorganic 

chemical vapor deposition (MOCVD). We did not observe any deep levels in the temperature 
range of 30-380K by deep level transient spectroscopy (DLTS) in undoped InQ^gGa^jP layers 

which have a background concentration of 3.1x1015 cm"3. The deep levels, if they exist, have a 
concentration of less than 5xlOn cm"3, which is the lowest deep level concentration found so far 
in InxGa,_xP materials. Moreover, lattice-mismatched InxGaj_xP/GaAs heterojunctions were 

deliberately grown by varying the In-composition ranging from 0.43 to 0.57. No deep levels were 
created in 1-um-thick I^Ga^P layers due to lattice mismatch when 0.469 < x < 0.532. 

However, we have observed a shallow electron trap at Ec - 60 meV in I^Ga^P layers with x < 

0.469, and a deep electron trap located at Ec - 0.85 eV in the samples with x > 0.532. We 

suggest that the lattice-mismatch-induced-defects in InxGaj_xP are either electrically inactive or 

resided outside the bandgap when In content ranging from 0.469 to 0.532. 

I. INTRODUCTION 

InxGa!.xP lattice-matched to GaAs offers many potential advantages over   AlxGaj.xAs in 

laser diodes1, light-emitting diodes2 and heterojunction bipolar transistors3. These minority carrier 
devices require extremely low deep level concentration. Although it is claimed that the InxGaj.xP, 

grown either by molecular beam epitaxy (MBE) or by metalorganic chemical vapor deposition 
(MOCVD), has fewer deep levels than      A^Ga^As does, the reported deep level concentration 

was still high for the devices application. Paloura et al.4 and Feng et al.5 have reported that the 
deep level concentration in MOCVD-grown In0 49GaQ 51P was in the order of 1014 and 1015 cm" 
3, respectively. Huang et al.6,7 have measured the deep level concentration in MBE-grown 
IriQ 49Gao 51P to be in the range of 1015-1016 cm"3. Defect concentrations were even higher in 

low- temperature-grown In049Ga05jP by MBE8. It is difficult to conclude from the previous 

reports which traps may be common to all InxGaj.xP and which arise only in MOCVD-grown 

InxGa,.xP. Some traps vary in concentration with growth condition and others may be due to 

contamination in gas sources or reactors. Therefore, it is difficult to control the deep levels in 
Ir^Gaj_xP, especially in MOCVD-grown materials. In this paper, we report the growth of low 

defect density I^Ga^P/GaAs heterojunctions by MOCVD. The deep level concentration was 
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found to be less than 5xlOn cm"3 measured by deep level transient spectroscopy (DLTS). We 
have also grown a series of InxGa,_xP/GaAs heterojunctions in which the In-composition was 

varied over a broad range from 0.43 to 0.57, corresponding to the in-plane lattice mismatch from 
-0.23 to +0.31%. We found that the lattice mismatch ranging from -0.125 to +0.224% (0.469 < x 
< 0.532) does not generate deep levels in InxGa,_xP epilayers. 

II. EXPERIMENT AND SAMPLE PREPARATION 

The InxGa,.xP layers were grown in a conventional, horizontally configured, atmospheric 

pressure MOCVD reactor which has been routinely producing device-quality materials, such as 
mobility of GaAs > 100,000 cm2/Vs at 77K, and optoelectronic devices, such as laser diodes and 
photodetectors. Pd-cell purified H2 was used as the carrier gas. The column III precursors were 

trimethylindium (TMIn) and trimethylgallium (TMGa). The column V precursor was pure 
phosphine. No getters were used to purify any sources in this study. The materials were grown at 
650°C with precursor V/III ratio of 150, and a growth rate of 4.0 um/hr. A 1-um-thick 
nonintentionally doped InxGa}.xP layer was grown on n+-GaAs (100) substrate with its surface 

tilted 10° towards the nearest <110> direction. The free carrier concentration was found to be in 
the range of 3-9xl015 cm"3 by capacitance-voltage (C-V) measurements. The composition of Ga 
and In and the in-plane lattice mismatch were determined by double-crystal x-ray rocking curve 
measurements. Ohmic contacts were made by evaporating AuGe/Au to the n+-GaAs substrate, 
and alloyed in forming 
gas   (95%N2+5%H2) 

atmosphere at 420°C 
for 2min. Schottky 
contacts, 700 urn in 
diameter, were made 
by evaporating Au 
through a metal mask 
onto the InGaP 
surface immediately 
after etched in freshly 
prepared 1:5 HC1 
:H20 solution for 10 

seconds. Current- 
voltage characteristics 
were measured by a 
computer controlled 
Keithley 236 Source- 
Measure Unit. Our 
DLTS setup was 
manufactured by Sula 
Technologies. 

Table I. Sample parameters and DLTS results 

Sample 
number In content 

Free carrier 
concentration 

15      -3 10    (cm   ) 

Ec-60meV 
concentration 

1014(cni3 ) 

Ec-0.85eV 
concentration 

13      -3 10    (cm   ) 

302 0.430 6.7 6.2 - 

461 0.452 7.4 1.0 - 

455 0.469 4.3 0.36 - 

454 0.479 5.8 - - 

456 0.490 3.1 - - 

459 0.502 4.2 - - 

438 0.532 5.7 - 2.4 

439 0.556 8.4 - 8.0 

299 0.572 7.3 - 7.4 
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The temperature scan range was from 30 to 380K. Data were taken automatically by a computer 
through a high speed analog-digital converter board. 

III. RESULTS AND DISCUSSION 

A typical current-voltage characteristics recorded for three n-n+ InxGaj.xP/GaAs diodes 

with x=0.452, 0.490 and 0.556 at room temperature are shown in Fig. 1(a),  (b) and (c), 
respectively. The lattice-matched diode, Fig. 1(b), could be interpreted on the basis of a Schottky 
barrier thermionic emission mode. Diode ideality factors at low bias varied from 1.03 to 1.16. 
Forward current are limited by series resistance effects at higher bias. The ideality factors for the 
lattice-mismatched diodes, Fig.l(a) and (c), were from  1.30 to  1.38, indicating that other 
transport mechanism could be involved, such as interface recombination. 
The samples used in 
this study and DLTS 
results are 
summarized in Table 
I. The typical DLTS 
spectra obtained from 
three InxGaj.xP „ 

samples were  shown i^ 
in Fig.2 (a), (b) and | 
(c)     with     x=0.452, § 
0.490     and     0.556, ° 
corresponding to the 
in-plane lattice 
mismatch of -0.18%, 
0%,      and      0.26%, 
respectively. No deep 
levels were observed 
in        lattice-matched 
IriQ 49GaQ 5jP samples 

in the temperature 

range of 30-380K, as 

10'3 300K                                                    ^.~-~-~~^ <b) 

_*--'°'"                              a—a 

."'                       ^■w" /                       -"---^                      ^ 
/       .i-'                              ,—-"""'* 

10"5 
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V /                                               (a)x=0.452 
/   /                                                  (b)x=0.490 
/ /                                                    (c) x=0 556 
// 

io-9 // 

// 
lit 
y 

in-11 *                                                 .... 
1.5 

VOLTAGE (V) 
Figure 1. Current-voltage characteristics for InxGa,.xP/GaAs Schottky 

diodes with (a) x=0.452, (b) x=0.490, and (c) x=0.556. 

shown in Fig.2(b). The deep levels, if exist, have concentration of less than 5X1011 cm"3, which is 
the detection limit of our DLTS system. By varying different measurement conditions such as the 
width and height of filling pulse, and the initial delay of time window, we did not observe any 
peaks from the DLTS measurement in In0 49Gag 51P samples. This is the lowest defect density in 

InGaP epilayer obtained so far by any growth methods. We also grew a GaAs buffer layer before 
the IriQ 4gGao 51P epilayer was grown, no additional traps were observed from these samples by 

DLTS measurement. 
The stoichiometry of phosphorus seems to be very sensitive to the presence of the deep 

levels in InGaP materials. Huang et al.7 reported that the depress of phosphorus may cause a 

vacancy-related electron trap in their MBE-grown Ir^ 4gGaQ 51P. However, Lan et al.9 reported 
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very recently that the 
suppress of 
phosphorus may 
introduce a 
phosphorus 
interstitial-related 
deep   trap   in   their 
liquid phase  epitaxy- 
grown InQ^gGaojjP, 

and they obtained a 
deep level free InGaP 
layer by optimizing 
the phosphorus vapor 
pressure. In our 
MOCVD growth, we 
obtained a deep level 
free InGaP under a 
very high III/V vapor 
pressure ratio, which 

05,       .4 

f»t (a) 
* i x= 0.452 \y / 

(b) A- 
t  \ x= 0.556 

1   \ 
*          * i 

(c)       X= 0.490 

100 300 200 

TEMPERATURE (K) 

Figure 2. DLTS spectra for InxGaj.xP samples with (a) 

x=0.452, (b) x=0.490, and (c) x=0.556. 

400 

was above 200. A 
detailed study of the 
deep levels in InGaP 
under different III/V 
vapor pressure ratio is 
under investigation. 

In order to 
investigate the effect k 
of lattice mismatch on Ä 

deep levels, we have £- 
varied the In- -§- 
composition to 
introduce       different 
lattice mismatch at the 
InxGa,.xP/GaAs 

interface. Nine 
samples were 
investigated   for   this 
purpose      with      x 
varying from 0.43 to 
0.572. No deep levels 
were found in fr^Ga^P 

in the range of 

1000/T (K"1) 

Figure 3. Variation of the emission rate with the inverse of 

temperature for 60meV trap and for 0.85 eV trap. 

192 



0.469 < x < 0.532, corresponding to in-plane lattice mismatch of-0.125 to +0.224%. This is, to 
our knowledge, the first observation that the lattice mismatch has no effect in the generation of 
deep levels in InxGaj.xP /GaAs heterojunctions. 

However, when In composition x < 0.469, a shallow electron trap in a concentration of 
1014 cm"3 was observed in I^Ga^P layers (Fig.2(a)) corresponding to an activation energy of 

60 meV (Fig.3). We have found that further decrease of the In composition does not change its 
activation energy, but increases its concentration. In other words, the increase of In composition 
could eliminate this trap. When x > 0.532, a deep electron trap at Ec-0.85 eV (Fig.3) appeared in 

InxGaj.xP as can be seen in Fig.2(c) for the sample with x=0.556, where Ec is the conduction 

band edge. Its concentration is about 8xl013 cm"3. The depth profiling of these two traps has 
been measured throughout the InxGaj_xP layer by double-correlator DLTS (DDLTS)10. The 

results are showing in Fig.4. The concentrations of these two electron traps have a uniform 
distribution in depth, indicating that they are not lattice-mismatch-induced deep levels, because 
for the partially relaxed interface, the lattice-mismatch-induced-defects would have higher 
concentration near the interface, as can be been in the inset of Fig.4 for the 0.58 eV trap at 
GalnAs/GaAs interface with similar lattice-mismatch (0.25%) (after ref.10). Thus these two 
electron traps must be a native defect in InxGaj_xP incorporation related to the In composition. 

1014 

0.58eV trap at 
GalnAs/GaAs interface 
(ref.10) 

0,06eV trap 

•■§■-■+■■ 

■ ■ Y 
0.85eV trap 

DISTANCE FROM INTERFACE (urn) 

Figure 4. The depth profiles for 0.060 eV trap in the sample with x=0.452 (filled circle) and for 
0.85 eV trap in the sample with x=0.556 (filled square). The inset is the depth 
distribution of 0.58 eV trap at GalnAs/GaAs interface with in-plane mismatch of 
0.25% (after ref.10). 

In general, lattice mismatch can introduce dislocations and other defects in both side of the 
heterojunctions. Deep levels induced by the lattice mismatch in heterojunctions have been 
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reported by many authors10"12. Zhu et al.13 have reported a lattice-mismatch-induced deep level 
at 0.57 eV in their liquid phase epitaxy-grown I^Ga^P/GaAs heterojuctions. In contrast, our 

observation suggests that the defects induced by lattice-mismatch in MOCVD-grown InxGaj. 

P/GaAs heterojunctions may not be electrically active, or the energy states created by lattice- 

mismatch-induced-defects are either pulled into the conduction or valence band of InxGaj.xP, 

instead of residing in the band-gap region. It should be pointed out that the deep states near the 
midgap (Ej ± 0.1 eV) in I^Ga^P can not be measured by our DLTS due to the difficulty in 

reaching very high temperature (T=450°C). However, for our lattice-matched samples, no 
tendency of having a trap was observed during the DLTS measurement as we approached to the 
higher temperature. 

IV. CONCLUSION 

In conclusion, very low defect density InxGa,.xP layers have been grown by MOCVD 

with no detectable deep levels (N(<5xl0u cm-3) observed with 0.469 < x < 0.532. One shallow 

electron trap at 60 meV and one deep electron trap at 0.85 eV below the conduction band edge 
were observed in InxGaj.xP samples with x < 0.469 and x > 0.532, respectively. They were found 

not to be related with lattice mismatch. We suggest that, in I^Ga^P, the lattice-mismatch- 

induced defects, if they exist, are either electrically inactive, or located outside the band-gap. 
This work was supported by Integrated Technology for Medicine, Silver Spring, MD (Dr. 

P. Skeath) through the Maryland Industrial Partnership (MIPS) Program. 
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ABSTRACT 

We have achieved deep-level-free Alj^Ga^gAs epitaxial layers using low selenium 

(Se)-doping (8.4xl016 cm"3) grown by metalorganic chemical vapor deposition (MOCVD). 
Deep levels in various Al0 22^80 7gAs layers grown on GaAs substrates were measured by deep 

level transient spectroscopy (DLTS). We have found that the commonly observed oxygen 
contamination-related deep levels at Ec-0.53 and 0.70 eV and germanium-related level at Ec- 

0.30 eV in MOCVD-grown Al0 22Gao 78As can ^e eliminated by low Se-doping. In addition, a 
deep hole level located at Ev+0.65 eV was found for the first time in highly Se-doped 

Al0 22Gao 78As epilayers. We suggest that low Se-doping (<2xl017 cm"3) produces a passivation 

effect and then deactivates other deep levels in Al0 22Gao 78As. 

I. INTRODUCTION 

AlxGaj.xAs epitaxial layers are an integral part of many of the most advanced high speed 

and optoelectronic devices. Epitaxial growth technologies such as molecular beam epitaxy 
(MBE) and metalorganic chemical vapor deposition (MOCVD) have been the major methods 
used to produce high-quality AlxGaj.xAs materials. For some device applications, this material 

system requires extremely low deep level density. However, n-type AlGaAs alloys exhibit several 
problems related to deep levels such as DX centers1, oxygen and germanium contamination2-3. It 
seems very difficult to avoid device degradation caused by deep levels, although a lot of effort 
has been expended in order to reduce these deep levels3"5. 

In this paper, we demonstrate that low selenium (Se)-doping is very effective in reducing 
the concentration of deep levels, especially the oxygen contamination-related deep traps, which 
are commonly observed in MOCVD-grown AlxGa,_xAs layers. By carefully controlling the 

doping conditions, a deep-level-free (Nt<1013cm"3) Al0 22Gao.78As epilaver was obtained with 

Se doping concentration of 8.4xl016 cm"3. 

II. SAMPLE PREPARATION AND EXPERIMENT 

The AljjGa^As layers used in this study were grown in a conventional, horizontally 

configured, atmospheric pressure MOCVD reactor which has been routinely producing device- 
quality materials. Pd-cell purified   H2 was used as the carrier gas. The column III precursors 
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were trimethylaluminum (TMA1) and trimethylgallium (TMGa). The column V precursor was 
pure arsine. H2Se (100 ppm in ultra high-purity H2) was used for Se-doping.  No getters were 

used to purify any sources in this study. The materials were grown at 730°C with precursor V/III 
ratio of 40, and a growth rate of 4.0 um/hr. A 2-um-thick Al0 ^GaQ 7gAs (Se-doped or 

undoped) layer, unless otherwise noted, was grown on n+-GaAs (1018 cm"3) substrates. The free 
carrier concentration was measured by capacitance-voltage (C-V) measurements. The 
composition of Al and Ga was determined by double crystal x-ray rocking curve measurements. 

Schottky contacts, 700 urn in diameter, were made by evaporating Au through a metal 
mask onto the AlGaAs surface immediately after etching in freshly prepared 2:1:1 
H2S04:H202:H20 solution for 15 seconds. Ohmic contacts were made by evaporating AuGe/Au 

on the n+-GaAs substrate, and alloyed in forming gas (95%N2+5%H2) atmosphere at 420°C for 

2 min. Our DLTS setup was made by Sula Technologies, and consists of DLTS and a double- 
correlator DLTS (DDLTS). Details for trap depth profiling are contained in Ref. 6. The 
temperature scan range was from 30 to 380 K. Data were taken automatically by a computer 
through a high speed analog-digital converter board. 

III. RESULTS AND DISCUSSION 

The DLTS  spectrum  for the undoped-Al0 22Ga0 7gAs  layer,  which  has  a  carrier 

concentration of 5.0xl015cm"3, is shown in Fig. 1(a). Three main deep electron traps, El, E2 and 
E3, were observed with activation energies of 0.70, 0.53 and 0.30 eV, and trap concentrations 
of3.4xl014 cm"3, 3.6xl014 cm"3 and 3.8xl013 cm"3, respectively. These traps are commonly 

3.0 

2.0 

H 

a l.o - 

o.o 

(a) Undoped-AlGaAs 
(b) Se-doped-AIGaAs 
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Figure 1. DLTS spectra for (a) undoped-Al0 22Ga0 78As layer, showing three main electron traps 

at 0.70, 0.53 and 0.30 eV; (b) lightly Se-doped-Al0 22GaQ 78As layer, showing no traps. 
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observed in MOCVD-grown AlGaAs layers 7-8. The 0.30 eV trap E3 has been attributed to Ge 
contamination in arsine3. The very low concentration of this trap in undoped-AlGaAs indicates 
that our arsine source (Megabit-grade, Solkatronic Chemicals, Inc.) is very pure compared with 
that reported elsewhere3. The 0.53 and 0.70 eV traps were associated with oxygen. A shallow 
electron trap E4 was also observed with an activation energy of 0.08 eV, which could be a 
shallow impurity level. 

Fig. 1(b) shows the DLTS spectrum for the lightly Se-doped Al0 22GaQ 7gAs layer with a 

carrier concentration of 8.4x1016 cm"3 as obtained by C-V measurement. Under the detection 
limit (1013 cm*3) of our DLTS system, no deep levels were observed up to 380K. Not only were 
the oxygen contamination-related traps El and E2 eliminated, but also the Ge-related trap E3 
disappeared. 

In order to confirm that the disappearance of deep levels is due to Se doping, we first 
grew a 200A Se-doped (5.0xl017cm"3) Al0 22GaQ 78As thin layer on a GaAs substrate, followed 

by a 2-um-thick undoped-Al0 22Gag 7g As layer. Because of the memory effect, one might expect 

residual Se impurity in the undoped AlGaAs layer although the source of H2Se was shut off, and 

expect less Se near the surface region. The carrier concentration profile of this sample is shown 
in Fig.2. An increased carrier concentration with distance away from the surface was observed 
due to the memory effect as expected. We used the DDLTS technique to probe the depth distri- 
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Figure 2. The distribution of carrier concentration in undoped-Al0 22Ga0 78As sample grown on 

a 200A-thick Se-doped Al0 22GaQ 7gAs layer. 
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bution of trap concentrations in this sample. The results for traps El, E2 and E3 are shown in 
Fig.3, which indeed shows that the electron traps El, E2 and E3 have larger concentrations near 
the surface, which decrease with distance away from the surface. In order to eliminate the 
possible annealing effect during the alloying for small ohmic contacts, we also made Schottky 
contacts on the AlGaAs surface by evaporating two contacts with different sizes (30:1). 
Measurements on these diodes gave the same results. We believe that the reduction of these 
deep traps is due to the presence of the Se impurity. 
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Figure 3. Depth profiles of main electron traps El, E2 and E3 in undoped-Al0 22Gao.78As 

grown on Se-doped AlGaAs layer. 
The reason that Se-doping can reduce the deep traps in Al0 22Ga0 78As is not known at 

the present time. Reports on the effect of Se impurity in AlGaAs are controversial. Several 
authors9-10 have reported that Se can produce two deep electron levels at 0.24 and 0.29 eV 
below the conduction band edge in A^Ga^As with x>0.23, which was not observed in this 

study, partly due to lower doping level and smaller Al composition of our samples. Ishikawa5 

et al. reported that Se doping could reduce the DX center concentration compared to their 
MBE-grown Si-doped AlGaAs. It is also often found that the most useful n-type dopants, such 
as S and Se, do not become electrically active in AlGaAs11. It is reasonable to consider, in our 
case, that the reduction of trap El and E2 could be due to the reduction of oxygen 
incorporation caused by Se-doping. However, we did not observe any change of oxygen 
concentration in our Se-doped and undoped-AlGaAs from secondary ion mass spectroscopy 
(SIMS) measurements and analysis(Fig.4). Moreover, when Se doping was greater than 
2x1017 cm"3, a hole trap appeared. Fig. 5. shows the hole trap observed by DLTS in a Se- 
doped Al022Ga078As layer with a doping concentration of 5.0xl017 cm-3. By changing the 

reverse bias and/or pulse height, we did not observe any peak shift for this trap, indicating that 
this hole trap could be a bulk trap in AlGaAs, and related to Se. Its activation energy obtained 
from an Arrehenius plot was Ev+0.65 eV. This is the first time that a hole trap has been 



observed in Se-doped AlGaAs. We found that Au on Se-doped Al0 22Gao.78As has   a ^8" 
barrier height (1.15eV), which enables this hole trap to be observed. A detailed study on this 

Figure 4. SIMS data 
for the sample grown 
with Al content of 
0.22, but with and 
without Se-doping. 
(0-4um Se-doped, 4- 
5 um undoped 
AlGaAs) 
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hole trap will be reported elsewhere. In view of these results, we suggest that Se could produce a 
passivation effect in AlGaAs material when doping is less than 2xl017 cm"3, instead of reducing 
the actual incorporation of other impurities. This passivation effect renders other deep levels 
electrically inactive. The passivation effect by Se on GaAs surfaces has been reported by several 
authors12'13. The underlying physics needs more study. 

Finally, it should be stressed that the memory effect in an AlGaAs layer due to Se-doping 
could last up to 1 p.m thick during the MOCVD growth, as can be seen in Fig.2 and 3, and the 
undoped-AlGaAs layer within the memory effect has a very low trap concentration. This gives us 
a hint that, for device applications, a deep-level-free AlGaAs layer with low carrier concentration 
can be achieved simply by growing it on a thin Se-doped buffer layer. The effect of Se-doping on 
AlxGa,.xAs with higher AJ composition (x>0.22) will be published elsewhere. 

IV. CONCLUSION 

In conclusion, the deep levels in Se-doped and undoped-Al0 22^30 7gAs epilayers have 

been investigated by DLTS measurements. Se was found to be effective to reduce the deep levels 
which are commonly observed in MOCVD-grown AlGaAs. A deep-level-free Al022Ga078As 

layer was obtained by low Se-doping with concentration of 8.4xl016 cm"3. We suggest that Se 
can provide a passivation effect in AlGaAs when doping is less than 2xl017 cm"3, and electrically 
deactivate deep levels. 
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ABSTRACT 

Non-stoichiometric GaAs layers with semi-insulating properties can be produced by low- 
temperature molecular beam epitaxy or ion implantation. The latter is the subject of the present 
report wherein the solid-phase epitaxial growth of amorphized, non-stoichiometric GaAs layers has 
been investigated with time-resolved reflectivity, Rutherford backscattering spectrometry and 
transmission electron microscopy. GaAs substrates were implanted with Ga and/or As ions and 
annealed in air at a temperature of 260°C. The recrystallized material was composed of a thin, 
crystalline layer bordered by a thick, twinned layer. Non-stoichiometry results in a roughening of 
the amorphous/crystalline interface and the transformation from planar to non-planar regrowth. 
The onset of the transformation and the rate thereof can increase with an increase in non- 
stoichiometry. Non-stoichiometry can be achieved on a macroscopic scale via Ga or As implants 
or on a microscopic scale via Ga and As implants. The influence of the latter is greatest at low 
doses whilst the former dominates at high doses. 

INTRODUCTION 

The novel electrical and optical properties of non-stoichiometric GaAs yield unique device 
applications such as high-speed photodetectors and photoconductive switches [1]. Viable 
technologies for the fabrication of As-rich GaAs include both low-temperature molecular beam 
epitaxy [2] and ion implantation [3]. The latter typically involves As ion implantation at an energy 
and dose of 200 keV and lei6 /cm^, respectively, with the substrate maintained at room 
temperature. Subsequent annealing at temperatures of ~600°C results in the solid-phase epitaxial 
growth (SPEG) of the implantation-induced amorphous layer and the formation of As precipitates 
and AsQa anti-site defects. The resistivity of the resulting non-stoichiometric, epitaxial layer can 
exceed that of the underlying, semi-insulating substrate. 

The potential technological applications of As-rich GaAs have renewed interest in the 
SPEG of amorphous GaAs. As previously observed by others [4], layers recrystallized at 
temperatures of 200-300°C are typically composed of a thin, single-crystal layer bordered by a 
thicker, heavily-twinned layer at lesser depths. For the present report, Ga and/or As ion 
implantation has been utilized to determine the influence of non-stoichiometry on the SPEG of 
amorphous GaAs. Ga and As implantation can yield non-stoichiometry on a microscopic scale as 
a result of the statistical nature of the ion stopping and recoiling processes. Alternatively, 
macroscopic non-stoichiometry can be achieved with Ga or As implantation and thus,  as 
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demonstrated  below,  the  relative  influences  of both  microscopic  and  macroscopic  non- 
stoichiometry can be differentiated. 

EXPERIMENTAL 

Semi-insulating GaAs wafers of (100) orientation were implanted with Ga and/or As ions 
at energies of 190 and 200 keV, respectively, to total doses of 3el4-lel6 /cm2. At such energies, 
the two ions have comparable range and straggle and thus, macroscopic stoichiometry can be 
maintained in samples implanted with both ions to the same dose. During implantation, substrates 
were maintained at temperatures of ~-196°C to ensure both the formation of a continuous 
amorphous layer extending to the surface and the minimization of the extent of disorder in the 
crystalline substrate in close proximity to the amorphous/crystalline (a/c) interface. Substrates were 
subsequently annealed in air at a temperature of 260°C and the recrystallization of the amorphous 
layer was monitored in-situ with time-resolved reflectivity (TRR) [4] utilizing HeNe laser 
irradiation at a wavelength of 633 nm. TRR results were correlated with both Rutherford 
backscattering spectrometry combined with channeling (RBS/C) measurements, performed with 2 
MeV He ions and a scattering angle of 100°, and cross-sectional transmission electron microscopy 
(XTEM), using a 200 keV electron beam. For the latter, samples were prepared by ion-beam 
milling at a temperature of—196°C. 

RESULTS AND DISCUSSION 

Figure 1 shows TRR spectra of Ga- and As-implanted samples as a function of total ion 
dose. Though macroscopic stoichiometry has been maintained in such samples, an increase in non- 
planarity at the a/c interface is evident with an increase in total ion dose. (Note the reduction in 
amplitude of the TRR oscillations at annealing times of <~300 sec.) Correlating TRR and RBS/C 
spectra (some of the latter are shown below), the average velocity of the a/c interface is insensitive 
to ion dose at depths of >~60 nm while at lesser depths, a decrease in velocity is apparent with an 
increase in total ion dose. (Note the increase in time from minimum to maximum to minimum 
associated with the last TRR oscillation.) 

Figures 2(a) and (b) show corresponding RBS/C spectra for the Ga- and As-implanted 
samples with total ion doses of 3el4 and lel6 /cm2, respectively. For both samples, the 
recrystallized layer is evidently composed of a thin, crystalline region and a thicker, twinned region 
(the latter at lesser depths) as consistent with the previously published reports cited above. The 
width of the amorphous layer increases with total ion dose, as anticipated. Furthermore, the 
relative fraction of twins increases and/or the volume of individual twins decreases with total ion 
dose as evidenced by the increase in backscattered ion yield over the extent of the twinned region 
in Fig. 2(b). Figs. 1 and 2 thus demonstrate that microscopic non-stoichiometry potentially 
influences both interfacial non-planarity and the extent and/or volume of twinned material. 
Implantation-induced voids and/or recoiled surface contaminants may also yield a similar trend but 
the relative contribution of such effects is considered insignificant in the present report. 

The influence of macroscopic non-stoichiometry is apparent in Figure 3 which compares 
TRR spectra of Ga-, As- or Ga- and As-implanted samples to a total ion dose of lel6 /cm2. On 
average, both the non-planarity and velocity of the a/c interface are greater in the macroscopically 
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non-stoichiometric samples. The nature of such effects is evident from the XTEM micrographs of 
Figure 4 which show the recrystallization of the Ga-implanted sample as a function of time. 
Recrystallization initially proceeds in a single-crystal manner followed by the onset of twinning as 
noted above. Thereafter, a rapid amorphous-to-crystalline transformation is apparent (note the 
protuberances at the twinned/amorphous interface) yielding the increase in interfacial non-planarity 
and velocity evident from the TRR spectra of Fig. 3. Excess Ga perturbs the SPEG of amorphous 
GaAs to a greater extent than excess As, potentially as a result of the molten nature of any Ga 
precipitates at temperatures of 260°C. 

Figure 1. TRR  spectra  of Ga- 
and As-implanted GaAs as a function 
of total ion dose. 
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Figure 2. RBS/C spectra of Ga- and As-implanted GaAs for total ion doses of (a) 3el4 and 
(b)lel6/cm2. 
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Figure 3. TRR spectra of Ga-, 
As- or Ga- and As-implanted GaAs as 
a function of total ion dose for a total 
ion dose of lei6 /cm^ 
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TRR and RBS/C measurements indicate the initial stages of recrystallization for both 
stoichiometric and non-stoichiometric samples are similar. Figures 5(a) and (b) show 
measurements of the depth and corresponding energy depositon in displacements (vacancies and 
replacements), respectively, for the original a/c interface and the onset of twinning as a function of 
total ion dose. Fig. 5(b) was derived from Fig. 5(a) with the aid of modified TRIM calculations 
[5]. From Fig. 5(a), it is evident that the width of the amorphous layer increases as total ion dose 
increases, as noted previously, and furthermore, that extent of twin-free recrystallization is 
typically -30 nm. Note that both parameters are independent of the implanted ion species. From 
Fig. 5(b), the critical energy deposition in displacements required for amorphization at 
temperatures of ~-196°C is ~3e22 eV/cm3 whilst that for the onset of twinning during SPEG at 
260°C is ~2e23 eV/cm3. Both parameters are independent of total ion dose as anticipated. Given 
that microscopic non-stoichiometry is necessarily correlated with energy deposition in 
displacements, Fig. 5(b) demonstrates the onset of twinning during SPEG of GaAs is thus 
consistent with a critical level of microscopic non-stoichiometry. It is also evident from Fig. 5(b) 
that the macroscopic non-stoichiometry inherent in Ga- or As-implanted samples does not induce 
twinning. 
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Figure 5. Plots of (a) the depth and (b) the corresponding energy deposition in displacements 
for the original a/c interface and the onset of twinning as a function of total ion dose. 

CONCLUSIONS 

Non-planarity of the a/c interface and twin formation during the SPEG of amorphous GaAs 
is consistent with the presence of microscopic non-stoichiometry. At high ion doses, macroscopic 
Ga-rich non-stoichiometry can induce a rapid, amorphous-to-crystalline transformation potentially 
mediated via molten Ga precipitates. Macroscopic As-rich non-stoichiometry has a lesser 
influence than that of excess Ga. Comparing microscopic and macroscopic non-stoichiometry, the 
relative influences of the former and latter are greatest at low and high ion doses, respectively. 
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ABSTRACT 

We study magnetic circular dichroism of absorption (MCDA) of LT AlxGai_xAs 
as a function of aluminum content. The MCDA spectrum of LT AlxGai_xAs is distinctly 
different from the MCDA spectrum of LT GaAs, which has one paramagnetic and one 
diamagnetic peak at 0.95 eV and 1.18 eV, respectively. As the aluminum content 
increases, the spectrum of LT AlxGai.xAs is dominated by a diamagnetic peak similar to 
the 1.18eV peak of the EL2°-like defects in LT GaAs. However, the peak shifts to higher 
energies as x increases. The photoquenching and temperature dependence of this peak 
indicates an association with the EL2 defect. The paramagnetic peak observed in LT 
GaAs also shifts to higher energies but faster and eventually merges with the diamagnetic 
peak as the Al content increases. The study of the MCDA spectrum of LT AlxGai.xAs as 
a function of aluminum content allows a better understanding of the MCDA phenomena 
of LT AlxGai_xAs and LT GaAs, as well as the EL2-related transitions in bulk semi- 
insulating GaAs. 

INTRODUCTION 

Low-temperature-grown (LT) III-V semiconductors, especially LT GaAs, in the 
recent years have generated extensive interest in both academia and industry. The high 
resistivity and short carrier lifetime of LT GaAs have led to its use in various devices 
such as GaAs MESFETs and fast photodetectors1-2. This material has a high intrinsic 
defect concentration (As on a Ga site, AsGa) which controls the material properties in 
both the as-grown3 and most likely even the annealed states4. Scientists are in pursuit of 
understanding this defect and its effects on the material properties. Recently LT AlGaAs 
has been shown to have an even higher resistivity5, and is being used in LT- 
GaAs/AlGaAs superlattices6. Electrical measurements indicate that the As antisite also 
might in this material play an important role7. To further the understanding of the 
influence of AsGa on LT AlGaAs, and vice-versa, we study this defect as a function of Al 
content. This may increase our understanding of AsGa in LT AlGaAs as well as in LT 
GaAs and bulk semi-insulating (SI) GaAs. 

Magnetic circular dichroism of absorption (MCDA) is a good tool with which to 
obtain a fingerprint of the As antisite defect as well as determine its concentration. It is 
sensitive to paramagnetic defects. However, high concentrations of diamagnetic defects 
can also contribute to the signal. A contribution from only the paramagnetic Asoa+ is 
observed in bulk GaAs8 (Figure 1). This spectrum has the typical one negative (0.94 eV) 
and two positive bands (1.1 eV and 1.35 eV). In comparison, the MCDA of LT GaAs 
(Figure 1) has two negative peaks (0.94 eV and 1.18 eV). From previous studies4-9"11, it 
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has been shown that the 0.94 eV 
peak is paramagnetic and that the 
1.18 eV peak is mostly diamagnetic, 
as evidenced by the independance of 
the MCDA from the temperature. It 
has previously been suggested that 
this diamagnetic peak is related to 
the Ai—>T2 internal transition 
associated with the diamagnetic state 
of the As antisite, Asca°- 
Occurrence of the diamagnetic band 
in the MCDA is due to the high 
concentration of Asca° ■ ~1020 cm'3- 
Such a high concentration is present 
only in LT GaAs and As implanted 
GaAs. Similarly, LT AlxGai_xAs 
should also have a high 
concentration of the antisite. Via 
MCDA we may determine the 
concentration of the antisite in this 
new material and how the Al content 
affects the incorporation and MCDA 
spectrum of AsGa- 

0.75  0.85 0.95  1.05   1.15   1.25   1.35 

Energy 

Figure 1: Typical MCDA spectra of AsGa 
defects in bulk SI GaAs and LT GaAs grown at 
210'C. The spectra are measured at T=1.8 K 
and B=2 T. 

EXPERIMENTAL 

The LT AlxGai_xAs samples studied here are fabricated using a Varian Modular 
Gen IIMBE chamber. On an n+ GaAs substrate, first a buffer layer ( -0.1 p;m at 600 °C) 
of n+ GaAs is grown and then the 1.5 |tm epilayer of interest is grown at the substrate 
temperature of 230°C. The Al contents studied are x=0.0, 0.05, 0.1, 0.13, 0.16, 0.2, and 
0.3. Substrates of n+ doping are used to minimize the MCDA signal from the As antisites 
present in the GaAs substrate12. However, the sample with x=0.3 is grown to a 1 p.m 
thickness on a semi-insulating (SI) GaAs. To further reduce the substrate influence on 
the MCDA spectrum, the substrate is polished down to less than 100 |im and the 
remaining the signal from the SI substrate is subtracted out by the computer. 

For MCDA measurements the samples are placed in an optical cryostat at a 
temperature of 1.8K. The cryostat also houses a 6 T superconducting magnet, which is 
set to 2 T for MCDA. A 250W tungsten-halogen lamp is used as the light source. The 
generated photons which are dispersed by a grating monochromator are then polarized 
linearly. They then transverse through a long pass filter (Ä>780 nm) and a quartz stress 
modulator operating at 42 kHz. The transmission of the alternating left and right 
circularly polarized light through the LT AlxGai_xAs samples is collected by the liquid- 
N2-cooled Ge-detector and the difference is taken by the lock-in. The MCDA spectrum 
thus obtained is corrected for the system response by subtracting the MCDA signal at 0 T 
and then dividing by the transmission (the modulator is replaced by the chopper) of the 
system plus sample. Finally, to remove the substrate influence, the spectrum of the 
substrate is subtracted. 
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Photo-quenching studies are 
made as well to correlate the 
MCDAsignal with the EL2 defect. 
First, spectra are collected with the 
sample cooled in the dark. Then the 
samples are exposed to white light 
illumination. After removing the 
light, new spectra are collected. If 
the spectra are associated with EL2 
then the signal should decrease, 
implying that the illumination 
transformed the EL2 into its 
metastable state. To recover the full 
EL2 signal the sample has to be 
heated to above 140 K. 

RESULTS 

The MCDA spectra of LT 
AlxGai-xAs and LT GaAs are similar 
as seen in Figure 2. At low Al 
percentage the MCDA spectrum of 
LT AlxGai_xAs has the same 
features of two negative peaks. As 
the amount of Al increases the two 
peaks still exist but they start to shift 
to higher energies with the 
paramagnetic peak shifting faster 
than the diamagnetic peak. 
Eventually the paramagnetic peak 
merges into the diamagnetic peak 
(around x=0.2), but a definite 
shoulder at lower energies is visible. 
Even the shoulder disappears near 
x=0.3. For x=0.3 the only MCDA 
band observed is located at 1.35 eV. 

Photo quenching studies 
indicate that these two peaks and 
eventually the one peak are 
associated with the EL2 defect. 
Unlike in LT GaAs11, the peaks in 
LT AlxGai_xAs are quenchable to a 
greater extent, ~ 80-90%. 
Temperature dependent MCDA is 
performed on the x=0.2 and 0.3 
samples. The samples are first 
cooled in the dark to 1.8 K and 
MCDA spectra are collected at 
different, increasing temperatures. 
Next, the samples are cooled down to 
1.8 K again and then quenched with 
white  light. MCDA spectra   are 

x=0.30 

0.75    0.9    1.05    1.2    1.35 
Energy (eV) 

Figure 2: MCDA spectra of LT AlxGai_xAs as a 
function of increasing Al content. The two 
negative peaks shift to higher energies with 
increasing x. The paramagnetic band starting at 
0.94 eV shifts faster than the diamagnetic band 
at 1.18 eV for x=0.0, and eventually only the one 
peak is observable. 
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Figure 3: Recovery from photo quenching as a 
function of temperature for the 30% Al sample. 
Open circles are the MCDA signal of the 
unquenched sample while the filled circles 
represent the signal from the photo quenched 
sample. 
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collected for these samples at increasing temperatures as well. As seen from Figure 3, the 
original unquenched signal is fully recovered from the quenching process around 140 K, 
which is identical to the recovery process of quenched EL2 in bulk GaAs13. 

DISCUSSION 

As mentioned earlier, MCDA is a sensitive technique for studying paramagnetic 
defects. Previous studies on bulk GaAs have shown that the AsGa defect in its 
paramagnetic form (AsGa+) has a signal composed of two derivative like bands8. When 
added together, the resulting spectrum has a negative peak at 0.94 eV and two positive 
peaks at 1.1 eV and 1.35 eV. However, studies done by Pillkuat et al.14 show that a 
diamagnetic peak associated with the Asoa defect can also be detected by MCDA. A 
temperature scan enables one to distinguish between paramagnetic and diamagnetic 
contributions. The diamagnetic part is temperature independent, whereas the 
paramagnetic part decreases with tenperature. Recently, a diamagnetic peak has also 
been observed in LT GaAs4- 

Large quantities of AsGa defects present in LT GaAs have been shown to control 
the properties of this material. The antisite defect has been shown to have high 
concentration in both neutral and positive charge states, [AsGa°]=1020 cm-3 and [AsGa+] 
=5*1018 cm-3, respectively. Previous MCDA measurements4- show that the negative 
diamagnetic contribution at 1.18 eV is most likely related to the AsGa0- The two postive 
peaks observed in bulk GaAs are overlapped with the diamagnetic band in LT GaAs. The 
strong intensity of the AsGa°-related peak overshadows the postive peaks; therefore, only 
two negative MCDA bands are visible in LT GaAs. The two negative peaks are also 
observed in LT AlxGai_xAs, though, they shift to higher energies as a function of 
increasing Al content. The paramagnetic band shifts faster than the diamganetic band. 
The two MCDA peaks eventually merge into the one broad peak around x=0.3. 

In the past, two models, the internal-transition model8 and the valence-band- 
transition model15, have been proposed to explain the MCDA spectrum of bulk SI GaAs. 
According to Meyer et al.8, in the internal transition model, the MCDA transitions of 
AsGa+ are intra-center from the A] ground state to the two T2 excited states of the defect. 
This A! state is at 0.52 eV above the valence band, and the two T2 states are 1.05 eV and 
1.29 eV above the A! states and are resonant with the conduction band. Because the 
transitions are internal, they are not expected to be strongly affected by the change in 
bandgap that arises when Al is incorporated into the system as derived from pressure 
dependence studies done on EL2 in GaAs16. 

The valence-band-transition model proposed by Kaufmann et al.15 postulates that 
the two MCDA transitions of bulk GaAs are the photoneutralization transitions AsGa+ + 
hv —> AsGa0 + hole to the spin orbit splitting of the valence band. The transitions from 
the s-like ground state to p-like excited states are allowed by the dipole transition 
selection rules.   These are satisfied in the valence band because of the band's p-like 
nature. The transitions are specifically to the heavy and light hole states of the r8 valence 
band and the spin-orbit-split band. Thus, the hole transitions are from the ground AsGa+ 

defect to the excited valence band states. If this model is applied to the behavior of 
AsGa+ in LT AlxGai_xAs, it would require the valence band to shift with the increasing 
Al content. Studies done by J. Menendez et al. show that the valence band of AlxGai_ 
xAs shifts with the Al composition17»18. 
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From our results in LT AlxGai_xAs the large shift in energy of the paramagnetic 
MCDA band seems to be in good accord with the shifting valence band. The internal 
transition model cannot account for the large shift. Thus, this shift is in better agreement 
with the valence band model. A more detailed discussion will be presented in a forth 
coming publication19. Also, the diamagnetic band in the MCDA spectra shifts slower 
than the paramagnetic band to higher energies with Al content, which is clearly indicated 
by the merging of the two spectra (Figure 2). The shift is still slightly larger than 
expected from the pressure dependence of the internal transition of EL216. However, the 
deviation is not large enough to make a conclusive statement about this tentatively 
assigned transition, further studies are needed. 

CONCLUSION 

Our study of MCDA of LT AlxGai.xAs indicates a high concentration of AsGa in 
the material. The energy shift of the MCDA transitions observed in LT AlxGai_xAs 
cannot be explained by ascribing the transitions to the internal T2 states, however the shift 
is more consistent with the transitions to the valence band. 
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ABSTRACT 

Pseudodielectric functions of low temperature grown GaAs (LT GaAs) measured by 
spectroscopic ellipsometry are presented. The spectral range includes the El (2.92eV) and 
El+Al (3.13eV) critical point structure of GaAs. A Lorentz-oscillator model was used to fit the 
dielectric function of LT GaAs for samples with nominal growth temperatures (Tg) varying from 
200°C to 580°C. For Tg of 200°C, 30% and 19% broadenings and -O.OlleV and -0.007eV red 
shifts were found for the El and El+Al structures respectively, compared with normal GaAs. 
The red shift can be explained in terms of a strain effect in the LT layer. In annealed LT GaAs 
the broadening decreased significantly and no red shift was found. 

INTRODUCTION 

Since the discovery that low temperature MBE grown GaAs can be used as a buffer layer to 
reduce the "backgating" in GaAs MESFETs,u much has been done to investigate its 
microstructural, electrical and optical properties. TEM and particle-induced x-ray emission 
studies provided the evidence of excess arsenic atoms in LT GaAs.3,4 After annealing at the 
normal grown temperature (550°C~600°C), these arsenic atoms precipitate and the material 
becomes semi-insulating. The result of double crystal x-ray diffraction shows that the lattice 
constant of 200°C grown LT GaAs is expanded by a factor of ~0.15%.5-6 Before and after 
annealing of 225°C grown, the mismatches are 0.133% and -0.016% respectively.6 The lattice 
expansion in as-grown material is believed to be related to interstitial defects produced by excess 
arsenic atoms. The bandgap energy of LT GaAs is difficult to determine because it is not 
luminescent.1 

In this paper, room temperature pseudodielectric function spectra of MBE grown LT GaAs 
measured by spectroscopic ellipsometry (SE) are given as a function of growth temperature. Red 
shifting and broadening of the El and El+Al critical point structure were observed for Tg below 
350°C in one set of samples. The origin of the red shifts will be discussed in terms of a strain 
effect in LT layer. Comparisons between as-grown and annealed LT GaAs samples are also 
presented. 
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EXPERIMENT 

MBE grown LT GaAs samples were provided by Wright Labs (WL) and Nanjing Electronic 
Devices Institute (NEDI) of China. Seven samples from WL were as-grown LT GaAs with 
growth temperatures (Tg) varying from 200°C to 500°C every 50°C. Another one was grown at 
normal temperature (580°C). NEDI provided two samples grown at 200°C and 250°C and two 
annealed (at 550°C) samples with the same growth temperatures as well as a "normal" epilayer 
grown at 550°C. Both groups used a thermocouple to determine Tg. NEDI also estimated it by 
using the melting point of indium (156°C) at the surface of the molybdenum holder as a 
reference. 

The characterizations were performed by variable angle spectroscopic ellipsometry (VASE). 
VASE measures the change in polarization state of a collimated polarized light beam reflected 
from the sample surface, over a range of wavelengths and at one or more angles of incidence. A 
rotating analyzer ellipsometer (from J. A. Woollam Co.) was used. The sample's complex 
reflection coefficients for light polarized in 'p', and 's' directions (parallel and perpendicular to 
the plane of incidence, respectively) are give by Rp and Rs. Ellipsometric parameters \|/ and A 
are related to these coefficients by7p = tan((«/)e'A = Rp/Rs • Rp and Rs are calculated using a 
standard technique from a model containing a substrate and the required number of layers with 
flat parallel interfaces. They also depend on the incident angle (i|>) and the wavelength of the light 
beam which are known. With initial estimates for the unknown layer thickness and (or) optical 
constants, a set of v|/ and A values are calculated for the wavelengths and angles of incidence. 
The biased estimator8 (weighted mean square difference between calculated and measured 
values) is then calculated, and the Levenberg-Marquardt algorithm is used to vary the model 
parameters so as to minimize the biased estimator. 

The complex pseudodielectric function <s> of the measured material as a function of v|/ and 
A is given by 

< s >=< s\ >+i<s2>= sin" 1 + tan2^ 
1+p 0) 

We can also use a parametric model—Lorentz oscillator (LO)—to model the dielectric function s 
for a layer with unknown optical constants. Here, the dielectric function is expressed as the sum 
of a set of Lorentz oscillators: 

=s    +S—: 
00     i (E, 

Am 

-E-)-iE-Br, 
(2) 

where Anij = 4;me2Ä/rn., Brj = h/r]•, E^Tico^ E-ha>. E: is the center energy of each 

oscillator, with effective electron mass m* and relaxation time zy Am^ B^ are the amplitude 

and the broadening of each individual oscillator, and £•„ is a constant. Amj, B^, E; and ea are 

the parameters to be fitted. 
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RESULTS AND DISCUSSION 

Figure 1 shows the second derivatives of measured <s2> for the WL samples. Notice that 
there is no significant difference between samples with Tg>350°C. However, for Tg at or below 
300°C, El and El+Al are broadened and the positions of El and El+Al are shifted to lower 
energy. 
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Figure 1. Second derivatives of <s2> in El and El+Al region for WL samples. 

3.3 

To quantify these effects, we need first to correct the measured pseudodielectric data for 
the native oxide layer. Oxide thicknesses were determined by modeling the LT GaAs layer 
(which is optically thick above the bandgap) as normal GaAs, with a native oxide layer on top. 
Published tabulated dielectric function data were used for GaAs9 and its oxide10. Fitting only the 
oxide thickness, good fits were obtained for samples with Tg from 350°C to 580°C. Poorer, but 
still acceptable fits were obtained for the 250°C and 300CC grown samples. The 200°C sample 
data could not be fitted in this way, so its oxide thickness was assumed to be the same as the 
250°C grown sample. Oxide thickness, in the range of 2.6-3. lnm for all samples, was kept fixed 
in the model thereafter. The GaAs tabulated s data were then replaced with an LO model with 
seven oscillators.11 All oscillator parameters were first fitted to the 580°C sample data from 
2.0eV~5.0eV, producing a very good fit. For the remaining samples, e„ and the Anij were kept 

fixed to their previous fitted values, while the Ej and Brj were fitted to the data over the same 

spectral range. Good fits were obtained in all cases. These LO parameters represent the 
dielectric functions of the LT GaAs, with the effects of the oxide overlayer mathematically 
removed. Figure 2 plots the center energies and the broadening parameters of the two oscillators 
representing the El and El+Al critical points. It shows that broadening increases strongly as Tg 
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decreases below 350°C, with a corresponding weak red shift. Comparing 200° with the 580°C 
results, broadening increases 30% for El and 19% for El+Al, with red shifts of-0.01 leV for El 
and-0.007eVforEl+Al. 
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Figure 2. The broadening parameters and bandgap energies of the El and El+Al critical point 
structures obtained from Lorentz-oscillator models for the WL samples. 

The   red   shift of the El and El+Al structure can be explained by an increased lattice 
constant in the LT layer. The strain dependence of El and El+Al can be expressed as:12'13 

AE1 = ^Y + EH - \[A l2 + 4 E2
SP = EH - E2

S/A 

A(E1 + A1); •4I + EH+1[A12+4E2
S]

2SE„+E2s/Al 

(3) 

(4) 

whereEH=2^1(l-^)a>Es 
2 C 

l-D](\ + 2-^2-)a.  a is the biaxial strain, (a-a0)/a0. For GaAs at 

room temperature, £i= -4.3eV, D3=3.45eV, and the adiabatic values of cu and c12 are 
11.88-10" dyne/cm2 and 5.38 -10" dyne /cm2 respectively14. Taking the value 0.15% as the 
strain,5'6 we calculate AE1 = -O.OlleV and A (El + Al) = -0.004eV. Recall that the red shifts 
from the LO fit were -0.01 leV and -0.007eV for El and El+Al respectively. The experimental 
AE1 is very close to the theoretical calculation and A(E1+A1) is smaller but still in the same 
order of magnitude.   This calculation assumes a fully strained layer.   Partial relaxation would 
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reduce Es with little effect on EH. In a fully relaxed layer, AE1 and A(E1+A1) would have the 
same value. 

Strain in the as-grown LT layer is known to be due to the presence of excess arsenic. The 
strong correspondence between red shift and broadening seen in figure 2, for Tg below 350°C, 
indicates that the broadening may also be related to excess arsenic in the layer. 

Figure 3 shows the second derivatives of measured <s2> for samples from NEDI in the El 
and El+Al region. The as-grown samples are much more broadened than the annealed samples. 
The data of the 250°C as-grown sample is also red shifted. An LO fit of it results in -0.014eV 
and -O.OlOeV for AE1 and A(E1+A1) respectively. The 200°C as-grown sample is so broadened 
that no structure can be resolved. Annealing is known to make the excess arsenic in as-grown 
LT layer precipitate into clusters,5 so the strain and broadening which are related to it decrease 
largely. We see hardly any bandgap shift for the annealed samples. The broadening of annealed 
sample with Tg=250°C is very close to the 550°C grown. The annealed 200°C grown regains 
part of the bandgap structure. 

The greater broadening in the NEDI as-grown samples compared with the WL samples of 
the same nominal Tg, together with the larger red shift in the NEDI 250°C as-grown sample, 
implies that these samples had a higher concentration of excess arsenic. This in turn implies 
lower actual growth temperatures. Since Tg is notoriously difficult to measure at these low 
temperature,5 wide variations between nominal and actual growth temperatures are possible. 
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Figure 3. Second derivatives of <s2> in the El and El+Al region for NEDI samples. 
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CONCLUSION 

The critical point structure of low temperature grown GaAs has been found to be much 
broader and slight red shifted compared with normal grown GaAs. We believe that we are the 
first to get the approximate El and El + Al values of LT GaAs. Both the red shifting and 
broadening appear to be related to the amount of excess arsenic in the as-grown material. 
Annealing removes or reduces both effects. The red shift is consistent with a theoretical 
calculation of strain effect in the LT layer. 
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ABSTRACT: 

The optical absorptions and the defect densities of GaAs grown by low temperature molecular- 
beam-epitaxy at growth temperatures between 200-580 °C were evaluated by photothermal 
deflection spectroscopy. The shapes of the absorption spectra exhibit EL2-like characteristics. 
Defect densities were found to be in the range of 1018-1019 cm'3. The PDS phase spectra were 
shown to be useful to differentiate the absorptions of the epilayer from those of the bulk. 

1. Introduction 

Epitaxial layers of GaAs grown by low temperature molecular-beam-epitaxy (LT-MBE) are 
recently shown to possess very useful properties for device fabrication. It is now generally 
believed that these special properties of LT-MBE GaAs are due to an excess amount of As 
present during epitaxial growth.' High concentration of point defects is found in LT-MBE GaAs 
and is thought to be associated with the excess As in forms of As anitsites (AsGa), As interstitials, 
As precipitates after annealing, or their complexes. An understanding of the nature of these 
defects will, therefore, provide useful insights for improving the performance of devices 
constructed from these materials. 

Several techniques have been used to study the defects in LT-GaAs grown by MBE.2"12 From 
optical absorption measurements,5,6 it was discovered that the shapes of the absorption spectra of 
LT-GaAs closely resemble those of intrinsic GaAs grown by liquid-encapsulated Czochralski 
(LEC) method. Since As antisite defects are present in both LT-MBE and LEC materials, defects 
in both cases should have very similar properties. The majority of defects in LEC grown GaAs are 
now generally accepted to be due to EL2 defects (~AsGll), and therefore, it was proposed that 
defects in LT-GaAs are also EL2-like.5,6 Some of the key parameters for evaluating the EL2-like 
defect concentrations are the photo-ionization cross sections for neutral defects (an) and positive 
defects (ap). For GaAs, the photo-ionization cross sections for both neutral and positive As 
antisites have been evaluated using photocapacitance measurements.13'14 In this study, we 
demonstrate that it is possible to use photothermal deflection spectroscopy (PDS), a very sensitive 
technique for measuring optical absorption, to evaluate defect densities in LT-GaAs using known 
photo-ionization cross sections for EL2 in GaAs. 

2. Experimental 

The GaAs MBE layers (lum thick) were grown on 100Ä thick buffer layer of AlAs using LEC 
GaAs as the substrate. The MBE layers were subsequently annealed at 620°C for 25 minutes in 
the MBE chamber under As-rich condition. The AlAs buffer layer has a relatively large bandgap 
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energy (2.2 eV) and can be considered to be optically transparent in this study. GaAs epilayers 
grown at different substrate temperatures (200-585°C) were investigated by PDS. The principle 
of operation of PDS is well documented.15 The measurements were carried out with a standard 
setup consisting of a lkW Xe arc lamp and a 1/4 m grating monochromator as the pump beam 
which was modulated by a chopper before irradiating on the sample (Fig. 1). Carbon tetrachloride 
was used as a deflecting fluid. A HeNe laser was directed parallel to the layer surface as the probe 
laser. The photothermal deflection signal was detected by a quadrant cell. The output of the 
detector was fed into a lock-in amplifier for phase sensitive measurements. 

Computer and 
Interfacing 

DSP Lock-in Amplifier 
Stanford SR830 

- ' RS232 Jf Parallel 
Port 

Sample 
in CCLi 

Chopper 

lkWXelamp 

□ 
1/4" Monochromator 
with Stepper Motor Driver 

Fig. 1:   Apparatus for photothermal deflection measurements of optical absorptions of low  temperature grown 
MBEGaAs 

In PDS experiments, the deflection angle (<)>) can be shown to be proportional to the amount of 
heat released due to optical irradiation. In terms of the absorption coefficient (a) and the sample 
thickness (d), the deflection angle is given by 

4> = CP [ 1 -exp(-arf)] (1) 

where P is the power of the incident pump beam, and C is a constant relating to instrumental 
factors. In the case of small ad, 4> ~ ad, and hence the deflection angle is a direct measure of the 
optical absorption. In the other extreme (large ad), 4> » CP and the PDS signal saturates. In this 
case, the signal is a measure of the power spectrum of the incident pump beam and is independent 
of a. Such results have been obtained for a carbon film sample for the wavelength region shown 
in Fig. 2. 
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Fig. 2:   Correlation of the pump beam power measured by power measurement and PDS on carbon film 

3. Results and Discussions 

Results of normalized PDS spectra on MBE grown GaAs are shown in Fig. 3. The spectra 
were calibrated by transmission measurements using a multilayer model.6 For LT-MBE layer 
(thickness 4) on GaAs substrate (thickness ds), the effective absorption coefficient aeff is given by 

aeBd=aidi + a^ds (2) 

The subgap absorption, which correlates closely to the defect density, increases as the substrate 
temperature decreases at a fixed wavelength. The defect densities in the MBE layer, [AsGJ° and 
[AsGJ , can be calculated accurately with the known electron and hole photo-ionization cross 
sections, on and holes ap respectively, according to the equation 

a(X) = an(^)[AsGa]° + a.(X)[As0J
+ 

(3) 

where a(k) is the absorption coefficient at wavelength X for the MBE layer. Since the shapes of 
the absorption spectra for both the MBE layers and the substrate are very similar, and AsGa is 
involved in both cases,6 it can be assumed that the photo-ionization cross sections for the 
substrate can be used in (3) for evaluating the defect concentrations. In addition, PDS is known to 
be sensitive to the surface rather than the bulk.15'16 Hence, the absorption due to the GaAs 
epilayer is expected to be much larger than that of the substrate due to high defect density of the 
epilayer (about 1018 cm"3 for annealed LT-MBE GaAs grown at 200°C 1A6). Therefore, the PDS 
signal should be dominated by the epilayer. Based on the assumptions above, the defect densities 
for the epilayers, [AsGJ° and [AsGa] , can be calculated from equation (3) using the measured 
absorptions at two different wavelengths. For LEC GaAs, the cross sections are 
on(l.lum) = 9.07xl0"17,       an(1.2um) = 4.8 x 10"17,       a (l.lum) = 3.2 x lO-17,       and 
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a (1.2um) = 4.72 x 10~17 cm2.13,14 Results of the defect concentrations derived from these 
known values of absorption cross sections are shown in Table I. Total defect concentrations are in 
the range of 1018 to 1019 cm"3. The total defect density calculated according to the above method 
appears to be abnormally high (5.5xl018 cm"3) for the MBE layer grown at 585°C, in sharp 
contrast to reports that the MBE layer grown at 580-600°C can produce -101 

donor and acceptor concentrations.17 

J3 < 

10000 

1000 .2<xrc«« »^ 

:225*C«^*jJ 
;250-C*^^ 

100 

585-C (f= 1.6kHz)    ^ 

j i—i—1—i—■—■—1—■—i—■—■—■—>—'— 

0.6 0.8 1.0 1.2 1.4 1.6 
E(eV) 

Fig. 3:   The absorption spectra measured by PDS for MBE layers grown at different substrate temperatures. The 
chopping frequencies are 13 Hz unless indicated otherwise. 

Table I: Summary of the EL2-like defect densities of annealed MBE layers grown at different substrate 
temperatures obtained from equation (3). The chopping frequency employed is 13 Hz. 

Substrate 

(x 10" cm"3) 

[ASGJ
+ 

(xlO19 cm"3) 

Total defect density 
[ASOJ0 + IAS.J+ 

(xl019cm"3) 

[AsGa]+ 

Temperature 
(°C) 

[As Gal   +[AsGal 

200 1.7±0.1 1.8±0.1 3.5+0.2 0.51 

225 1.4i0.1 1.2±0.1 2.6±0.2 0.46 

250 1.2±0.1 0.81±0.06 2.0±0.2 0.40 

300 0.72±0.05 0.2110.02 0.93±0.06 0.23 

The apparent contradiction above can be explained by a careful consideration of the PDS 
phase spectra in Fig. 4. For the MBE layers grown at 200, 225, 250 and 300°C, as both the MBE 
layer and the bulk become more transparent (just below the gap energy), the effective center of 
absorption moves away from the surface and causes a sudden phase lag in the PDS signal. Below 
the bandgap energy, the phase lag becomes smaller for smaller photon energies because the center 
of absorption moves to the front surface where the absorption is dominated by the MBE layer. 
Similar phase motion has been observed previously by Zammit et al.  • 
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E(eV) 

Fig. 4: The PDS phase spectra for MBE layers grown at different substrate temperatures (some of the phase 
spectra are not shown for clarity). The phase spectra were taken simultaneously with the PDS spectra shown in Fig. 
3. The chopping frequencies are 13 Hz unless indicated otherwise 

The PDS phase spectrum for the 585°C sample (obtained at a chopping frequency/= 13 Hz) 
also shows a similar phase shift just below the bandgap. However, the phase lag becomes larger 
for smaller photon energies, indicating that the effective center of absorption shifts gradually to 
the bulk and remains there. The phase spectrum in Fig. 4 (f = 13 Hz) suggests that the 
corresponding absorption spectrum for the 585°C sample (f= 13 Hz) in Fig. 3 is a measure of the 
average absorption of the entire sample rather than the MBE layer alone. Since the modulated 
heating from the pump beam is spread over a distance given by the thermal diffusion length (uT), 
the contribution to the PDS signal due to the MBE layer can be enhanced by reducing uT = 
(Dlnjf12 where D is the thermal diffusivity (0.003 cm2 s"1 for GaAs). For /= 13 Hz, uT ~ 86 urn; 
the major contribution to the absorption is due to the substrate because MBE layer grown at 
585°C is known to have relatively few defects and therefore should be essentially transparent 
below the bandgap. To support this argument, PDS was performed again for/=1.6 kHz where uT 

« 8 urn. The measured absorption for the 585°C sample is significantly reduced (Fig. 3). 
Simultaneously, the PDS phase spectrum exhibits the characteristic phase motion where the phase 
lag increases sharply just below the bandgap followed by a smaller phase lag (Fig. 4). On. the other 
hand, PDS measurements performed at/= 1.6 kHz on other MBE layers are similar to those 
obtained at/= 13 Hz. It is more desirable but difficult to reduce the thermal diffusion length to 
lum as a chopping frequency of 105 Hz is required. 

The total defect concentration for the annealed MBE layer grown at 200°C is about an order 
of magnitude higher than the value (3xl018 cm"3) observed by Look et al for both absorption and 
Hall-effect measurements.1,5,s'7 Also, the compensation ratio of deep acceptors [AsGJ to total 
defect density ([AsGa]

0 + [AsGJ
+) for the MBE layer grown at 200°C is about 0.5 (Table I) 
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whereas about 0.1 is observed by Look et al6'1 The discrepancy may be attributed to different 
annealing conditions. In Look's study, post-growth-anneals on the LT-MBE GaAs were 
performed in a flowing inert gas. In our study, post-growth-anneals on the MBE GaAs at 620°C 
were performed in situ under arsenic overpressure. 

4. Conclusion 

PDS measurements have been used to evaluate the optical absorption and the defect densities 
of LT-MBE GaAs. The defect densities are in the range of 1018 - 1019 cm"3. Also, from the phase 
spectra were shown to be useful to separate the absorptions of the epilayer and the bulk. 
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ABSTRACT 

The transition energy, the binding energy, the intensity, the broadening and the lifetime of the 
free-exciton transitions in GaAs epitaxial layer have well been investigated using 
photoconductivity measurement which is analyzed in term of an improved fitting model. We 
have found that as the thickness is increased, the bind energy increases, but both the intensity 
of the high excitonic level and the lifetime of the excitons decrease. These effects are attributed 
mainly to imperfections located near the surface of the epitaxial layer. 

Introduction 

Excitons are elementary crystal excitation which are created by light absorption. Once created, 
the excitons interact with the crystal imperfections. Consequently, the exciton's properties such 
as its transition energy Ex, binding energy R*, and lifetime r depend on growth conditions, 
temperature, etc.. Photoconductivity (PC) has become well known and often used spectroscopic 
technique to study semiconductors [1-4]. This technique has the advantage of yielding 
information about the free-excitonic and the band to band transitions only in the epilayer. 
Through modelling of PC spectra, some parameters of these transitions can be obtained. The 
fit of experimental exciton peaks is often made with a simple Lorentzian or Gaussian function 
[5]. In order to get reliable and accurate values, improvements have to be made on PC spectrum 
modelling. The Lorentzian function is always used for homogeneous samples [6]. However, 
there are impurities, imperfections, and strains can be inhomogeneously distributed in 
semiconductors. In this case, the Lorentzian function can not fit very well the excitonic part of 
the experimental spectrum. Then, Gaussian broadening must be added to account for the 
inhomogeneity of the samples [5,6]. The resulting lineshape is called a Voigt profile. In this 
work, an improved model was used to analyze the free-exciton position, the binding energy, the 
intensity, and the lifetime from photoconductivity spectra of undoped MOCVD GaAs epilayers. 

Experimental 

Photoconductivity measurements have been performed on GaAs layers grown by metallorganic 
chemical vapor deposition (MOCVD) on semi-insulating GaAs substrate, at Universite de 
Sherbrooke. They were unintentionally n-doped, the carrier concentration ranging from 1 to 
2 X 1015 cm"3. The mobility of these epitaxial layers was p = 34000 cm2/Vs. The PC spectra 
were taken with a 2 meter spectrometer. The light excitation was provided by a tungsten lamp 
with adjustable intensity, and chopped at a frequency chosen in the range of f = 4 to 300 Hz. 
Most of the PC spectra reported in this paper were measured with f = 20 Hz and at T = 60 K, 
with the spectrometer slits at 500 pm. For GaAs samples, the resistivity minimum is close to 
T = 60-80 K, so the PC signal is stabler at these temperatures. For these measurements, the 
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samples were placed in a simple voltage divider, and the alternating signal AV was measured 
with standard lock-in amplification [7]. 

Analysis of photoconductivity spectra 

The Fig. 1 shows a typical PC spectrum of sample 3 at T = 60 K, along with the model used 
to extract the physical parameters. All the PC spectra exhibit two main structures: the free 
exciton peak and the interband transition. The energy Ex of the excitonic transition can simply 
be obtained by the position of the n = 1 free-exciton peak of the spectrum. The broadening 
parameter T of this peak can also provide us with the exciton lifetime. To fit the PC curves and 
obtain the physical parameters, we can express the PC signal AV(Äco) as a function of the optical 
absorption coefficient a(^co) [7]: 

AV(ho) -Axil -e -»<^)dkB ( 1) 

where A oc V/a (V is the source voltage for the divider and a is the dark conductivity of the 
sample), d is the sample thickness, and the constant B accounts for an artificial offset of the 
lock-in signal, due to noise. The absorption coefficient ct{fioi) is then expressed as a sum of the 
two processes, the excitonic and interband transitions: 

a(AüJJ =(xexc ( hu) +abb( hco) (2) 

The excitonic absorption aexc(^co) takes the form of a series of peaks, one for each excitonic 
level [8], while the interband transition otbh(fiw) is nearly a step function.   All these structures 
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Fig. 1.  Experimental photoconductivity spectrum of MOCVD GaAs epitaxial layer ...  and 
theoretical curve given by equation (1) (solid line).    Excitonic and interband  
components of the theoretical model are shown separately. Three energy ranges are shown: A) 
the fundamental excitonic level(n = l), B) the high excitonic bound states(n>l), and C) the 
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must be broadened to account for the finite lifetimes of the electronic levels involved [9]. We 
approximated the absorption coefficient for the band to band transition with a Heaviside step 
function of amplitude Abb: 

.,   .   , Abb   for       hß>E 
(3) 

For the free-exciton, the absorption of m levels is given by: 

A R 

11=1   n n 

where Ax is the intensity of the transition. 

(4) 

The broadening function is often chosen to be a Lorentzian [9,10] or Gaussian function. None 
of these simple functions fitted our data very well. Instead, the two kinds of broadening had to 
be combined in order to reproduce our experimental spectra. In fact, it is equivalent to consider 
a Gaussian distribution of Lorentzian peaks. The final absorption curve a(#co) is then obtained 
by convoluting the expressions (3) and (4) with a Voigt profile. Fig. 1 shows that this theoretical 
model (solid line) fits the experimental spectra (dots) very well. For spectra taken at 
T = 60 K, the fit was better when only the first excitonic transition was considered. The 
situation at lower temperatures was different: as many as four excitonic levels (m = 4) had to 
be added to get the best fit. 

Results and Discussions 

The PC spectra for samples 1 to 4 at T = 60 K are shown in Fig. 2. The signal given by the 
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Table I. Exciton transition energy (EJ, binding energy (Rx), broadening parameter (fL), lifetime (x) and ratio of 
exciton and interband transition intensities (Ax/Abb), obtained from (lie modelling of photoconductivity 

spectra. 

Sample Thickness 
(fi m) 

Ex 
(meV) 

Rx 
(meV) 

Ax'At,,, 
(an.) (meV) (PS) 

1 4.21 1511.49 ±0.10 3.65 + 0.37 0.0028 ±0.0001 0.54 + 0.20 0.609 ±0.230 

2 6.27 1510.9410.47 3.83 ±0.11 0.0047 ± 0.0004 0.70 ±0.22 0.470 ±0.150 

3 8.85 1510.60 ±0.69 3.96 ±0.12 0.0077 ± 0.0002 1.07 ±0.28 0.307 ±0.080 

4 29.65 1510.67 ± 0.37 4.39 ± 0.14 0.0114 ±0.0011 1.50 ±0.36 0.219 ±0.053 

interband transitions has been normalized so as to show the relative change in the excitonic 
transition intensity. From Fig. 2, we can see a slight red-shift of the n = 1 free exciton 
transition (EJ with increasing thickness. When the thickness reaches about 8 jon, Ex approaches 
the value of bulk material. The values of the exciton transition energy Ex are listed in Table I. 
Most publications give the transition energies at low temperatures. To compare with our values 
at T = 60 K, we must include the shift caused by temperature [11]. 

We can also see that the excitonic transition intensity increases relative to the interband 
transition as the layer thickness is increased. In Fig. 2, we did not consider the absolute PC 
intensity, because the signal depends on many factors that vary from one sample to another. 
However, the ratio between the excitonic and interband intensities could be used to compare 
different spectra. The values of Ax/Abl> are listed in Table I. 

The n = 1 free-exciton binding energy Rx is the separation between the exciton energy Ex and 
the interband transition threshold Eg (Fig. 1). We have found that this binding energy increases 
with increasing thickness, as can be seen on Fig. 2 by the increasing separation between the 
excitonic peak and the band to band step. The values for Rx are listed in Table I. We have also 
observed that the free-exciton binding energy Rx in thinner undoped GaAs epilayers is lower than 
that in thicker one. For an epilayer about 8 pm thick, the value of Rx is equal to that of bulk 
GaAs. The binding energy Rx of the free-exciton in sample 3 at T = 60 K is 
3.96 + 0.12 meV, which agree well with those reported in the literature [12]. 

The broadening parameter TL and the lifetime r obtained from the modelling of spectra are 
listed in Table I. The exciton lifetime is usually calculated from the Lorentz broadening 
parameter TL with the help of the expression [9]: 

x-h/2r, L (5) 

The lifetimes of free-excitons in our samples at T = 60 K are very short, about 0.21-0.61 ps. 
The values of Gaussian broadening ro of samples 1 to 4 are in the range of 0.9-1.0 meV. This 
result shows that the inhomogeneity of the four samples are similar, and the Gaussian 
contribution is rather independent of thickness. 

We measured the intensity of free excitions and interband transition as a function of the 
excitation power, as shown in Fig.3. We found that the intensity of n = 1 free- exciton increases 
as P057 and the intensity of interband transition increase as P0'56 in our investigation. 
Additionally, we observed the n = 1 free-exciton peak to shift slightly toward lower energies. 
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Fig. 3.   Photoconductivity intensity of free exciton and band to band transitions as a function 
of excitation power, at T = 60 K, for MOCVD GaAs epitaxial layer. 

As mentioned above, several main parameters of free-excitons vary with the thickness of 
MOCVD GaAs epilayer. One reason is the traps and the defects which are distributed 
throughout the interface between the epilayer and the semi-insulating substrate [13]. Another, 
there are surface electric field in the surface charge region (SCR), and band bending near the 
quasineutral bulk [14]. The influence of the surface and interface can cause the variations of 
the static dielectric constant e and the reduced effective mass m*. We know that R„ oc m7e2. 
Thus, a change in Rx can be attributed to either m* or e, or to both. 

For the thicker samples in Fig.2, we see that the intensity of the unbound excitonic states 
(range C) decreases relative to the peak associated with the n = 1 free exciton. From the 
sharpness of the interband transition (range B), we can suppose that the intensity of excitonic 
of bound states n = 2, 3, 4, etc. also decreases relative to the state n = 1. Such a reduction of 
intensity has been observed for the high excitonic levels of Cu20, when this crystal is subjected 
to an electric field. Such perturbation of the excitons should also affect the lifetime of the first 
excitonic level. 

Information on the lifetime is very useful in understanding the decay mechanism of excitons 
and the dependence of free-exciton lifetime on concentration of defects and impurities. In 
general, the measured lifetime will usually be much shorter due to trapping of the free-excitons 
by impurities and defects. In addition, these short lifetimes can also be attributed to the effect 
of the surface electric field [15]. The thicker epilayer contains more imperfections, some defects 
could have diffused from the bulk during its growth. As a result, the excitonic lifetime is 
reduced. 
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In some thicker samples, we observed n = 1 and 2 free-exciton states at T = 21 K. These 
peaks are separated by 3.2 meV. As this PC spectrum is related not only to the fundamental 
exciton state, the model must include many excitonic levels. We evaluated that the R, was (4.08 
± 0.14) meV and the lifetime was (0.40 ± 0.04) ps for sample 3 at T = 21 K. 

Conclusion 

Using photoconductivity measurement which were analyzed in terms of an improved model, 
the transition energy, the intensity, the binding energy, the broadening and lifetime of the free- 
excitons have been investigated in undoped MOCVD GaAs epilayer. We have found that the 
intensity of the high excitonic levels (n>l) decreases relative to the n = l level for the thicker 
epilayers. We have also found that for these thick epilayers, the lifetime of excitons is shorter. 
We attribute theses changes in the lifetime mostly to imperfections located near the surface of 
the epilayer. The binding energy of the excitons increases slightly as the epilayer thickness is 
increased and the n = 1 free-exciton peak shifts slightly towards lower energies. The raising of 
excitation power causes a red shift. 
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ABSTRACT 

We have studied the uniformity of the arsenic flux from a commercially available 
valved arsenic cracker source for MBE. There are many epitaxial structures that require a 
uniform arsenic flux distribution for rotated epitaxial growth and, in the non-rotated case, for 
RHEED. For non-stoichiometric GaAs growth at low substrate temperatures, which results in 
arsenic precipitates being formed during the in-situ anneal process, a specific As/Ga ratio must 
be used to maintain high crystalline quality and to achieve the desired electrical properties. 
Also, in the growth of InGaAsP the As/P ratio is equally important for lattice match and quality 
device results. We report on the uniformity of amorphous arsenic (a-As) films condensed on 
the surface of 3" diameter sapphire wafers slightly below room temperature. Sapphire 
substrates were used in place of GaAs wafers to facilitate the use of x-ray fluorescence for the 
measurement of the arsenic film uniformity. Uniformity maps will be presented for rotated and 
non-rotated a-As depositions of As2 and As4. Results indicate the uniformity of a-As, As4, films 
to have a standard deviation of < 2.5% across a 3" diameter substrate for the rotated case. 
Characteristics of the non-rotated case will be presented. 

I. INTRODUCTION 

The uniformity of arsenic flux becomes an increasingly important issue as more complex 
materials are being explored by MBE. For GaAs grown at low temperatures, researchers have 
demonstrated that the As4/Ga ratio1 is important to control. The V/III flux ratio needs also to be 
controlled during migration enhanced epitaxy (MEE)2. For quaternary materials the precise 
control of composition places a very heavy burden on the uniformity of the group V fluxes. 

Developments in molecular beam epitaxy (MBE) have led to the availability of arsenic 
valved cracking effusion cells3 equipped with two heating zones, a sublimator filled with an 
arsenic charge and a cracking tube. The heated cracking tube can provide thermal decomposition 
("cracking") of the arsenic molecules from the tertameric molecule, As4, to the dimeric 
molecule, As2. The valve is positioned at the end of the cracking tube nearest the growth 
position. While this design allows for rapid modulation of the incident arsenic flux, it increases 
the complexity of modeling the system. 

In this work, we are concerned with the uniformity of the arsenic flux incident onto a 3" 
diameter sapphire substrate. We continue by assuming that both As2 and As4 molecules are 
adsorbed on cooled sapphire substrates. An appropriately low substrate temperature is required 
that allows a suitably high sticking coefficient for both As2 and As4. 

Foxon and Joyce4 have reported that, in the absence of a Ga adatom population, there is a 
near zero sticking coefficient of As4 on {100} oriented GaAs substrates in the temperature range 
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of 300 to 450°K.   It has also been shown that As4 

can be deposited5"7 at substrate temperatures Ts < 
273°K and As2 deposited8'9 at Ts < 320°K on GaAs 
substrates  and  on  silicon  substrates9.     Panish9 

reported that As2 will adsorb onto non-reactive 
substrates   at   77°K   with   near   unity   sticking 
coefficient.    Of great importance, from both the 
theoretical and practical aspects, is the assumption 
that the temperature dependent As4 and As2 sticking 
coefficients tend not to  influence the resulting 
uniformity of the deposited arsenic layers.  A practical lower limit to the substrate temperature 
for the Varian MOD GEN II MBE system is, Ts = - 40°C. The sticking coefficient s in Eq. (1) is 
defined as the ratio of the number of atoms adhering to the surface to the number of atoms 
arriving there: 

Fig. 1. Valved arsenic cracker schematic 

The result is that the physically adsorbed arsenic atoms, Nadh, embody the uniformity of the 
incident flux for a substrate at a uniform temperature, although not necessarily the total incident 
flux, Nt01. 

II. EXPERIMENTAL 

The MBE system used for this work was a Varian MOD GEN II equipped with a valved 
arsenic cracking source capable of producing As4 and As2 molecular beams. The valved arsenic 
cracking source was placed in the furnace port at the 10 o'clock position. The eight furnace 
ports of the MOD GEN II MBE system are tilted off axis from the wafer normal by 9 = 33°. 
The source to substrate distance is, d = 18.3 cm. Fig. 1 depicts a schematic of the source to 
substrate geometry. To determine the uniformity of arsenic fluxes over the maximum possible 
area we chose 3" diameter sapphire wafers mounted in In-free substrate holders. The MBE 
system's cryopanneling was filled continuously with liquid nitrogen. The substrate, mount, and 
heated station were allowed to cool below room temperature overnight while facing the growth 
direction. The source shutter between the arsenic cracking zone valve and the substrate 
remained in the open position. During the deposition of As4 the temperature of the cracking 
zone was maintained at Tcz = 500°C and for the As2 deposition Tcz = 900°C. A deposition 
(physisorption) of arsenic was conducted by allowing the flux of arsenic molecules to impinge 
onto the wafer surface for a 2 hour period. The substrate temperature, Ts, was determined by 
monitoring of the substrate thermocouple. The substrate temperature during deposition of the 
As4 for use in determining uniformity was Ts = -36°C and for the As2 deposition, Ts = -6°C as 
there is greater radiative substrate heating with Tcz = 900°C. The beam equivalent pressure, P, 
for As4 was set to PAs4 = 1.4 x 10"5 torr. The resulting cracker valve position was held constant 
for all the As4 and As2 depositions.  The beam equivalent pressure for the As2 depositions was 

=900°C. 
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III. RESULTS AND DISCUSSION 

As4 (500C) 

As , (900C) 

Substrate Temperature (Deg. C.) 

Arsenic Sticking Properties |     o. 
(3 

The        dependence        of       the    | 
physisorption of arsenic onto non-reactive    '5,     o. 
sapphire   substrates   was   investigated  to 
determine   the   influence   on   subsequent 
uniformity   analysis.       As   reported   by 
Panish9, As2 will adsorb onto non-reactive  Figure 2. Arsenic sticking coefficient versus substrate 
substrates at LN2 temperatures with near temperature for TCZ=500°C and TCZ = 900°C 
unity sticking coefficient.   For the MOD 
GEN II MBE system it proved impractical to cool the substrate and it's holder to LN2 

temperatures. The practical limit for the In-free mount substrate holder was - 40°C when the 
cracking zone was at 500°C and -10°C when it was at 900°C. The difference in the lower limits 
of substrate holder temperature is due to radiative heating of the substrate and wafer holder 
assembly from the arsenic cracking furnace. The sticking coefficient, s was calculated from the 
experimentally observed beam equivalent pressures, BEP and used to calculate the absolute 
flux, Jx using Eq10. (2), with the ionization efficiency relative to nitrogen, Ix calculated from Eq". 
(3). 

Jx = 3.92 * 1020 * Pfx Jfx [ molecules cm  sec 

/, = [0.6*^ + 0.4 

(2) 

(3) 

where Jx is the effusion flux in units of molecules per cm2 per sec, Px is the BEP in torr, Tx is the 
effusing flux temperature in Kelvin degrees, Mx is the molecular weight in grams per mole, and 
Z is the number of electrons per molecule. The Nt0, was calculated for each case by multiplying 
Jx by the number of atoms per molecule. The Nadh values were calculated from weight 
differences of the substrates before and after arsenic depositions. The temperature dependent 
sticking coefficients calculated in the above manner for As2 (900°C) and As4 (500°C) is plotted 
in Fig. 2. For As2, at the substrate temperature of-10°C, the influence on deposition uniformity 
is determined to be 4% per degree C and for As4, at -30°C, is -10% per degree C. From these 
observations, it is very important to maintain extremely uniform substrate temperatures during 
the depositions used for the analysis of flux uniformity. 

Uniformity Analysis 

The As2 and As4 films were subjected to x-ray fluorescence12 measurements to determine 
the uniformity of the respective depositions. The background noise, bremsstrahlung, of the 
x-ray fluorescence system was subtracted from each measurement. The visual appearance of the 
As2 films deposited onto sapphire substrates was similar to that reported by Panish8 for the 
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Figure 3. Arsenic surface and contour plots 

deposition of As2 onto GaAs 
substrates, as being metallic in 
appearance with a mirrored 
surface, while the deposition of As4 

resulted in films being light gray in 
appearance, but not at all mirrored. 
By SEM examination of the 
arsenic films, it was apparent that 
the As2 surfaces were smooth when 
viewed at 2,000X while the As4 

surfaces were rough and exhibited 
a periodic surface structure. 
Analysis by x-ray fluorescence 
was used to determine the quantity 
of arsenic atoms that were present 
on the sapphire substrates per unit 
area. At each point on a 0.1" x 
0.1" grid a beam of x-rays from a 
Cu Ka source was used to probe an 
area 0.5mm. x 0.5mm. for each 
substrate. Characteristic x-ray 
emissions from the As Kal L„ and 
As Ka2 L,„ lines, a closely spaced 
doublet at 1.17987 and 1.17588 A, 
were counted with no interference 
from those emitted by the sapphire 
(Al, O) substrate. Experimentally 
obtained surface and contour maps 
of the As2 and As4 films are 
plotted in Fig. 3 to represent the 
uniformity of the arsenic 
depositions. The x-ray counts 
data has been corrected for 
bremsstrahlung and normalized to 
the mean value to present the 
uniformity of the arsenic flux. 
The surface and contour maps of 
Fig. 3 represent both As2 and As4 

depositions with and without 
rotation. The expected arsenic 
flux non-uniformity without 
rotation was calculated, using the 
computer model of Curless13 for 
conical effusion sources, to be 
-32% and +55% relative to the 
wafer's center. The flux being 
greatest at the edge of the wafer 
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nearest the  arsenic valved cracker cell.     The Rotated Not Rotated 

+50.9 to -36.4 
+57.3 to -40.4 

experimental data are found to be in reasonable As.    AS4        AS_      AS4 

agreement with this calculation.   Also shown in ty   l 87    2 73 
Fig. 3 are the maps for As2 and As4 films that 
show   dramatically   improved   uniformity   from        Range (% of mean) 
rotation.        The    data   collected   from   x-ray 
measurements for both the As2 and As4 films are     Tab]e j Measured uniformity summaly 

summarized in Table  1.    These measurements 
contain both the uncertainty of the deposition uniformity and the x-ray system variance. The 
films of As4 compared to the films of As2 when either rotated or not rotated appear less uniform, 
which may be the result of a slight temperature variation across the substrates during the 
depositions. This suggests that the As2 may be similarly influenced, but to a lesser degree, by 
substrate temperature non-uniformity. The x-ray fluorescence system uses a Geiger-Müller tube 
counter that exhibits measurement noise. In this case, for a single measurement repeated 100 
times, the variance due to the x-ray fluorescence system is a2 = 1.3%. The implication is that 
the measured arsenic film uniformity, corrected for the Geiger-Müller tube noise, but not for 
substrate temperature non-uniformity requires us to subtract the x-ray system variance from the 
measured variance of the arsenic depositions. The result of this difference of variances 
expressed as standard deviations becomes la = 1.5% for As2 and lrj = 2.5% for As4, thus 
reported, represents an upper bound on the flux uniformity achievable from the valved arsenic 
cracker source. 

IV. CONCLUSIONS 

We have determined the uniformity of arsenic flux from a valved cracking source to be 
better than lc = 1.5% across a 3" diameter substrate when rotated during deposition of As2. 
This uniformity should meet the needs of producing lattice matched InGaAsP quaternary 
compounds on 3" substrates. Our measurements of the arsenic flux uniformity show that there 
may be a slight decrease in uniformity when using an As4 flux over that of the As2 flux, although 
further study is indicated to determine the exact source of this difference, but it may only be an 
indication of poor substrate temperature control. In the case of no rotation, it can be seen that 
there is a large and predictable, spread in arsenic flux across the substrate with the average value 
near the substrate's geometric center. Should RHEED studies be conducted, care should be 
exercised to avoid errors due to this extreme non-uniformity during non-rotated growth. 
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DOPANT-DEFECT INTERACTIONS IN II-VI SEMICONDUCTORS STUDIED BY PAC 
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ABSTRACT 

The application of the perturbed yy angular correlation technique (PAC) as an analytical tool for 
the characterisation of atomic defect configurations is discussed, using recent results on donor- 
acceptor pairs, which were observed in CdTe and other II-VI semiconductors by the radioactive 
donor lnIn. For bulk CdTe crystals and MOCVD grown CdTe films, the role of the cation 
vacancy, group I and group V elements is discussed. 

INTRODUCTION 

In order to solve the problems associated with the p- and »-type doping of II-VI semicon- 
ductors, information on the incorporation of the dopant atoms has to be obtained. The same 
element might act as a donor, an acceptor, or an electrically neutral species depending, on the 
lattice site, on which the dopant atoms are incorporated. Thereby, the dopant atom can be incor- 
porated either on a substitutional cation or anion lattice site or at different interstitial sites. In 
addition, the presence of unwanted impurities and intrinsic defects, such as vacancies, self-inter- 
stitial atoms or anti-site defects, can compensate or passivate the introduced dopant atoms. There 
are numerous electrical and optical techniques which characterise the electrical and optical prop- 
erties of the doped semiconductors. But, they do not yield detailed microscopic information about 
the involved extrinsic and intrinsic defects and, therefore, are not able to explain the absence of a 
p- or »-type conductivity. On the other hand, these techniques, such as electrical transport (like 
Hall), capacitance (DLTS), and optical (PL) measurements, are distinguished by their high sensi- 
tivities to defect concentrations well below 1016 cm-3 (fig. 1). 

Experimental techniques that are able to perform a chemical identification of extrinsic or 
intrinsic defects, however, most often lack the needed sensitivities to defect concentrations in the 
order of 1016 cm-3. These techniques, such as Raman scattering, infrared spectroscopy, extended 
X-ray absorption fine structure (EXAFS), Rutherford backscattering spectroscopy (RBS) inclu- 
ding ion channeling, or nuclear magnetic resonance (NMR), allow routine investigations down to 
concentrations in the order of 1018 cm-3 (fig. 1). Besides secondary ion mass spectroscopy 
(SIMS), the electron spin resonance techniques, EPR and ENDOR, are important exceptions 
which detect concentrations around or below 1016 cm-3 if the defects form paramagnetic centres. 

The application of radioactive isotopes, however, for the chemical identification of defects can 
improve the sensitivities of these techniques, like channeling or NMR, which, in this case, are 
called blocking and ß-NMR, respectively (fig. 1). In addition, new techniques, such as the 
perturbed yy angular correlation technique (PAC) and Mössbauer spectroscopy (MS), become 
available. They measure the local hyperfine interaction that is characteristic for a specific defect, 
similar to EPR and ENDOR but without the restriction to the presence of paramagnetic centres. 
In the following, it will be shown what type of experimental information is obtained if the PAC 
technique is used for the characterisation of dopant-defect complexes in II-VI compounds. 

It should be noted that the values in fig. 1 only present an overview of the sensitivities of 
different techniques and correspond to concentrations which should allow routine investigations 
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Electrical and optical properties:  

Chemical identification:    
using stable atoms 
radioactive probes 

#/ 

Fig. 1. Minimal defect concentrations which can be detected by various techniques in semicon- 
ductors. In case of EPR and ENDOR, the lower and higher bounds refer to the semiconductors Si 

and GaAs, respectively; in case of Blocking, the lower bound refers to the probe 8Li. 

of defects. For a more detailed discussion of the influence of parameters, such as chemical com- 
position of the host material, the defects involved, sample thickness etc., as well as of the 
conditions for applying each technique, the reader has to be referred to other publications1-2'3. 

Furthermore, there were efforts to employ techniques, being originally applied to stable 
isotopes, in combination with radioactive probes, in order to improve the chemical selectivity of 
these techniques: For example, PL and EPR experiments were performed in the II-VI compounds 
ZnS and ZnO, respectively, using the radioactive isotope 65Zn, which decays to 65Cu with a half 
life of Tj/2 = 245 days4. Lately, these types of experiments have been resumed, performing DLTS 
at Si doped with 195Au (decaying to 195Pt, T1/2 = 183 days)5 and at Si doped with nlIn (mCd, 
T1/2 = 2.8 days)6 as well as Hall7 and PL8 measurements at GaAs doped with mIn. 

PERTURBED 77 ANGULAR CORRELATION 

Donor-Acceptor Pairing 

For the investigation of defects in semiconductors, the PAC technique complements the more 
common electrical and optical techniques, supplying information on the chemical nature, compo- 
sition and geometrical arrangement of defects on an atomic scale. The microscopic information 
about defects is obtained by measuring the local hyperfme interaction at the site of a radioactive 
probe atom. The defect of interest contributes a characteristic electric field gradient (efg) to this 
interaction, which is sensed by the nuclear electric quadrupole moment Q of the probe atom. It 
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has been shown that the technique is sensitive to all types of extrinsic and intrinsic defects if they 
give rise to a measurable efg at the site of the probe atom9. Since the strength of the efg falls off 
with n3, only defects within a distance r of typically a few Ängstroms from the probe atom con- 
tribute to an observable efg. Therefore, the defect has to form a close pair with the probe atom. In 
semiconductors, close pairs are easily formed between an ionised donor (D+) and an ionised 
acceptor (A-) according to 

D+ + A" o (D+-A-) (1) 

yielding a thermally stable donor-acceptor pair (DAP). Here, the probe atom is either the D+ or 
A" and the oppositely charged defect in the formed DAP gives rise to a characteristic efg at the 
site of the probe atom and, thereby, is visible in a PAC experiment. 

Using the radioactive isotope lnIn as a probe in II-VI semiconductors, which on a cation site 
acts as a donor, the following problems can be addressed: (i) Does a particular impurity, incorpo- 
rated into a semiconductor, act as an acceptor? In this case, the impurity will form a DAP with the 
probe atom, (ii) Are there extrinsic or intrinsic defects in the material acting as acceptors? These 
defects will form DAP with the probe atom and can be identified via a characteristic efg. Since the 
formation and dissociation of the DAP is controlled by the sample temperature, information about 
the mobility of the defects involved and the stability of these pairs can also be obtained. The sen- 
sitivity to defects is high because the pair formation, driven by the Coulomb interaction, is very 
efficient. 

It is obvious that for the investigation of donor-type defects a different type of probe atom is 
required that has to act as an acceptor in the respective semiconductor. At present, the radioactive 
donor atoms ^'in and 77Br and the acceptor atom 79Rb are available for PAC investigations in 
II-VI semiconductors. Finally, it should be noted that the radioactive probe itself gives direct 
information about the incorporation of the respective element as a donor or acceptor atom and 
about its interaction with other defects. 

The Defect Specific Electric Field Gradient 

Electric Field Gradient Tensor 

V, 

The defect that is trapped at a radioactive probe atom, thereby forming a DAP, is detected 
through its efg produced at the site of the probe 
nucleus. This efg is the second spatial derivative 
of the electrostatic potential of the solid and is 
determined by both the positively charged nuclei 
of the lattice atoms and the negative charge 
distribution of the electrons. Its components, ~E rs 
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Fig. 2. Correspondence between the compo- 
nents Vjj of the efg tensor and the parameters 

VQ and r|, used by PAC 

Vjj, form a 3x3 tensor, as shown in fig. 2, and in 
its principal-axis system the traceless efg tensor 
contains the three components Vxx, Vyy, and 
Vzz. These are usually expressed by the quad- 
rupole coupling constant VQ = eQVzz/h, 
describing the strength of the EFG tensor, and 
the asymmetry parameter r| = (V^ - Vyy) / Vzz, 
describing the deviation of the tensor from axial 
symmetry. Fig. 3 depicts three lattice envi- 
ronments of the nuclear probe ^In in a lattice 
with diamond  structure:  (a) No  defects  are 
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located in the immediate vicinity of the probe. The charge distribution about each lattice atom in a 
cubic lattice structure (diamond, zincblende) produces an efg tensor in which all three 
components of the tensor have to be identical, and, therefore, requires Vzz = 0. Thus, a 
radioactive probe atom on a substitutional lattice site is labelled by a zero efg. Unfortunately, this 
label is not unambiguous because there are certain interstitial sites, surrounded by a cubic charge 
distribution, and, therefore, for these probe atoms the efg vanishes, too. In contrast, in II-VI 
semiconductors with wurtzite structure (ZnS, CdS, CdSe) a substitutional dopant atom is 
characterised by a unique, non-zero efg, as was shown for the dopant mIn in CdS10. (b) A single 
defect resides next to the probe atom. It gives rise to a non-zero EFG with Vzz = 1/2 • C, and 
axial symmetry (r| = 0) about a <111> lattice direction (Vzz || <111>). (c) In this case, the defect 
resides on a next-nearest neighbour site. The efg tensor again possesses axial symmetry but with 
Vzz= 1/2 • C2 and Vzz || <110>; because of the r3 dependence C2 will be significantly smaller 
than C,. It should be noted that theoretical calculations of the absolute values of a defect induced 
efg tensor still pose a problem. The components of the efg tensor given here are based on 
calculations within a simple point-charge model, which is not able to yield the absolute magnitude 
of the efg in a semiconductor. These calculations assume a charge q at a distance r from the probe 
atom within an unrelaxed host lattice. Without taking into account a possible relaxation of the 
electric charge distribution about the probe atom-defect complex, also the given values of the 
parameter r] and the orientation of Vzz only represent an approximation. 

Detection of the Electric Field Gradient 

The energy shift induced by the efg at a nuclear state with the electric quadrupole moment Q, 
spin I, and z-component M is9 

Defect 

<111> 

Tensor 

v =o 

( i 
"4 

V 

V^i-C,, rpO 

(   1 
"4 

V2Z|<110> 

Fig. 3. Different lattice environments of the probe 
11'In, including a defect A, along with their 

corresponding efg tensors. 

without with 

electric field gradient 

Fig. 4. Nuclear decay scheme of the 
radioactive probe mIn / nlCd along 

with spin and parity of the nuclear 
states, the energies of the emitted yy 

cascade and the half lives of the parent 
isotope and the isomeric state used for 

measuring the hyperfme interaction. 
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E(M) 
3M2  - 1(1 + 1) 

41(21-1) 
eQVz; 

3M2  - 1(1 + 1) 
41(21-1) 

hvr (2) 

which holds for an axially symmetric efg (r\ = 0). Between two sublevels M and M' the energy 
difference AE becomes 

AE(M,M') = E(M) - E(M') 
3|M2-M'2I 
41(21-1) 

hvr (3) 

In a "resonance" experiment, like ENDOR or MS, this energy difference is measured in order to 
obtain Vzz. In a "spin precession" experiment, like PAC or |aSR, the frequency co = AE/fi of the 
precession of the nuclear spin I is measured, which is effected by the efg. 

For the determination of this spin precession frequency the orientation of the spin I at the time 
t=0 and at a later time t>0 has to be known. In a PAC experiment, a y-y cascade is used for this 
purpose, which in case of the probe ulIn is emitted after the ß-decay (EC) into the excited 7/2+- 
nuclear state of ulCd (fig. 4). The orientation of the spins at t = 0 is prepared by detecting the y- 
quanta belonging to the first transition, y1? which leave behind nuclei with a preferred spin orien- 
tation. This preferred orientation or "alignment" of the nuclear spins I is connected to the intrinsic 
property of y rays that their angular momentum vector is always oriented either parallel or anti- 
parallel to their propagation direction. If an efg exists, the nuclear spins, which were aligned at the 
time tyj of the detection of yh start to precess and at the same time the probability of detecting y2 

becomes time dependent. At the time ty2 of the detec- 
tion of y2 the nuclear spins are rotated through the 
angle co-(ty2-tyi) = co-t. By measuring the elapsed time 
t and the change in the angular correlation, which 
depends on the angle co-t, the frequency co and thereby 
the energy difference AE is determined. Thus, for 
measuring the efg at the site of the probe nucleus the 
spin I and nuclear quadrupole moment Q of the 
intermediate state, populated by yi, are of importance; 
in case of lnCd, they are I = 5/2 and Q = 0.8 b. 
Actually, the determination of co requires the recording 
of a coincidence spectrum with typically 104 to 105 y- 
y coincidences. 

Data Analysis and Experimental Set-up 

<-time window-► 
o       ioo    200   t(ns) 

0 200       400       600 
co (Mrad/s) 

Fig. 5. Raw data of the coincidence spec- 
trum along with the extracted PAC spec- 
trum R(t) and its Fourier transform F(co). 

The experimental set-up used for recording the y-y 
coincidences requires at least two y detectors for ana- 
lysing the emission time ty and energy of each y-quan- 
tum, in order to qualify the recorded y quantum as 
"start" or "stop" event and to measure the time diffe- 
rence. For the probe atom nlIn (see fig. 4) detectors 
1 and 2 are tuned to the y energies of 245 keV and 
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171 keV, respectively, and assuming a relative detector angle of 180° the coincidence probability 
reads 

3 
I(t) = I0 e"t/T (1 + R(t))    with   R(t) = f(a0+Z   an cos cont) + (1 - f) (4) 

«=l 

Thereby, x = T1/2 I ln2 is the lifetime of the intermediate state (T1/2 = 84 ns for nlCd), which 
determines the available "time window" for observing the nuclear spin precession, and the spin I 
determines the number of different frequencies con, being three in the present case of I = 5/2. In 
fig. 5, a yy coincidence spectrum is plotted along with the so called PAC spectrum R(t), which is 
obtained by eliminating the exponential decay function. The Fourier transform F(a>) of the R(t) 
time spectrum clearly shows the three spin precession frequencies can. In order to improve the 
detection efficiency, usually four instead of two y detectors are used so that 12 coincidence spec- 
tra are recorded simultaneously9. 

With regard to the characterisation of a defect within a DAP, the PAC data in fig. 5 contain the 
following information: The asymmetry parameter r\ of the defect induced efg tensor, which is 
determined by the ratio (o2/(Oi. The strength Vzz of the efg, which is proportional to the funda- 
mental frequency coi, being coj = (37I/10)-VQ for the case of axial symmetry (r\ = 0). The parame- 
ter fin eq. (4), which describes the fraction of probe atoms forming the DAP that is characterised 
by VQ and r\. Finally, the orientation of the efg tensor relative to the host lattice for a given orien- 
tation of the sample crystal relative to the y detectors; this information is contained in the ampli- 
tudes an, which yield the orientation of Vzz in case of r\ = 0 (see fig. 3). 

DONOR-ACCEPTOR PAIRING USING mIn 

In the past, PAC investigations of defects were performed predominantly in elemental9 and in 
III-V compound semiconductors11 whereas the number of PAC experiments in II-VI semicon- 
ductors has been significantly smaller. Using the radioactive donor mIn, a systematic investiga- 
tion of six different Zn- and Cd-chalcogenides has been started, in order to study the formation of 
different DAP, and thereby the behaviour of acceptor-type defects, on an atomic scale10-12'13. For 
illustrating the properties of the different DAP, in context of these semiconductors, particular 
emphasis will be put on CdTe, which was already the subject of earlier PAC experiments14-15'16. 

For CdTe crystals, doped with the donor probe lnIn, either by diffusion (1070 K, 30 min) or 
by implantation (350 keV, 293 K), the PAC spectra in fig. 6 (top to bottom) show the formation 
of DAP between the donor lnIn and the following acceptors: the cation vacancy (VM) and the 
group V elements As and Sb17. In each case, the sharp frequency triplet visible in the Fourier 
transform spectra shows the unique labelling of the different DAP by their characteristic efg ten- 
sors, i.e. by the coupling constant VQ and the asymmetry parameter r\. For all DAP, the efg tensor 
is characterised by an r\ value close to zero and the VQ values are 60 MHz in the first two spectra 
and 186 MHz and 154 MHz in the other two spectra. The first spectrum was measured after 
annealing CdTe under Te vapour, a procedure which is known to favour the incorporation of Vcd 

defects18. The other three spectra were measured at CdTe doped with Li by diffusion (800 K, 
30 min) and with As and Sb by implantation (60 and 300 keV followed by annealing at about 
700 K). Compared with the efg of the trapped vacancy, the As and Sb atoms give rise to new efg 
tensors, whereas the treatment with Li atoms produces the same efg as the cation vacancy. The 
increase of the formation of InM-VM pairs, which is directly visible through the increased 
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Fig. 6. Different donor-acceptor pairs in CdTe observed by the donor ^In. 

amplitudes of the involved frequencies in the PAC spectrum, demonstrates that the diffusion with 
Li increases the concentration of vacancies. At the same time, the absence of a new efg shows 
that Li atoms as acceptors are not available for trapping by the donor In under the used 
experimental conditions. In the following the different defects will be discussed in more detail. 

The Cation Vacancy 

Since both processes, annealing under Te and diffusion with Li, give rise to efg that have to be 
regarded as identical within the experimental accuracy of the PAC technique, the chemical identity 
of the trapped defect has to be carefully discussed. Unfortunately, the available theoretical calcu- 
lations for defect induced efg do not allow a direct identification via the measured efg tensor. 

The efg, collected in Table I, characterise DAP that in ZnS, CdS, ZnSe, CdSe, CdTe are easily, 
in ZnTe are hardly formed, if mIn is diffused into these compounds at the presence of the 
respective chalcogen component. Also the strengths of the efg, characterising the In-defect pairs, 
are very similar so that it can be expected that in all compounds the same type of DAP is 
observed. For each compound, the strength of the efg is mainly determined by the respective chal- 
cogen element of the host lattice, whereas the group II element, Zn or Cd, hardly affects the efg. 
In ZnSe, ZnTe, and CdTe, crystals with zincblende structure, the DAP are characterised by a 
single efg, while in CdS and CdSe, crystals with wurtzite structure, two different efg are 
observed. This result is easily understood because in the wurtzite lattices the same defect can form 
two DAP complexes, differing in their local arrangements and, therefore, giving rise to two differ- 
ent efg. In case of the ZnS crystal, the c/a ratio is close to A/8/3, the ratio for an ideal hep 
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Table I 
Electric field gradients of 1%1-VM pairs measured at the site of the probe atom ulIn / nlCd. 

Compound Lattice VQ (MHZ) r\ Vzz || <ijk> 

ZnS wurtzite 81.0(7) 0.16(2) 
CdS wurtzite 72.0(6) 0.35(5) 

79.0(5) 0.21(2) 
ZnSe zincblende 71.5(5) 0.05(2) 
CdSe wurtzite 66.7(5) 0.32(5) 

71.2(5) 0.05(2) 
ZnTe zincblende 58.8(5) 0.08(2) 
CdTe zincblende 60.0(5) 0.09(2) 

<111> 

 <111>  

structure; therefore, the difference between the two structurally non-equivalent DAP is very small 
and the difference between the resulting efg is too small to be experimentally resolved. 

Also the growth and decrease of the fraction of the DAP upon alternately annealing under the 
vapour of the respective chalcogen and metal component, respectively, confirms the assignment 
of the efg in Table I to the same type of DAP and is to be expected if a VM defect is involved. 
The identification of the trapped defect with a cation vacancy is in good agreement with the 
results of other microscopic techniques: With EPR, which has shown the formation of a DAP - 
the so called A-centre - between group III or group VII donors and the VM defect in several II- 
VI semiconductors19'20; with positron annihilation spectroscopy, which detected the vacancy 
specific positron lifetime in CdTe doped with In21; and with PAC, performed at ^In implanted 
CdTe, in which the DAP characterised by VQ = 60 MHz and r\ = 0.19 was assigned to an InM-VM 

pair14. The measured <111> orientation of the efg tensor is in agreement with EPR data, which 
showed the unpaired spin of the VM defect to be localised at the neighbouring chalcogen atom for 
this type of DAP19. But, as will be discussed below and described elsewhere22, different 
mechanisms for the creation of the cation vacancy do exist, which show the fundamental 
importance of this defect for the understanding of the doping problems in II-VI semiconductors. 

Doping with Li and Ag 

Like the formation of the InM-VM pair itself, also its enhanced production upon diffusion with 
Li is a phenomenon that occurs in all II-VI semiconductors, which were investigated by PAC. 
Since the data in fig. 6 clearly show that the diffusion of Li produces a significantly larger fraction 
of the DAP characterised by VQ = 60 MHz than the treatment under Te vapour, it would be 
tempting to interpret the DAP rather as an Incj-Licd than as an InQj-Vfj^ pair. Such an assign- 
ment, on the other hand, would require a strong contamination of the II-VI compounds with Li 
which, indeed, is reported to occur in these materials23. The amount of the contamination has to 
be comparable to the concentration of probe atoms in order to explain the visibility of these DAP 
in samples that were not intentionally treated with Li. In order to pursue this possibility, CdS 
crystals were doped with 1018 In atoms cm"3 by diffusion with stable In in addition to the radio- 
active ^In24. It was found that 50 % of the In atoms still form the respective DAP so that its 
explanation by an In^j-Li^ pair would require a concentration of at least 5T017 Li atoms cm-3, 
being much higher than the 5 ■ 1015 Li atoms cm"3, reported in the literature23. Infrared absorp- 
tion measurements at In doped CdTe, that was diffused with Li, report localised vibrational 
modes (LVM) of an Incd-Vaj-Lij complex25. Such a complex would be in agreement with the 
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PAC results if the association of the interstitial 
Li; to the Incj-Voj pair would not alter the efg 
of the Incd-Vcd m a measurable way. And, the 
data also showed dominant LVM of InQj-LiQj 
pairs, which were not observed by PAC. 

In fig. 7, the step-like increase of the fraction 
of Incd- VQJ pairs and, thereby of the VQI con- 
centration, is shown as a function of the tem- 
perature, used for Li diffusion. Also shown are 
PAC data of a CdTe reference sample, that was 
identically treated, only without Li. From 
detailed investigations in CdS and ZnSe, it can 
be concluded that under thermal equilibrium 
conditions the temperature of the steep increase 
around 650 K is mostly determined by the 
solubility of Li in the compound. At this 
temperature, the concentration of Li atoms 

reaches the concentration of lnIn atoms, which is in the order of 1016 cm-3. 
In contrast to the diffusion experiment, a recent experiment in ZnSe revealed that implantation 

of Li along with an adequate annealing treatment did not effect an increase of the V^n concentra- 
tion. Obviously, the respective doping procedure determines the microscopic incorporation of the 
dopant atoms in a decisive way. This phenomenon is also known for N in ZnSe26. 

Besides Li, also the diffusion of CdTe with Ag leads to the efg that is listed in Table I for the 
formation of the Incd-Vcd m CdTe27. In principle, the formation of an In^j-Agcd could be 
expected, for Ag on a Cd lattice site forms an acceptor state. Since each procedure, however, the 
heat treatment under Te vapour, diffusion with either Li or Ag, produces the same efg in CdTe, 
an assignment of the DAP to an Inrjd-Vcd pair has to be favoured. 
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Fig. 7. Fraction of Inrjd-Vrjd pairs as a function 
of the temperature, used for Li diffusion 

(circles). For comparison, the data of a refe- 
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Fig. 8. Annealing sequence of PAC spectra 
measured at CdTe, which was implanted with 

ulIn and with lnIn and As at 295 K. 

Doping with Group V Elements 

In order to study the incorporation of group V 
elements as acceptors in CdTe, different crystals 
were implanted with the donor lnIn (350 keV) 
and subsequently co-implanted with a group V 
element. Fig. 8 compares the annealing of a 
crystal, which was co-implanted with 2T014 As 
cm"2 (300 keV) and 51012 As cm"2 (60 keV), 
with that of a reference crystal, which was ex- 
clusively implanted with 'Hin. In the as im- 
planted state, in both PAC spectra an In-defect 
complex is visible that is characterised by VQ = 
114 MHz and r\ = 0. This complex was already 
observed in earlier PAC experiments immedi- 
ately after implantation of luIn at 295 K and 
was ascribed to an athermally formed In^j-V-pe 
pair14»15. In addition, the crystal implanted with 
As, weakly shows a second efg, characterised by 
VQ = 186 MHz and r\ = 0. Upon annealing 
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under Cd vapour, the proposed In^d-Vfe pair disappears and, above 600 K, the fraction of the 
second complex starts to grow until it finally reaches 58 % at 735 K. 

Since the presence of the complex characterised by VQ = 114 MHz and r| = 0 does not depend 
on the co-implanted group V element - it is observable in each implanted CdTe crystal - an intrin- 
sic, irradiation induced defect is most probably involved. The proposed VTe defect should be a 
donor in CdTe and, therefore, should not form a DAP with the donor luIn. This explains that the 
complex exclusively develops athermally during the irradiation process and exhibits a low thermal 
stability. 

In contrast, the efg of the second complex depends on the co-implanted group V element, 
being characterised by VQ = 186 MHz and VQ = 154 MHz for the As and Sb co-implantation, 
respectively (see fig. 6). The formation is thermally activated and the complexes exhibit a high 
thermal stability. Obviously, they correspond to DAP and the formed pairs in fig. 8 are Incd-AsTe 

pairs. Since the formation of a DAP requires the presence of an ionised acceptor, implanted As 
atoms must be incorporated as acceptors within CdTe after annealing at 685 K. This result is in 
good agreement with the reported electrical activation of As implanted into HgCdTe after 
annealing at 730 K28. The identification of this complex with AsTe as a nearest neighbour to an 
Incd probe atom is also in agreement with the fact that the associated efg is significantly stronger 
than that of the next nearest neighbour pair Incd-Vcd (see fig. 6) and with the measured <111> 
orientation of Vzz (see fig. 3, bottom). 

DEFECTS IN CdTe LAYERS 

The above discussed information on defects in bulk II-VI crystals is of importance for the 
characterisation of the technologically more relevant II-VI epi-layers. There are first results for 

PAC experiments in CdTe layers grown on 
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Fig. 9. Different In-defect complexes observed in 
CdTe epi-layers, diffused with lnIn and heated 

under Cd and Te vapour. 

GaAs by MOCVD29. The incorporation of 
the donor •l *In into these layers takes place 
either via diffusion, implantation, or by in 
situ doping during the MOCVD growth. The 
latter process uses trimethylindium as the In 
precursor, which is labelled with radioactive 
luIn. The process is performed in a 
customised MOCVD reactor which is suited 
for work with radioactive isotopes. In this 
way, intrinsic defects and contaminants, 
introduced during the growth process can be 
controlled in addition to the incorporation of 
the dopant In itself. 
First results, obtained from MOCVD grown 
CdTe layers doped with lnIn by diffusion, 
are shown in fig. 9. The first spectrum shows 
that diffusion of the CdTe layers with mIn 
leads to the formation of two In-defect 
complexes, characterised by VQ = 102(1) 
MHz, ri = 0.10(5) and vQ = 113(1) MHz, T| 
= 0.17(5). They were not observed in the 
above shown PAC spectra for CdTe, but 
were also reported to occur in bulk CdTe 
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Table n 
In-defect complexes observed in MOCVD grown CdTe layers, which were diffused with lnIn. 

Complex VQ (MHZ) r\ Procedure 

InCd"vCd 60(1) 0.09(5) Li diffusion 
fn-defect 102(1) 0.10(5) highly In doped 
In-defect 113(1) 0.17(5) highly In doped 
Incd-AsTe 186(1) 0.00(5) diffusion out of GaAs substrate 

crystals15. Fig. 9 also shows that annealing the sample under Cd and Te vapour reduces and 
increases the fractions of these complexes, respectively. Their interpretation, however, has to 
await more detailed investigations. As already discussed in15, the formation of precipitates involv- 
ing In atoms can be excluded based on the known values of the corresponding efg. It was pro- 
posed that a formation of In-defect complexes involving interstitials and/or anti-site atoms and 
possibly more than one In atom might cause these efg. In recent experiments, it has been shown 
that in bulk CdTe the same In-defect complexes are formed, if the crystals show up high concen- 
tration of In atoms around 1019 cm-3. Under these conditions, also in CdS10 and in ZnTe new 
complexes were observed, which were characterised by efg that a similar to those in CdTe. 

The second spectrum in fig. 9 shows the sensitivity of PAC to low concentrations of contami- 
nants. The observed In-defect complex, characterised by VQ = 186 MHz and r\ = 0, is already 
known to be caused by the presence of In^-As-pe pairs in CdTe. Obviously, As atoms from the 
GaAs substrate diffused into the CdTe layer and formed the passivating DAP with about 3 % of 
the In dopant atoms. The In-defect complexes observed by PAC in CdTe epi-layers after diffusion 
of lnIn are collected in Table II. 

CONCLUSIONS 

The experimental data have shown the limitations and advantages of the PAC technique for the 
study of defects in II-VI semiconductors. Due to the donor character of the most commonly used 
probe atom ^In, data on the formation of DAP involving acceptor-like defects were presented. 
This limitation of the technique is removed with help of the PAC probe atoms 77Br, 79Rb, and 
73As, which represent additional donor and acceptor atoms besides the probe lnIn. These new 
dopants are provided by the ISOLDE facility at CERN30. Accordingly, the potential for research 
on the electrical activation of dopant atoms in II-VI semiconductors using PAC will be consider- 
ably broadened. From a technological point of view, the PAC technique has proven itself as a 
sensitive tool for the characterisation of bulk material and epi-layers with respect to the presence 
of intrinsic and extrinsic defects. As discussed in the introductory part, the use of radioactive 
isotopes, in general, will enhance the efficiency of several analytical techniques in semiconductors. 

It is a great pleasure to thank my co-workers in Saarbrücken and the members of the PAC 
group at the Universität Konstanz for their experimental help, many fruitful discussions, and their 
effort in preparing this manuscript. The financial support of the Deutsche Forschungsgemeinschaft 
and the Bundesministerium fur Bildung und Forschung (contract 03-WI3SAA) is gratefully 
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ABSTRACT 

Synchrotron radiation soft x-ray photoemission spectroscopy was used to investigate the 
development of the electronic structure at the CdS/Cu2Se heterojunction interface. Cu2-xSe 
layers were deposited on GaAs (100) by molecular beam epitaxy from Cu2Se sources. Raman 
spectra reveal a strong peak at 270 cm"1, indicative of the Cu2.5Se phase. Atomic force 
microscopy reveals uniaxial growth in a preferred (100) orientation. CdS overlayers were then 
deposited in-situ, at room temperature, in steps on these epilayers. Photoemission 
measurements were acquired after each growth in order to observe changes in the valence band 
electronic structure as well as changes in the Se3d and Cd4d core lines. The results were used to 
correlate the interfacial chemistry with the electronic structure and to directly determine the 
CdS/Cu2-xSe and heterojunction valence band discontinuity and the consequent heterojunction 

band diagram. These results are compared to the valence band offset (AEV)  for  the 
CdS/CuInSe2 heterojunction interface. 

INTRODUCTION 

A better understanding of polycrystalline thin-film Cu(In,Ga)Se2 device operation has 
recently emerged based on the concept of a shallow buried junction between a Cu-poor n-type 
surface phase and the stoichiometric p-type bulk material.[1-4] Polycrystalline Cu(In,Ga)Se2 
devices have demonstrated efficiencies exceeding 16% (total area)[5] based on an optimized n- 
type surface region which effectively reduces recombination at the CdS/Cu(In,Ga)Se2 
heterojunction interface. Recently, epitaxial layers of this Cu-poor n-type surface phase have 
been isolated and characterized.[6] However, device grade polycrystalline Cu(In,Ga)Se2 thin- 
films may contain secondary binary phases at grain boundaries which can affect device 
performance. Experimental data on interfaces between CdS and these secondary phases and 
how they effect CdS/Cu(In,Ga)Se2 heterojunction formation are non-existent. Thus, a 
comprehensive experimental investigation addressing the electronic structure at these interfaces 
is needed. 

This paper presents and discusses the results of an investigation on the in-situ growth of 
CdS/Cu2-xSe heterojunction and the consequent characterization of the electronic band structure 
by synchrotron radiation soft x-ray photoemission spectroscopy. Photoemission spectra were 
obtained before and after each growth in order to observe the development of the electronic 
structure at the heterojunction interface. 

EXPERIMENTAL 

The Cu2-xSe films were deposited on GaAs (100) substrates by molecular beam epitaxy 
from a single liquid nitrogen shrouded boron nitride effusion cell containing Cu2Se. The 
substrate temperature was '500°C for these depositions. The GaAs(100) wafer preparation 
included solvent cleaning and a standard NH30H:H202:H20 (2:1:10) etchant/oxidant followed 
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by annealing in vacuum to d;sorb the oxide. The films were typically 480 nm thick. Quantitative 
compositional analysis was performed with X-ray photoemission spectroscopy (XPS). X-ray 
diffractometry (XRD) and atomic force microscopy (AFM) were also used to characterize the 
crystalline orientation of the resulting binary films. 

Raman spectra were measured at room temperature, in a near back-scattering geometry, 
in the 200 - 300 cnr1 range using the 514.5 nm emission line of an Ar ion laser. The incident 
laser power was kept below 200 mW and focused to a line on the sample to minimize local 
heating effects and photocreation of carriers. The scattered radiation was dispersed by 0.65 m 
triple spectrometer and detected by a liquid nitrogen cooled charge-coupled detector. The 
spectral resolution for the measurements was 2-3 cm"'. 

CdS overlayers were then deposited in-situ, at room temperature, in steps on these 
Cu2Se epilayers. Deposition rates were monitored with a calibrated water cooled quartz crystal 
thickness monitor and showed the typical Arrenhius behavior (the deposition rate is linear 
versus the reciprocal of the absolute source temperature). 

Photoemission experiments were performed on the Amoco 6-meter toroidal grating 
monochromator on the 1 GeV storage ring (Aladdin) at the University of Wisconsin 
Synchrotron Radiation Center. The photoemitted electrons were analyzed using a hemispherical 
sector analyzer with a total angular acceptance of 1.5°. Photoemission spectra were taken in an 
energy range Av=40-100 eV. The combined energy resolution of the monochrometer and the 
analyzer was AE=0.2 eV. All spectra were measured at normal emission with a photon angle of 
incidence of 6C =45° and were normalized to the measured restoring current from a 90% 
transmission Ni mesh. 

RESULTS AND DISCUSSION 

Results of the quantitative XPS compositional analysis reveal that the films grown from 
the binary Cu2Se source are indeed representative of Cu2-xSe (Eg ~ 1.2 eV).[7] Results of the 
XRD measurements for the Cu2-xSe films confirm that the films are cubic (100) oriented layers 
and are complementary to the compositional data. 

Figure 1 is an AFM image of the Qi2-xSe layer showing what appears to be a uniaxial 
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Figure 1. Atomic force micrograph for the epitaxial Cu2-xSe film. 
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granular surface texture. The image was taken in air using tapping mode with an etched single 
crystal Si tip microcantilever.Tapping mode has the advantage of applying minimal frictional 
and vertical forces to the sample surface.[8] This reduces the amount of nanomilling that can 
occur on soft samples during contact mode AFM. 

The grain size ranges from 10 to 20 nm in diameter. The maximum vertical range 
deviation for the image is 14 nm with an rms roughness of 1.4 nm and mean roughness of 
0.991 nm. The deviation from a flat 1 um2 surface area is 3.2%. 
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Figure 2. Raman spectrum for the Qi2-xSe film. 

The Raman spectra of the Qi2-xSe film is presented in Figure 2. The peak close to 291 
cm"1 arises from the light scattering from the LO phonons of the GaAs substrate. The stronger 
peak close to 270 cnr1 arises from the scattering from the vibrations corresponding to the Cu-Se 
bonds in the layer. [9] The presence of the peak at 270 cm'1 further complements the XPS, 
XRD and AFM measurements. Raman scattering peaks in the ordered vacancy compound 
CuInsSes and in the chalcopyrite CuInSe2 occur at 152 cm-1 and 175 cm-1, 
respectively.[6,10,l 1] 

In order to fully characterize the Cu2-xSe films prior to CdS growth, normal emission 
valence-band (VB) spectra were acquired at several photon energies and are presented in Figure 
3. The position of the VBM (Ev) is determined from the linear extrapolation of the leading edge 
of the spectrum. Although the precision of this technique can be quite good (<0.1 eV), the 
accuracy is generally in the range of =0.2 eV. Additionally, the Fermi level position was 
determined from a clean Ta metal surface in contact with the sample. The position of the valence 
band maximum (Ev) for the Cu2-xSe surface is approximately equivalent (±0.2 eV) to the Fermi 
energy (EF) indicating a highly degenerate p-type surface. The upper valence band consists of a 
mixture of Se, p and Cu, d orbitals and appears as a two peak structure corresponding to the 
two branches of the Cu d tends. In addition, at the lower photon energies, the photoionization 
cross-sections for the Cu d states are much lower than the cross-sections for the Se p states and 
thus, the valence band is dominated by these p states. The observed emission above Ev 
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originates from the convolution of the lifetime broadened emission with the finite energy 
resolution of the electron analyzer and monochromator [12]. 
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Figure 3. Normal emission valence-band spectra of Cu2-xSe acquired in the energy range 
hv = 40-70 eV. 
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Figure 4. Normal emission valence-band spectra of the CdS/Cu2-xSe interface as a function of 
the effective CdS coverage. 
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Figure 4 shows the normal emission valence band spectra of the CdS/Cu2-xSe interface 
as a function of the effective CdS coverage. For the Cu2-xSe surface, Ep - Evbm = 0.0(±0.2) eV 
while for the CdS covered surface we observe EF - Evbm = 0-8 eV. Since the film is p-type, the 
Cu2-xSe bands are very nearly flat near the surface with minimal (<0.2 eV) band bending. No 
significant shift is observed in the dominant Cu d band features which indicates that the flat 
band condition remains in the Cu2-xSe with CdS coverage. As additional CdS is deposited onto 
the Cu2-xSe epilayer, the Cu2-xSe valence band remains flat and the structure becomes 
dominated by the uppermost CdS bands. Hence, the valence band offset (Ev) given by the 
different positions of Evbm in the clean and covered surface is 0.8 eV. 

Combining all of the aforementioned results with Eg(Cu2-xSe) =1.2 eV and Eg(CdS) = 

2.42 eV, one may determine the conduction band discontinuity AEC to be 0.42+0.20 eV for an 
abrupt CdS/p-Cu2-xSe heteroj unction. This discontinuity presents a significant barrier to 
electron flow through the CdS window layer and would partially explain the observed device 
performance.[13] These results are summarized schematically in Figure 5 for the region in the 
vicinity of the CdS/p-Cu2 fie interface. Bands may bend outside these interfacial regions on a 
length scale of »1000Ä. 

p- Cu2Se CdS 

ACB = 0.4 eV 

E  =1.2eV : 2.42 eV 

Figure 5. Schematic of the experimentally determined band lineup in the vicinity of the 
CdS/p-Cu2.,Se heteroj unction interface. 

Applying the transitivity rule [14] to the CdS-CuInSe2-Cu2.xSe system, we can predict 
AEV between Cu2.xSe and CuInSe2. Thus, using our previous result AEV = 0.9 eV for 

CdS/CuInSe2 [15,16] and these new results, AEV = 0.1 eV for the Cu2.xSe/CuInSe2 junction 
which, based on the bandgaps of the two phases, indicates that AEC = 0.1 eV. These results are 
for an abrupt interface and neglect interdiffusion. 

CONCLUSIONS 

Cu2.xSe films were deposited on GaAs(100) substrates. XPS, XRD, AFM and Raman 
measurements confirmed the composition and physical structure. Synchrotron radiation soft x- 
ray photoemission spectroscopy was used to characterize the electronic band structure of the 
binary defect semiconductor Cu2-xSe and the consequent heterojunction band alignment with 
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CdS. High-resolution photoemission measurements for the Cu2-xSe surface indicates a highly 

degenerate p-type surface. In addition, for the abrupt CdS/Cu2-xSe interface, we observe AEV = 

0.8±0.2 eV and a conduction-band discontinuity AEC = 0.42±0.20 eV. 
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NONSTOICHIOMETRIC DEFECTS IN SEMICONDUCTOR SnTe THIN FILMS 

O.N.NASHCHEKINA, E.I.ROGACHEVA, L.P.SHPAKOVSKAYA, V.I.PINEGIN, 
AI.FEDORENKO 
Polytechnical University, Department of Technical Physics 
21 Frunze St., 310002 Kharkov, Ukraine 

ABSTRACT 

The mono- and polycrystalline films of the SnTe1+x semiconducting phase with controlled 
content of nonstoichiometric defects (NSD) were grown by thermal evaporation and hot wall 
epitaxy methods from the charges of different composition. The concentration of NSD was 
determined using X-Ray diffraction method and the measurements of carrier density. The 
temperature dependences of electrical conductivity and Hall coefficient were obtained in the 
temperature range of 77 - 300 K. The best results were obtained for hot wall epitaxy method: 
the perfect monocrystalline films with NSD content corresponding to x =0-0,025 and high 
mobility of charge carriers were grown. 

INTRODUCTION 

The investigation of structure and properties of SnTe semiconducting compound has been the 
subject of a great attention in recent years [1-3]. The special interest arises from the fact that 
SnTe and alloys based on it have potential for use in infrared detectors, lasers, and 
thermoelectric devices [2-4]. 

Among the interesting peculiarities of SnTe are the high concentrations (1020 -1021cnT3) of 
native defects (mainly cation vacancies) and p-type charge carriers whose presence is caused by 
the high degree of deviation from stoichiometry. SnTe1+x is the phase of variable composition 
with wide (~ 1 at.%) homogeneity region (HR) located on the side of Te excess relatively to 
stoichiometric composition [5,6]. The maximum size of HR (x = 0.004-0.03) corresponds to T 
= 800-900 K. As temperature lowers the width of HR decreases and at 450 K equals 0.3 at.% 
(x=0.01-0.02) [6]. 

Since in bulk crystals of SnTe1+x the concentration of nonstoichiometric defects (NSD) 
changes in a wide range and strongly affects the electrical and other physical properties, 
growing SnTe1+x thin films with the controlled content of nonstoichiometric defects is a very 
important problem of semiconductor material science. 

A number of publications is devoted to studying mono- and polycrystalline SnTe1+x thin films 
[7-14]. The majority of authors sets as a goal growing films with low concentration and high 
mobility of charge carriers. That is why either stoichiometric SnTe or SnTe with Sn excess 
[10,13] was used as the charge. In [9] the evaporation from two sources - SnTe and Sn was 
performed. At the same time for certain purposes, such as studying SnTe energy band structure 
or interactions between nonstoichiometric defects, it is necessary to obtain films with 
concentrations of nonstoichiometric defects and p-type carriers in the whole range of their 
possible values. 

The aim of the present work was to develop the methods of SnTe1+x thin films growth with 
controlled content of NSD. 
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2.EXPERIMENTAL DETAILS 

SnTe1+x thin films were obtained from polycrystalline bulk crystals whose compositions are 

given in Table I. 

TABLE I 
The Compositions of Bulk Specimens Used for Preparation of SnTe1+x Thin Films 

NN at % Te X NN at % Te X NN at % Te X 

1 
2 
3 

50.0 
50.2 
50.4 

0 
0.008 
0.016 

4 
5 
6 

50.6 
50.8 
51.0 

0.024 
0.032 
0.040 

7 51.2 0.049 

The ingots used as the charges for evaporation were obtained by fusing Sn and Te of 
99.9999% purity in quartz ampules evacuated down to 10" Pa at T=1300 K with subsequent 
homogenizing annealing at 820 K during 200 hours. 

Two methods were used to prepare thin films. The first one was thermal evaporation in 
vacuum of 10"5 Pa. The films were obtained by deposition on substrates of polished glass or 
freshly cleaved surface of KC1 crystals. The films grown on glass substrates had structure of 
textured polycrystals, the ones deposited on KC1 were monocrystalline thin films with the [001] 
orientation. The temperature of substrates was varied in the range of 350-550 K. The rate of 
evaporation and film thickness were monitored by a quartz crystal-thickness monitor. 

In the hot wall epitaxy method, the evaporating cell was made of quartz tube with diameter 
of 2.5 cm. Inside the tube was placed the reactor with charge. Two independent heaters 
provided the necessary temperature of the reactor and the walls of cylindric chamber. The 
temperature of substrate was maintained in the range of 520-550 K. 

X-Ray investigations were performed using diffractometer DRON-2.0 in accordance with the 
scheme of one-ciystal spectrometer in characteristic X-Rays of copper. The relative error of 
determination of unit cell parameter did not exceed Aa/a=2-10"5. For monocrystalline thin films 
the unit cell parameters were determined from the positions of (804), (408) and (008) 
reflections. In case of polycrystalline films the values of unit cell parameter were determined 
from the positions of (800), (444) and (642) reflections. The measurements of Hall coefficient 
RH and electrical conductivity a were carried out using the method of direct current and 
constant magnetic field (up to 15 kOe) in the temperature range of 77-300 K. The carrier 
concentration was calculated as p = 1 / RH • e, where e is electron charge. Hall mobility uH was 
calculated as \iH = RH -a. To facilitate measurement of electrophysical characteristics, the film 
condensation was performed through the special mask with double-cross geometry. 

RESULTS AND DISCUSSION 

In fig. la,b the values of a and p for initial alloys annealed at 820 K during 200 hours are 
shown with light circles. As is seen from the figure, the boundaries of homogeneity region at 
this temperature correspond to x=0,008-0,032 which is in a good agreement with [6]. The 
values of unit cell parameter of the samples with high values of x after the annealing at 450 K 
shown with dark circles were taken from [6]. 
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Fig. 1. Dependence of the lattice constant (a) and charge carrier concentration (b) on the 
nonstoichiometry parameter X in SnTe1+x phase; 1,2- bulk samples annealed at 820 K (1) and 
450 K (2), 3,4- thin films received by thermal evaporation (3) and hot wall epitaxy method (4). 
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Fig.2. Temperature dependence of Hall coefficient RH(a) and electrical conductivity o (b) for 
SnTe1+x thin films with different values of p300: 0,96-1020cm~3 (1); l,7-1020cm"3 (2), 
2,M020cnr3(3), 4,MO20cm"3(4), 8-1020cm"3 (5). 
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The investigation of SnTe1+x films obtained by thermal evaporation in vacuum showed the 
following. Monocrystalline films deposited on KC1 substrates heated up to 550 K had high 
degree of perfection. Polycrystalline films grown on glass were also of a good quality which was 
confirmed by high values of carriers mobility uH. The carrier mobility values didn't differ 
significantly from those obtained for monocrystalline films. 

The investigation showed that under the deposition on substrates with temperature 
Ts=550 K one could obtain films with the carrier concentration p300 = (0.5-4)-1020cm~3 and 
mobility nH300 = (50-900)cm2 / V-s. The unit cell parameter changed in the range of a=(6.326- 

0 

6.32) A which corresponded to the composition range of x= 0-0.01. The strong correlation 
between a,p and uH was observed. Regardless of charge composition the films with higher 
carrier concentration were not obtained. On the other hand there were obtained films with 
carrier concentrations down to 0,5-1020cnT3, i.e.lower than in bulk crystals. The similar effect 
was observed for Ts = 450 K although the degree of film perfection was lower. 

In thin films deposited on the substrates with Ts = 400 K the concentration of carriers was up 
to 1021 cm"3 which approximately corresponded to the composition with x = 0,025. Thus, as Ts 

reduces, the concentration range of phase existence broadens, though still remains narrower 
than in bulk crystals. 

In fig.la,b the values of a and p for films obtained by thermal evaporation are shown with 
crosses. In the concentration range x = 0,01 - 0,025 the films with the values of a and p 
indicated in fig. 1 were grown on the substrates with Ts = 400 K. 

As one can see from the fig. 1 there is a fairly good correspondence between the compositions 
of the films and the charges. 

The films grown by the hot wall method (substrate temperature Ts = 550 K) had the highest 
degree of perfection. Judging by the values of a and p the compositions of thin films grown by 
hot wall epitaxy correspond to those of films obtained by thermal evaporation on substrates with 
Ts = 400 K. 

Note that the range of compositions obtained in thin film state x = 0 - 0,025 approximately 
corresponds to the size of homogeneity region of SnTe1+x at 450 K. 

Our investigations showed that even evaporation of charge with significant excess of 
tellurium (x up to 0,05) did not allow to obtain thin films with x > 0,025. 

The temperature dependences of a and RH in the range of 77 - 300 K obtained for several 
samples are shown in fig.2. It is seen from fig.2 that RH practically doesn't change in the 
temperature range up to ~ 200 K; then it grows slightly with T. For the samples with high 
concentration of charge carriers, RH virtually remains constant throughout the whole range of 
temperature which is typical for degenerated semiconductors. Increase in temperature leads to 
the drop in a which is also common for degenerated semiconductors. Increase in x, i.e. increase 
in Te content at fixed temperature results in initial drop in a (up to x ~ 0,008) following by its 
growth. It is consistent with the results of a measurements for bulk samples with different 
contents of Te. 

Minimum concentration of carriers obtained in thin films corresponds to p = 0,5-102Ocm~3, 
maximum - to 1021cm~3. 

Note that like in the reported works of other authors there were obtained films with minimum 
carriers concentration lower than in bulk crystals prepared using the conventional methods. To 
obtain such a low concentration of carriers in bulk crystals one should use special techniques 
similar to the ones used in [2, 3]. 
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Thus, during deposition of thin films, states corresponding to lower degree of deviation from 
stoichiometry are realized. The values of unit cell parameter in the obtained films with the 
lowest concentration of carriers exceed the values of a for bulk specimens with the lowest 
charge carrier concentration. 

It is necessary to note that the carrier mobility values obtained for the mono- and 
polycrystalline thin films condensated at the same Ts do not differ. For the polycrystalline films 
values of uH at 77 K practically coincide with uH values obtained in [9] for epitaxial thin films 
ofSnTe. 

CONCLUSIONS 

Thus, the complex investigation of crystal structure and electrophysical properties of SnTe,+s 

thin films obtained using different techniques was carried out with a view to develop the 
methods of growing thin films with controlled concentration of nonstoichiometric defects. 

The best results were obtained for hot wall method: the perfect epitaxial films with 
nonstoichiometric defects contents corresponding to x = 0 - 0,025 at substrate temperature of 
550 K were grown. Using the thermal evaporation method one can receive the mono- and 
polycrystalline films of the same compositions only at the substrate temperature equal to -400 
K. 

As follows from the obtained data, the deposition of thin films results in shifting the 
boundaries of SnTe HR towards the smaller Te contents in comparison with bulk alloys. That is 
the evidence of change in thermodynamic equilibrium conditions in thin film state. 
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TRANSITION-METAL IMPURITY LUMINESCENCE IN GaAs AND ITS 
APPLICATION  TO MATERIAL CHARACTERIZATION 
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Rokkoudai 1-1,  Nada-ku,   Kobe 657,  Japan 

ABSTRACT 

A number of sharp characteristic luminescence lines has been observed 
for GaAs doped with 3d transition-metal impurities in the near-infrared 
region, the origin being attributed to the zero-phonon intracenter 
transitions between the energy levels of the metal ions split by the crystal 
field of the GaAs lattice. It is also known that these luminescence lines are 
very sensitive to the surrounding field of the transition-metal impurities. 
The luminescence of Cr-doped GaAs has been most extensively studied, the 
spectrum revealing a very sharp luminescence line at 0.839 eV. In this 
paper we review the results on the successful applications of this Cr- 
related luminescence line to characterization of in-depth profiles of arsenic 
vacancy in thermally annealed GaAs, local strain field in In-doped GaAs and 
interface stress at heterostructures grown on Cr-doped GaAs substrate. 

INTRODUCTION 

In GaAs crystal, a 3d transition-metal (TM) ion occupies in most cases 
the Ga site in the lattice and forms a deep acceptor center. The 3d TM 
deep acceptor is a multivalent impurity with many d-shell electrons in the 
center and also holes are bound in the d-shell of the acceptor rather than 
bound hydrogenically in a simple acceptor such as IV element atoms in 
GaAs. These 3d TM impurities in GaAs have been studied so far, together 
with those in GaP and InP, but the complete understanding of the electronic 
states has not yet been achieved [ 1 ]. This is essentially due to the fact 
that these deep acceptors are multivalent impurities with many d-shell 
electrons and form various kinds of complicated complexes involving other 
shallow impurities or defects. 

A number of sharp photoluminescence (PL) lines have been observed for 
GaAs doped with 3d TM impurities in the near-infrared region, the origin 
being attributed to the zero-phonon intracenter transition between the 
energy levels of the metal ions split by the crystal field of the GaAs 
lattice. In most cases, these luminescence centers are not isolated impurity 
centers but complexes involving TM impurities and other shallow impurities 
or defects. These PL lines are also very sensitive to the surrounding field 
of the TM impurities. 

In the recent few years, we have studied these characteristic PL lines in 
GaAs and demonstrated that the PL lines are very useful to characterize 
defects and local strain field in GaAs crystal. In particular, we have 
utilized the well-known Cr-related PL line which is easily observed with 
conventional Cr-doped semi-insulating GaAs wafers. In this paper we 
review the results on the successful applications of the Cr-related PL line 
observed at 0.839 eV to characterization of in-depth profiles of arsenic 
vacancy in thermally annealed GaAs, local strain field in In-doped GaAs and 
interface stress at some technologically important heterostructures grown on 
Cr-doped semi-insulating GaAs substrate. 
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LUMINESCENCE ASSOCIATED WITH Cr IMPURITY IN GaAs 

A number of sharp characteristic PL lines has been so far observed for 
GaAs doped with 3d TM impurities in the near-infrared region. These PL 
lines are essentially due to the zero-phonon intracenter transitions between 
the energy levels of the 3d TM ions split by the crystal field of the GaAs 
lattice. For GaAs doped with Mn and Cu TM impurities, no sharp zero- 
phonon lines due to intracenter transitions are observed. These two 3d TM 
impurities easily form complicated complexes involving other impurities or 
defects in GaAs and they act as relatively shallow acceptors, different from 
other 3d TM impurities. Therefore, the luminescence associated with these 
two acceptors is similar to those due to radiative recombination in 
conventional hand-to-acceptor transitions in semiconductors. 

In Fig. la typical PL spectrum taken at 4.2 K is shown, which was 
observed for GaAs doped with Cr impurities. The Cr-related PL lines in 
GaAs have been most extensively studied so far, the spectrum revealing a 
very sharp PL line at 0.839 eV, compared with the normal band edge PL 
lines, as shown in the figure. This 0.839 eV PL line in GaAs is essentially 
attributed to the zero-phonon intracenter transition between the crystal- 
field split 5E and 5T2 levels of the Cr2+ center at a Ga site in GaAs 
crystal. But Zeeman spectroscopic data on this zero-phonon line revealed 
that the luminescence center has [111] C^ axial symmetry rather than Td 
symmetry expected for an isolated Cr ion at a Ga site in GaAs [ 2 ] , 
suggesting the contribution of another impurity or defect to the Cr-related 
center. Effects of uniaxial stress on these Cr-related PL lines were also 
studied in details to get knowledge about the origin of this luminescence 
center and it was demonstrated that the results are well interpreted by the 
hypothesis of a substitutional divalent Cr ion at a Ga site subjected to the 
perturbation of C3v symmetry [3]. 
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Fig.   1      Typical PL spectrum of Cr-doped semi- 
insulating GaAs crystal taken at 4.2 K. 
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We have systematically studied about high-temperature thermal annealing 
of GaAs:Cr under excess arsenic pressure to make clear the origin the Cor- 
related luminescence center [4,5]. The behaviors of the Cr-related PL line 
were analyzed based on mass-action equations for reactions involving 
several defects in GaAs, the result indicating that an arsenic vacancy 
contributes to the Cr-related zero-phonon line at 0.839 eV and that the 
luminescence center is a complex involving a Cr at a Ga site and an arsenic 
vacancy in its nearest neighbor. Furthermore, by utilizing this 
luminescence-center model, it was shown that its annealing temperature and 
time dependences are well interpreted. These results led us to the 
conclusion that an arsenic vacancy contributes to the 0.839 eV Cr-related 
luminescence center and the luminescence is due to a complex involving a 
Cr impurity and an arsenic vacancy VAs in its nearest neighbor, i.e. a Cr- 
VAs complex. This complex, of course, satisfies the C3v symmetry of the 
center responsible for the Cr-related 0.839 eV PL line in GaAs. 

The energy level scheme of an isolated Cr ion and a Cr-VAs complex in 
GaAs lattice is shown in Fig. 2. The 5D ground state of a free Cvl ion 
splits into two levels by the crystal field of the GaAs lattice, as mentioned 
above. This isolated Cr2+ ion in GaAs is subjected to perturbation by the 
presence of a VAs in its nearest neighbor. As a result, the 5E excited 
state of the isolated Cr ion which is embedded in the conduction band shifts 
downward and locates in the band gap, and the 5T2 ground state splits into 
two levels by perturbation of VAs in the nearest neighbor of the Cr ion. 
The  5E  -  5E  transition  shown in the  figure is responsible for the 0.839 eV 
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Fig.  2      Energy level scheme of a 
Cr atom in GaAs crystal. 
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Fig.  3      Energy splitting of the 
Cr-VAs PL line at 0.839 
eV unser uniaxial stress. 
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Cr-related PL line. It is noted here that this assignment to the 
luminescence center of the Cr-VAs complex with C3V symmetry explains well 
previously reported experimental results on this Cr-related PL line observed 
with Cr-doped GaAs crystal. 

As mentioned above, the experiment of the 0.839 eV PL line under 
uniaxial stresses revealed the C3V symmetry of this luminescence center. 
This PL line is very sensitive to the local field of the luminescence center. 
Therefore, it is easily considered that the PL line changes drastically when 
other perturbations exist around the luminescence center. In Fig. 3 the 
feature of energy-level splitting under compressive uniaxial stress is shown 
in three different directions, which was calculated from data by Barrau et 
al. [3], For example, the transition energy responsible for the Cr-VAs PL 
line under the [110] compressive uniaxial stress splits into three 
components. As a result, we can observe three luminescence lines, one in 
the same energy position at 0.839 eV and two in the higher energy side. 
These energy splittings under uniaxial stresses were experimentally 
observed with the use of GaAs:Cr wafers plastically deformed along the 
three principal crystallographic axes shown in the figure [ 6 ] . These 
experimental results of the 0.839 eV Cr-related PL line can be successfully 
applied to the characterization of local strain field in GaAs crystal and 
interface stress at some technologically important heterostructures grown on 
Cr-doped semi-insulating GaAs substrate,  as will be shown later. 

MATERIAL  CHARACTERIZATION  BY  Cr-RELATED LUMINESCENCE 

In-depth profiles of arsenic vacancy in GaAs 

When GaAs crystals are annealed at high temperatures, a high density of 
lattice vacancies is created near the surface due to the evaporation of 
constituent atoms Ga and As from the GaAs crystal. As a result, the 
surface of thermally annealed GaAs becomes nonstoichiometric, which plays 
an important role in the device processing. It is thus important to 
characterize thermally annealed GaAs wafers. Moreover, it should be noted 
that there are no powerful characterization techniques for lattice vacancies 
in GaAs crystal. From these points of view, we have developed a new 
optical characterization technique for arsenic vacancy, VAs, in conventional 
Cr-doped semi-insulating GaAs substrate wafers, which utilizes in-depth 
profile measurements of the 0.839 eV Cr-VAg PL intensity. 

We have performed a series of in-depth profile measurements for the Cr- 
VAs PL intensity in Cr-diffused GaAs and thermally annealed Cr-doped 
semi-insulating GaAs in order to get information on the diffusion coefficient 
and diffusion behaviors of VAs in GaAs crystal [7]. In Fig. 4 we show the 
Cr-related PL spectrum of GaAs:Te diffused with Cr at 1100 °C for 24 hrs 
under As pressure, together with that of the conventional Cr-doped semi- 
insulating GaAs. The upper PL spectrum was measured at the depth of 
28.6 um from the surface and showed a new Cr-Te PL line at 0.844 eV. 
The in-depth profiles of the PL intensities of both the Cr-VAs and Cr-Te 
lines in Cr-diffused GaAs were measured using a series of layer stripping 
by chemical etching. Figure 5 shows the typical in-depth profiles of these 
PL intensities which are normalized at the surface. These PL intensity 
profiles were analyzed by fitting to the well-known complimentary error 
function and we could estimate the diffusion coefficient of VAs in GaAs at 
1100 °C to be 8 x 10~12 cm2/s, this value being comparable to the 
previously reported data. 

The   in-depth   profiles   of  the   Cr-VAs   PL   intensity in thermally  annealed 
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Cr-diffused and Cr- 
doped GaAs wafers. 

Fig.   5      In-depth profiles of VAs 
estimated from the Cr- 
related PL line. 

semi-insulating GaAs:Cr wafers were also studied as a function of annealing 
temperature and time [8]. The thermal annealing of GaAs:Cr wafers at 
high temperatures was performed under the condition of excess As. Based 
upon the substitutional-interstitial-dissociative mechanism, we estimated the 
out-diffusion profiles of Cr atoms from GaAs:Cr wafers. It was found that 
the results show the main features of the measured in-depth profiles of the 
Cr-VAs PL intensity, which reveal sharp drops at the near-surface followed 
by a constant region in the interior GaAs bulk. Thus we can demonstrate 
that the behaviors of VAs in GaAs crystal are characterized by this new 
method using the well-known Cr-related PL line observed at 0.839 eV. 

Local strain field in In-doped GaAs 

In-doped semi-insulating GaAs grown by the LEC method is known as low 
dislocation density substrate for GaAs devices, because the addition of a 
few percent In to GaAs grown from the melt reduces the dislocation density 
by several orders of magnitude without degrading its high resistivity. We 
have investigated the Cr-related PL lines in this In-doped semi-insulating 
GaAs wafers [9,10]. Figure 6 shows Cr-related PL spectra of In-doped 
dislocation-free GaAs crystals. In GaAs doped with In and Cr we observed 
for the first time new Cr-related PL lines, though the normal Cr-VAs 
spectrum in GaAs:Cr exhibits the main PL line at 0.839 eV accompanied by 
the TA-phonon replicas in the low-energy side. It seems that the newly 
observed PL lines (A and B) at 0.8730 and 0.8564 eV are zero-phonon 
lines,   because  the  half widths  are  almost  same  as  that  of the main Cr-VAs 
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line at 0.8395 eV and two other PL lines (assigned as the TA-phonon 
replicas) at 0.8645 and 0.846 eV are broarder than these zero-phonon lines. 
These new Cr-related PL lines showed the same behaviors as the Cr-VAs PL 
line in the excitation-power and temperature dependences and also in the 
in-depth profiles of the PL intensities. 

In In- and Cr-doped GaAs, it can be speculated that a new Cr-VAg-In 
complex is formed in the crystal, in which an In atom at a Ga site locates 
in the second-nearest neighbor of a Cr ion. Based upon this complex 
model, we analyzed PL data observed with GaAs co-doped with In and Cr, 
the results showing that the In-concentration dependence of the PL 
intensity ratio of A and Cr-VAs lines can be well explained by considering 
the occupation probability of In atoms in the equivalent second-nearest 
neighbor of a Cr ion in GaAs. The Cr atom in the Cr-VAs-In complex 
seems to suffer local strain field along the 110 direction because the 
covalent radius of In atom is larger than that of Ga atom. This was 
confirmed by previously reported data for [110] uniaxial stress effects on 
the Cr-VAs PL line, these data showing that two stress-induced PL lines 
appear in the high-energy side of the unshifted Cr-VAg line under 
compressive stress along    [110]  direction,  as shown in Fig.   3. 

Figure 7 shows a comparison of the energy positions of these newly 
observed PL lines to the uniaxial stress dependence of the Cr-VAg PL line. 
These data suggest that the Cr atom in the second-nearest neighbor of an 
In  atom in GaAs suffers a large compressive stress of 1.3  GPa.     This result 
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also suggests that a local lattice distortion of about 1 % exists in the 
second-nearest neighbor of In atoms in GaAs, considering the Young 
modulus of GaAs. Thus, we could revealed the existence of a large local 
strain field around In atoms in In-doped semi-insulating GaAs crystals with 
the use of the Cr-related PL lines. 

Interface stress at heterostructures grown on GaAs:Cr 

With the use of the Cr-related PL line, we have also characterized the 
interface stress at some technologically important heterostructures grown on 
Cr-doped semi-insulating GaAs substrate [11,12], 

Figure 8 show Cr-related PL spectra of GaAs:Cr in the 0.839 eV region 
for (100) and (lll)B InGaPAs/GaAs heterostructures prepared by the LPE 
method with different lattice mismatch, together with the PL spectrum of a 
GaAs:Cr wafer. A peak shift of the main Cr-related PL line can be clearly 
seen in both heterostructures. Because of the lattice mismatching between 
InGaPAs and GaAs, the lattice of the InGaPAs epi-layer with larger lattice 
constant than GaAs is tetragonally deformed due to biaxial compressive 
stress and then the GaAs substrate suffers biaxial tensile stress. This 
biaxial tensile stress can be decomposed into compressive uniaxial stress 
and tensile hydrostatic pressure components with the same magnitude. 
These    two    stress    components    affect   the   energy   levels   of   the    Cr   ion 
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Fig. 8 Cr-related PL spectra from GaAs substrate of InGaPAs/GaAs 
heterostructures prepared by the LPE method with different 
lattice mismatching, where (a) and (b) correspond to sample 
grown on (100)  and (lll)B  GaAs substrate,  respectively. 
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responsible for the Cr-V^g PL line. These stress effects on the Cr-related 
PL line suggest that the PL line from GaAs:Cr substrate at (lll)B 
InGaPAs/GaAs heterostructures shifts to lower-energy side by the tensile 
hydrostatic pressure component and splits into three PL lines by the 
compressive [111] uniaxial stress component. These shift and splitting of 
the Cr-related PL line were clearly observed, as shown in Fig. 8(b). 
Similar results were also observed with (100) InGaPAs/GaAs 
heterostructures in which the splitting is not clearly seen, as shown in Fig. 
8(a). The PL peak shift of 0.04 meV observed in samples with A a/a of 0 % 
is due to the lattice mismatch at 4.2 K caused by difference in thermal 
expansion of InGaPAs and GaAs during cooling down to 4.2 K from room 
temperature for PL measurements. 

Using the uniaxial-stress data mentioned above and the previously 
reported hydrostatic pressure coefficient on the Cr-related PL line, we 
could estimate the magnitude of the interface stress at InGaPAs/GaAs 
heterostructures. The typical value was about 4 MPa for both 
heterostructure samples with large lattice mismatching. We also calculated 
the interface stress due to lattice mismatching between InGaPAs and GaAs 
at 4.2 K. The comparison between these experimental and calculated data 
shows that about the half of interface stress is relaxed by the formation of 
misfit dislocations at the heterointerfaces. 

Figure 9 shows Cr-related PL spectra taken at the interface of the GaAs 
substrate of ZnSxSe^_x/(100)GaAs:Cr heterostructures prepared by the 
OMVPE method, together with that of a GaAs:Cr wafer. It can be seen 
that all the Cr-related PL peak positions shift toward the higher-energy 
side and the PL line widths become broarder than the normal Cr-related PL 
line in GaAs, independent of the composition of the ZnSSe epi-layers. 
Similar results were also obtained in the cases of ZnSe/GaAs:Cr and 
ZnSxSe1_x/(lll)GaAs: Cr heterostructures. It is noted that the direction of 
the PL peak shift does not change between both composition sides of the 
lattice-matching composition (x=0.06) in ZnSxSe^_x/GaAs heterostructures. 
This means that the stress due to lattice mismatching between ZnSSe and 
GaAs does not dominate the heterointerface stress in this ZnSSe/GaAs 
system. The observed blue shifts of the Cr-related PL line suggest that 
the GaAs substrates suffer a compressive biaxial stress in all the 
composition range. For compositions of x<0.06, the existence of such 
compressive biaxial stress at the surface of the GaAs substrates cannot be 
interpreted in terms of the interface stress due to lattice mismatching 
between ZnSSe alloys and GaAs substrate. 

The magnitude of the interface stress on the GaAs substrate in these 
ZnSSe/GaAs heterostructures was also estimated, based upon the observed 
blue shifts of the main Cr-related PL line. The result is shown in Fig. 10 
for ZnSxSe^_x/(100) GaAs:Cr heterostructures. The estimated interface 
stresses are all compressive as mentioned above, and therefore cannot be 
understood by lattice-mismatch stress the magnitude of which was calculated 
as shown by a blöken line in the figure. It was found that this 
compressive biaxial stress at ZnSSe/GaAs heterostructures is well explained 
by thermal stress due to the difference in the thermal expansion coefficients 
between ZnSSe epi-layer and GaAs substrate, which was induced during 
cooling down from the epitaxial growth temperature to 4.2 K for PL 
measurements. The magnitudes of such thermal stresses shown by dash- 
dotted lines were also calculated and compared to experimental data, the 
result showing good agreement. 

Thus we have developed a new method to characterize the interface stress 
at semiconductor heterostructures by the Cr-related PL line in GaAs, and 
demonstrated   that   the   interface   stress   at   some   technologically   important 
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heterostructures grown on Cr-doped GaAs substrate can be characterized 
with high sensitivity. The detection limit of interface stress by this method 
was estimated to be about 0.5 MPs, small compared to the limits of other 
optical characterization methods. 

SUMMARY 

We have systematically investigated the photoluminescence due to a series 
of 3d transition-metal impurities forming deep acceptors in III-V compound 
semiconductors, especially in GaAs. The luminescence spectra exhibit some 
characteristic emission lines in the near-infrared region, which are very 
sensitive to local atomic arrangement and local strain field around the 
luminescence centers. With the use of these advantages, we have developed 
new characterization methods for defects such as arsenic vacancy in 
thermally annealed GaAs, local strain field in In-doped semi-insulating GaAs 
and interface stress at some technologically important heterostructures 
grown on Cr-doped semi-insulating GaAs. 
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TRANSIENT DIFFUSION AND GETTERING OF Au AND Cu TO CAVITIES IN Si 

■T. WONG-LEUNG, J. S. WILLIAMS AND E. NYGREN, 
Department of Electronic Materials Engineering, Research of Physical Sciences and Engineering, 

The Australian National University, Canberra, ACT 0200, Australia 

ABSTRACT 

This paper addresses the diffusion and gettering of Cu and Au to internal cavities in Si introduced 
by H-implantation. Rutherford backscattering and channeling and cross-sectional transmission 
electron microscopy are the main analysis methods used. During annealing at temperatures and 
times typical of low temperature device processing conditions, we observe a transient gettering 
regime in which implanted Au and Cu segregate to cavities leaving metal concentrations in the Si 
lattice well below the solubility level. Longer times and/or higher temperatures are required for 
equilibrium to be reached. These results may have important implications for developing optimum 
gettering strategies during thermal processing of device structures. 

INTRODUCTION 

Efficient gettering of metallic impurities away from active device regions has become an 
important area of research since very low metal concentrations (-10 cm ) are detrimental for 
the operation of ultra-small devices. The gettering process is strongly dependent on the diffusion 
and solubility of the metallic impurity under study. Nanocavities in Si created by He implantation 
were first reported by Myers et al. [1] to provide excellent getter sites. We have previously shown 
[2-4] that a large proportion of implanted metallic impurities (Cu, Au and Ni) can be relocated to 
a sharp band of nanocavities introduced by H implantation. In this study, we have examined 
further details of the segregation process and progression to equilibrium conditions. Our results 
suggest that the initial gettering process is a transient non-equilibrium situation under our 
annealing conditions. Equilibration of the metallic impurities in terms of uniform solubility 
throughout the wafer may occur at appropriate higher annealing temperatures and/or longer 
times. 

EXPERIMENTAL 

100 keV H- ions were implanted into n-type Cz Si wafers of (100) orientation to a fluence of 

3xl016 cm"2 at room temperature. These samples were annealed at 850°C for 1 hr to drive the H 
out of the wafer leaving a band of faceted cavities at a depth of ~ 1.0 |im. The annealing 
treatments in this study were carried out in an Ar ambient. The sample is further implanted with 
95 keV Au" ions to a fluence of 5xl013 cm"2 at room temperature. Similar Cz wafers were 

273 

Mat. Res. Soc. Symp. Proc. Vol. 378 c 1995 Materials Research Society 



implanted with both 50 keV H" ions (depth of cavity band at ~ 0.5 |xm) to a fluence of 3x10 

cm"   and 70 keVCu" ions to a fluence of 6x10   cm" at room temperature. 

Similar H-induced cavities were introduced into Boron-doped Fz Si wafers of (100) 
orientation and polished both sides so that through-wafer diffusion and gettering experiments 
could be carried out without the complication of a rough back side of the wafer. Such wafers 
were similarly implanted with 100 keV H, pre-annealed at 850°C, then implanted with Au to a 

15        -2 dose of 1x10    cm    on the same side of the wafer. Similar experiments were carried out on 
15        2 wafers implanted with 50 keV H and Cu to dose of 2.2x10   cm   to study the equilibration of Cu 

through the wafer. 

All samples were annealed under different time/temperature conditions and Rutherford 
backscattering was used to study the details of gettering of Au and Cu to the cavities and 
subsequent equilibration throughout the wafer. Cross-sectional transmission electron microscopy 
(XTEM) was used to study the microstructure of the samples. It is important to note that the 
samples in this study were rapidly quenched following annealing at rates of about 100 °C s" . This 
avoids appreciable relaxation induced gettering during the quench and allows segregation 
gettering at temperature to be examined. 

RESULTS AND DISCUSSION 
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Fig. 1 RBS showing Au 
profiles in Si implanted with 
H  (pre-annealed  at  850°C) 
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annealed at 850°C 

Fig. 1 shows the random RBS spectrum for the sample implanted with a low dose of Au 
13        -2 5x10    cm . This result clearly indicates that most of the implanted Au diffuses to a band of 

nanocavities after a 1 hr anneal at 850°C. This amount of Au, if distributed throughout the bulk of 
15 3 the wafer corresponds to a concentration (1.43x10   cm") which is below the solubility level of 

15 3 
Au in Si at 850°C (2x10    cm") [5]. It is interesting to note that the Au first segregates to the 
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cavities without equilibration of Au throughout the wafer. For Au, which has a complex diffusion 
behaviour [6,7] and is known to require high temperatures and times to achieve equilibrium 
solubility, the 'lack' of solubility may not be surprising in this case. What is surprising is the very 
efficient relocation of Au from the implanted layer to the cavity layer at 850°C. To examine the 
behaviour of Au at cavities for very long annealing times and higher temperatures, the above 
sample was re-annealed for 25 hrs at 950°C. In this case, the Au left the cavities to presumably 
redistribute throughout the wafer up to the solubility limit, thus achieving thermal equilibrium. 
This data will be presented in more detail elsewhere [8]. 
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Similarly for Cu, when a sample implanted with 6x10 Cu cm" is annealed at 780°C for 1 hr. 
RBS analysis shows (see Fig. 2) that essentially all the implanted Cu segregates to the cavities. 
Again, this amount, if distributed throughout the wafer would correspond to a concentration 
(1.7xl016 cm"3) well below the solubility of Cu at 780°C (4.2xl016 cm"3) [9]. For such annealing 
treatment, the diffusion length of Cu in Si is much greater than the wafer thickness and hence the 
system should have achieved thermal equilibrium. We are convinced that our quench rate is fast 
enough to avoid significant relaxation gettering of Cu to the cavities and that the segregation of 
Cu to cavities occurs at temperature. Indeed, we have recently carried in-situ (hot) RBS 
measurements [10] which confirm that Cu accumulation to cavities occurs at temperature. Thus, 
our results for both Au and Cu suggest that the initial stage of annealing is the very efficient 
gettering of these metals to the cavities even when the total metal content is below the equilibrium 
solubility limit throughout the wafer. 
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To examine the effect of higher concentrations of Au and Cu (where the amount of metals 
exceeds the solubility limit at the annealing temperature if distributed throughout the wafer), a 
further series of experiments was carried out on wafers polished on both sides. For a 1x10 cm 
Au implant annealed for 1 hr at 850°C, Fig. 3 shows that most of the implanted Au is found at the 
cavities with the remaining left at the surface. In this case, the amount of Au at the cavities 
exceeds the internal surface area of the cavities and bulk phase Au is observed [4]. Indeed, the 
XTEM micrograph in Fig. 4(a) indicates that some of the cavities are filled with Au. A further 
anneal at 950°C for 48 hrs appears to result in a dissolution of the Au at the cavities as shown in 
Fig. 3. It is interesting to note that the amount of Au missing, of distributed throughout the wafer, 
again corresponds to a concentration which is close to the solubility limit of Au in Si at 950°C. 
Indeed, our annealing conditions are consistent with conditions previously used to achieve 
equilibration of Au throughout Si wafers [6]. XTEM examination shows that the microstructure 
of the cavity region is slightly changed during the second anneal. The density of cavities is smaller 
but the Au filled cavities are larger in size. The latter presumably results from an Ostwald ripening 
process. 

The above experiment was repeated for a high dose of Cu (2.2x10 cm" ). Briefly, after a 1 
hr anneal at 780°C, most of the Cu relocates to the cavities while a residual amount of Cu remains 
at the surface. As we have previously indicated, bulk phase Cu is observed in this case at the 
cavities since the amount of Cu exceeds the internal cavity surface area. A further anneal at 780°C 
for 24 hrs is accompanied by a loss of Cu from the cavities. This loss is again equivalent to a 
concentration close to the solubility level of Cu at 780°C, and again indicates a slowness of the 
system to achieve thermal equilibrium. We do not at present understand this behaviour for Cu and 
we are undertaking further experiments to clarify the situation. However, what is clear is that our 
annealing treatments result in a transient non-equilibrium gettering of Au and Cu to cavities. 

We believe that the behaviour can be characterised by a three step process : 

(i) Detrapping  of metal from implanted damage where its concentration far exceeds 
substitutional solubility at the annealing temperature. 

(ii) Diffusion (presumably by interstitial motion) to preferred trapping or precipitation sites 
which are the internal cavity walls or free volume. This is the initial transient gettering phase. 

(iii) Possible equilibration at longer annealing times to achieve equilibrium solubility 
concentration throughout the wafer. Further discusssion of these mechanisms will be presented 
elsewhere [8]. 

CONCLUSION 

Our results clearly indicate that the accumulation of implanted metallic impurities to cavities 
can take place prior to equilibration of such impurities to the solubility level throughout the wafer. 
We therefore believe that the segregation of implanted metallic impurities to nanocavities 
introduced by H-implantation is a transient non-equilibrium situation, where the amount of metal 
in solution is well below the solubility limit in silicon at the annealing temperature. Such a 
gettering scheme may have significant advantages for future device processing. 
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ABSTRACT 

Gettering is widely used for fabricating integrated circuits using Si substrates, and has great 
potential for solar cell fabrications as well. Recently available solar cell efficiency studies have 
shown the benefits of the wafer backside Al, attributable to effects of gettering, a wafer backside 
field, and passivation of grain boundaries and dislocations. In this paper, we report experimental 
results which showed unambiguously that Czochralski Si wafer bulk minority carrier diffusion 
lengths can be significantly improved due to gettering of impurities by wafer backside Al, which 
also provided a protection from environmental contamination. 

INTRODUCTION 

Gettering of unwanted impurities away from the device active regions has already become an 
integral part of manufacturing integrated circuits (IC) using Czochralski (CZ) Si wafers. It is an- 
ticipated that gettering will also be used in the near future in Si solar cell fabrications for improving 
the cell efficiency. For IC fabrication, intrinsic or internal gettering (IG) is used, which utilizes 
oxygen precipitates and their associated defects in the CZ Si wafer bulk as gettering sites. • 
Because of the bulk nature of IG sites, the scheme cannot be also used for solar cells, since they 
are bulk devices. Only some kind of extrinsic or external gettering (EG) schemes can be used for 
solar cells. The designations IG and EG indicate where the gettering sites or regions are created. 
The gettering of contaminants, usually transition metals, to the gettering region involves the metal 
dissolution (if existing in a precipitated form), the diffusion of metal atoms to and their being 
stabilized at the gettering sites. 

Cost effective gettering schemes for solar cell applications can include P indiffusion gettering, 
Al gettering, and a combination of the two. Since both P and Al are used in the cells, it may only 
need a minimal effort to incorporate these schemes into a manufacturable cell fabrication process. 
The mechanism of P gettering is fairly well known.3,4 Aluminum can provide a gettering effect be- 
cause the solubility of other metals in Al is very high, reaching 1 at% in the temperature range be- 
low the eutectic temperature of 577°C, and even higher above the eutectic temperature at which a 
liquid Al-Si alloy forms. In this liquid, the solubility of a typical metal can exceed 10 at%, i.e., on 
the order of 5xl021 cm'3. For example, Cu, Ni, Fe, Mn form eutectics with Al at temperatures 
ranging from 548°C for Cu to 658°C for Mn with solubilities in the eutectic liquid ranging from 
~2% for Mn to -18% for Cu.5 Since the solubility of metals in Si does not exceed -10 cm" , the 
segregation coefficient of the metal between the liquid and Si is of the order of 10 , which 
provides a tremendously large driving force for the metal to segregate into the liquid. A first 
evidence of Al gettering is that reported by Thompson and Tu.6 At 540°C, for which Al is a solid, 
they found that a Si wafer backside Al layer can dissolve a tremendous amount of Cu diffused in 
from the Si wafer frontside. A number of reports on the beneficial effects of using Al or of using P 
and Al together for improving the performance of solar cells are available.7"12 A beneficial effect 
due to gettering by Al was noticed.7'8 The main effect, however, appears to have been due to the 
cell back surface field13 produced by the p+-p junction resulting from a high concentration of Al 
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diffused into the cell back surface.7'8 For polycrystalline Si substrate solar cells, the benefits of Al 
also include the production of the p+-p junction around a grain boundary or a dislocation core9 due 
to fast Al pipe diffusion,14 and the catalytic effect of Al for producing atomic H which passivates 
grain boundaries and dislocations.10 Incorporating the beneficial effects of P and Al together with 
other design and processing optimizations, solar cell structures with very high efficiencies have 
been fabricated using polycrystalline Si substrates.11'12 

In this paper we report experimental results of a study of the role of Al as an effective getterer 
above the Al-Si eutectic temperature in improving the bulk Si minority carrier diffusion lengths. In 
these experiments, all the other roles that the Al layer may have played in previous studies using 
solar cell structures7*12 are not involved. Furthermore, it is shown that Al can prevent the 
detrimental effects of environmental contamination from occurring. 

EXPERIMENTAL 

The present experiments involve measuring the minority carrier diffusion lengths of a Si wafer 
before and after an Al treatment using the ELYMAT (electrolytic mapping of transition metals) 
technique.15 The ELYMAT measurements yield maps of the minority carrier diffusion lengths 
across the wafer, presently operated with a lateral resolution of 2mmx2mm. In these experiments, 
we have used dislocation free single crystal CZ Si wafers, 4 inch in diameter, 500 mm thick, p- 
type (doped by B) in the resistivity range of 1-20 n-cm. For as-received wafers, the minority car- 
rier diffusion length maps were obtained from the ELYMAT measurement after a 5 min chemical 
etch using a HF:HN03:C2H402=1:3:8 solution. This exposes a fresh Si surface possessing a very 
low leakage current when the electrolyte-Si junction is reverse biased, which is suitable for the 
ELYMAT measurement to be carried out. After the initial ELYMAT measurement, a 1 urn thick Al 
(of a purity of 99.9999 at%) layer was evaporated onto half of each wafer, and the wafer was then 
annealed for 30 min in the temperature range of 600 to 750°C in dry N2. After the anneal, the as- 
formed Al-Si alloy was stripped away using a HF:H2O=l:50 solution, which was followed by a 
15 min to 1 h chemical etch using the HF:HN03:C2H402=1:3:8 solution. The carrier diffusion 
lengths of the wafer were then again mapped using ELYMAT. The second chemical etch men- 
tioned above preferentially removes the p+ layers,16 under an over-etching condition incurred by 
the etching times employed. In addition, this etch also exposes a fresh p-type Si surface as it has a 
slight etching action on p-type Si too, though at a much lower rate than on p+ Si. In a few cases, 
following the carrier diffusion length mapping by ELYMAT after the first Al treatment, a second 
Al treatment was carried out. 

RESULTS AND DISCUSSION 

Figure 1 shows the results obtained from a Si wafer treated by Al once and annealed at 600°C 
for 30 min in a clean furnace. The left half of the wafer had no Al coverage, and the right half of 
the wafer had Al coverage on the backside. For the left half of the wafer (without Al), the mini- 
mum, maximum, and average carrier diffusion lengths were respectively 120,155, and 136.6 urn 
in the as-received state, while the respective quantities became 130, 167.5, and 146 um after the 
annealing. Thus, annealing in N2 has a small beneficial effect of improving the carrier diffusion 
lengths, which seems to be a feature observed for the first time. For the right half of the wafer 
(with Al), the minimum, maximum, and average carrier diffusion lengths were respectively 130, 
165, and 147.7 urn in the as-received state, while the respective quantities became 167.5,207.5, 
and 186 urn after the annealing. Thus, the minority carrier diffusion length improvement on the Al 
covered half of the wafer is considerably larger. It will be discussed later that the beneficial effect 
of Al is due to gettering by the Al-Si liquid. 
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Fig. 1 Minority carrier (electron) diffusion length maps of a 4" Si wafer with and without an an- 
neal in a clean furnace at 600°C, with accompanying histograms (in scales relating diffu- 
sion length values to gray levels) showing diffusion lengths vs. number of measurement 
points. The square shape of the maps is due to measurement tool limitations, (a) 
Unannealed; (b) Annealed, with the right and left halves of the wafer respectively with 
and without a backside Al layer. In the left half, the average diffusion length increased 
from 136.6 urn to 146 urn, while in the right half, the average diffusion length increased 
from 147.7 urn to 186 urn. 

281 



Figure 2 shows the results obtained from another Si wafer, treated by Al once and annealed at 
750°C for 30 min in a contaminated furnace. The lower half of the wafer had no Al coverage, and 
the upper half of the wafer had Al coverage on the backside. For the lower half of the water 
(without Al), the minimum, maximum, and average carrier diffusion lengths were respectively 
187 5 247 5, and 222.7 urn in the as-received state, while the respective quantities became 110, 
170, and 135 urn after the annealing. Thus, annealing in N2 in ä contaminated furnace has a signif- 
icant effect of decreasing the carrier diffusion lengths. For the upper half of the wafer (with Al), 
the minimum, maximum, and average carrier diffusion lengths were respectively 202.5,245, and 
227 3 urn in the as-received state, while the respective quantities became 227.5, 265, and ZM urn 
after the annealing. Thus, the wafer backside Al has provided a substantial protection effect against 
environmental contaminations. In addition, the carrier diffusion lengths in the Al covered half have 
actually increased to some extent. As with the case shown in Fig. 1, this beneficial effect of Al 
should also be that due to gettering by the Al-Si liquid. 

We believe that the present results are evidences of the effectiveness of gettering using a layer 
of the liquid Al-Si alloy. The technique should be useful in solar cell fabrications, and perhaps also 
useful in IC fabrication cases for which IG cannot be implemented, e.g., when using silicon on ui- 
sulator(SOI) substrates. IG cannot be effectively implemented when using SOI substrates since the 
bulk of the silicon wafer cannot act as an effective gettering region for the SOI device layer due to 
the insulator layer between the two. In the present experiments, the other beneficial effects ot Al, 
as reported in the literature,7"12 do not exist. Since dislocation free single crystal CZ Si wafers 
have been used, there are no grain boundaries or dislocations. Thus, the observed beneficial ertect 
of Al cannot be due to p+-p junction formation at grain boundaries or at dislocation cores or due to 
hydrogen passivation of these defects. In the present experiments, the effect cannot be due to a 
wafer backside field, because the Al indiffusion produced p+ Si region has been completely etched 
away employing an over-etching scheme. The absence of a p+ layer on the wafer backside is evi- 
denced by successful measurements of the Si carrier diffusion lengths using the ELYMAT tech- 
nique. The ELYMAT measurement relies on the Schottky-like characteristics of the Si-electrolyte 
junction when the freshly exposed Si surface is p-type15 whereas the characteristics are Ohmic 
when the Si is p+-type,17 giving rise to a very high reverse leakage current even when a fresh sur- 
face is exposed, which prevents the ELYMAT measurement from being carried out. The present 
results came from wafers for which, after the p+ etching, the ELYMAT leakage currents are as low 
as those of the starting wafers. 

In the present experiments, the nature and concentrations of the contaminants that have been 
gettered away from the Si bulk are unknown, which seems to be a weak point. On the other hand, 
this can also be viewed as a strong point in the sense that it corresponds to a real world device fab- 
rication situation for which the starting Si material contaminant nature and concentrations are un- 
known. Furthermore, contaminants unintentionally introduced dunng device processing, e.g., 
those from the furnace, are certainly of an unknown nature and concentration. Owing to the low 
Bettering temperature and short gettering time used, we believe that the gettered species are the fast 
moving interstitial metal atoms such as those of Fe, Ni, Cu, etc. Substitutionally dissolved metal 
atoms, e.g., Au, or precipitated metals could not have been significantly affected by the present 
gettering treatment. 

For the wafers for which two Al gettering treatments were carried out, it was observed that the 
second gettering treatment gave a further improvement in the diffusion lengths over the first treat- 
ment. 
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Fig. 2 Minority carrier (electron) diffusion length maps (and the accompanying histograms 
showing diffusion lengths vs. number of measurement points) of a 4" Si wafer with and 
without an anneal in a contaminated furnace at 750°C. (a) Unannealed; (b) Annealed, 
with the upper and lower halves of the wafer respectively with and without a backside Al 
layer. In the lower half, the average diffusion length decreased from 222.7 um to 135 
urn, while in the upper half, the average diffusion length increased from 227.3 urn to 251 
urn. 
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SUMMARY 

In summary, we mention that a fairly large beneficial effect in improving Si minority carrier 
diffusion lengths has been observed using wafer backside Al deposition and annealing processes. 
The effect can be attributed to gettering of metallic impurities by the Al-Si liquid at annealing tem- 
peratures above the Al-Si eutectic temperature. The gettering process is also effective as a protec- 
tion against environmental contamination. 
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IMPURITY GETTERING IN MBE GROWN SILICON 
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ABSTRACT 

A MBE growth procedure of epitaxial silicon layers is demonstrated which includes a special 
designed buried strained compositionally graded Sii-xGex layer. Upon thermal relaxation closed 
dislocation loops are formed in this Sii_xGex layer without altering the structure of the Si top 
layer. This dislocated layer is shown to getter contaminants in the Si top layer reducing the con- 
centration of deep levels in this layer to =lxl012 cm"3. 

INTRODUCTION 

Molecular beam epitaxial (MBE) growth of silicon is known to incorporate metallic contami- 
nants in the epitaxial layers1. There are many sources of these contaminants in a MBE-system, 
mainly heated areas such as sample heating elements, filaments, effusion cells, and e-guns. 
Even the most careful precautions have not been successful in reducing the concentration of un- 
wanted contaminants below =lxl014 cm"3 in our MBE-system for a typical growth temperature 
of 550°C as deduced from deep level transient spectroscopy (DLTS). Similar contamination 
levels have been reported by other groups2,3. There have been reports in the literature4 demon- 
strating that growth temperatures as high as 795°C are able to reduce this concentration to a 
level of =lxl012 cm"3; such high growth temperatures, however, are normally not suitable as they 
tend to reduce the dopant sticking coefficients resulting in a reduced range of doping levels. In- 
stead it seems more appropriate to look for a suitable gettering scheme. 

We have observed that in relaxed Sii.xGex grown by the compositional grading technique, in 
which a high concentration of misfit dislocations are confined to the buried graded buffer layer, 
the concentration of deep levels in the top Si].xGex layer as determined by DLTS is reduced sig- 
nificantly compared to the case of Si-growth; we have ascribed this to a gettering effect of the 
misfit dislocations. A similar conclusion has been reached by Kissinger and Grimmeiss5 in a 
study of metallic impurity levels in Sii.xGex grown by MBE. Salih et al.6'7 and Lee et al.8 have 
studied the effect of a buried dislocated layer on the performance of devices in chemical vapor 
deposited Si; they found an improvement in electrical parameters such as leakage current and 
minority-carrier lifetime which they could ascribe to metallic impurity gettering in the dislocated 
layer. 

Considering the above-mentioned results we have designed a special MBE-growth procedure 
which includes a buried dislocated layer; this growth procedure is shown to be capable of reduc- 
ing the concentration of deep levels to = lxlO12 cm"3 while maintaining the large range of doping 
levels. 
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EXPERIMENTAL 

The epitaxial layers were grown by MBE on 100 mm, (100) Si substrates in a VG80 system. The 
base and growth pressures were 5x10"" and about 5x10"'° Torr, respectively. A growth rate of 
5A/s was maintained constant throughout all the growth procedure. A number of precautions 
were taken to reduce the contamination during growth e.g. a meander-shaped graphite heater 
was used as sample heater, the e-gun evaporators, collimator house and shutters were covered 
with Si, and a special sample holder with no gear inside the growth chamber was used. 

Schottky diodes were made from the samples by deposition of Pd. DLTS measurements were 
performed using a commercial Semitrap instrument; all the samples were measured with the 
same voltage-settings corresponding to an investigated depth window of about 0.5um around a 
depth of 2\im. The trap concentration was determined from the measured capacities using the 
approximation dC/C0 =%-NT/N0 where NT and N0 are the trap concentration and doping concen- 
tration, respectively and dC/C0 is the measured capacity normalised to the diode capacity. 

RESULTS AND DISCUSSION 

A layout of the MBE growth procedure is given in Fig.l. The critical layer for gettering is the 
Sii-xGex bottleneck-layer in which the Ge content is gradually increased to 10% over 0.5(Xm and 
then gradually reduced over 0.5|i.m to 0%. Grown at 550°C this layer is fully strained with no 
misfit dislocations. Grown at 800°C, however, the layer relaxes during growth with the forma- 
tion of misfit dislocations and with threading dislocations in the Si toplayer9. The strain condi- 
tions were investigated by x-ray analysis using the (400) Bragg reflection. An ideal agreement 
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Fig. 1 Layout of the MBE growth procedure 
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between measurements and simulation was obtained using the triangular Ge distribution dis- 
cussed above in the simulations; the structural conditions were investigated by transmission elec- 
tron microscopy (TEM). The strained bottleneck was subsequently relaxed by an in-situ anneal- 
ing at 900°C for 15 min.; this relaxation produces misfit dislocations in the bottleneck layer with- 
out any threads in the Si toplayer. The reason for the lack of threads in the Si toplayer is believed 
to be the following: The misfit dislocations nucleate in the Sii_xGex layer in the form of disloca- 
tion loops. In the case where the strain relaxation occurs after finishing the epitaxial growth, the 
upper and lower misfit segments of the loops are trapped in the bottleneck layer by misfit strain 
leaving no possibility for the threading segments to penetrate into the top layer. Thus, in this case 
the strain relief is achieved by closed dislocation loops confined to the bottleneck layer. On the 
other hand, during growth at high temperature (800°C) the dislocation loops nucleated in the 
layer with the positive Ge concentration gradient expand to the surface of the growing film pro- 
ducing in this way threading arms which remain in the Si top layer after finishing the growth of 
the whole structure. Another advantage of this bottleneck layer is that the Si toplayer is un- 
strained; this is due to the grading-down to 0% Ge. The in-situ annealing can be done at any 
time subsequent to the growth of the bottleneck e.g. before the growth of the Si toplayer or as in 
the present case after the growth of the Si toplayer. Cross-sectional TEM micrographs of the 
epitaxial layers before and after annealing are shown in Fig.2; the misfit dislocations appear after 
annealing and are confined to the two interfaces. 

Samples with different combinations of growth parameters were made: with and without the bot- 
tleneck layer, the bottleneck grown at either 550 or 800°C, and with and without annealing. 

(a) Surfac 

Si 
iiSM;»aalBS»: 

Si 

:■-■■■.  lum 

Fig. 2 Cross-sectional TEM micrographs of wafers with (a) strained SiGe bottleneck and (b) 
after 900°C annealing. 
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A series of DLTS spectra of the different samples are shown in Figs.3-5. The DLTS spectrum of 
a sample grown at 550°C without bottleneck and annealing consists of a multitude of peaks dem- 
onstrating the presence of many deep levels in the band gap of concentrations up to =1x10   cm" 
(Fig.3a). This is in agreement with results published by other groups2"3. 

1.0x10 

z 
o 4 
h- f < 
Ct '   , 
£ 0.5x1014 -   ; , 
Ul 
o 
z 
o 
Ü i     ' 
Q_ < [ 

ir ;' 

r \ 

,*J 

Fig.3 DLTS spectra of (a) 
as-grown wafer, (b) wafer 
with strained bottleneck, 
and (c) wafer with strained 
bottleneck relaxed after 
growth by annealing. 
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The introduction of a strained bottleneck reduces the deep trap concentration to =1x10 cm" ; 
thus, the strained bottleneck alone acts as an efficient getter layer (Fig.3b). A further reduction is 
achieved as the result of the annealing in which case the layer relaxes with the formation of misfit 
dislocations as discussed above (Fig.3c). The effect of the bottleneck growth temperature is 
shown in Fig.4; only minor differences are observed and both bottlenecks reduce the trap con- 
centration to =1x10   cm" 

2.0x10 

Fig.4 DLTS spectra of wafers 
with (a) strained bottleneck and 
(b) with bottleneck relaxed dur- 
ing growth. 

100 200 300 
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This is a somewhat surprising result as dislocations are present in the bottleneck in the one case 
but not in the other and, consequently, a more efficient gettering would be expected in the case 
of a dislocated bottleneck; however, in this latter case threading dislocations also extend into the 
depth-region under investigation, and these threading dislocations will probably act as gettering 
centers thus increasing the observed trap concentration. A significant reduction in the trap con- 
centration is achieved as a result of the combination of strained bottleneck and annealing 
(Fig.5a): the trap concentration is reduced to a level of =lxlf/12 cm"3 which is the lowest con- 
centration we have achieved. A 900°C annealing of samples without the bottleneck layer is also 
found to reduce the trap concentration (Fig.5b). This is probably due to defect diffusion from 
the epitaxial layer into the Si substrate which from the ratio of the layer thicknesses is expected 
to result in a reduction of about two orders of magnitude in agreement with the observation. 
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Fig.5 DLTS spectra of (a) a wa- 
fer with bottleneck which was 
relaxed after growth by anneal- 
ing and (b) a wafer without bot- 
tleneck but exposed to the same 
annealing as wafer (a). 
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We have not made any effort to assign the observed peaks to any known defects. Traps observed 
by other groups have been assigned to metal decorated dislocations, vacancy related defects, and 
isolated metallic impurities; the fact that the defects observed in the present investigation can be 
gettered by dislocations indicate that they are probably not due to metal-decorated dislocations 
in the Si top layer; we presume, anyhow, that they are correlated to metallic contaminants. 

CONCLUSION 

It has been demonstrated that the high concentration of deep levels present in low temperature 
MBE grown silicon can be reduced by two order of magnitudes as a result of the inclusion of a 
special designed, buried, dislocated Sii_xGex layer. In this layer the Ge content is first graded up 
to 10% then down to 0% resulting in the formation of closed loops of misfit dislocations without 
any threads in the Si toplayer; these dislocations act as gettering centers. The Si toplayer is 
grown unstrained and can be grown at low temperature thus without a reduction of the doping 
range . 
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LATERAL DIFFUSION AND CAPTURE OF IRON IN P-TYPE SILICON 

KEVIN L. BEAMAN, ADITYA AGARWAL, SERGEI V. KOVESHNIKOV, 
AND GEORGE A. ROZGONYI 
Department of Materials Science and Engineering 
North Carolina State University, Raleigh, NC 

The lateral motion of iron impurities was observed and studied in p- 
type iron contaminated silicon. The lateral diffusion was induced by 
and then measured using Schottky diodes with a special 
interdigitated fingers design. Capture of the impurities was done by 
diffusing to laterally placed dislocation loops formed by a self 
aligned ion implantation. Lateral changes in Fe concentration were 
determined using capacitance-voltage and deep level transient 
spectroscopy. 

To insure proper operation of today's ever-shrinking ULSI devices, transition metal 
contamination of active areas must be exceedingly low. Contamination by iron is of special 
concern, as it is inherent in many fabrication processes and severely degrades carrier lifetime. 
Traditional gettering techniques may not be sufficient to reduce the impurity concentration to 
acceptable levels, which are projected to be -10 cm in the year 2000. For example, using the 
well-developed internal gettering (IG) procedures, based on relaxation of supersaturated 
impurities, a fundamental limitation exists due to the low solid solubility of the metal impurities in 
silicon. Thus, very low processing temperatures are required to achieve supersaturation of the 
impurity. Moreover, IG methods cannot be applied for SOI structures because of the isolation 
layer between the device active region and the bulk wafer. To overcome these limitations, a novel 
approach has been recently proposed [1] to place gettering sites adjacent to active areas, and use 
lateral diffusion to capture mobile impurities. 

In p-type silicon, Fe is known to exist predominately as Fe+B" pairs [2]. In order to 
diffuse iron, the pairs must first be dissociated. This can be done by photoexcitation, minority 
carrier injection, or under thermal annealing at ~200°C followed by quenching. At lower 
temperatures, in the absence of external perturbation, pair re-association is the dominant process 
allowing the pairs to be reformed in a matter of hours, even at room temperature [1]. However, 
pair reassociation can be effectively suppressed within the space charge region (SCR) of reverse 
biased Schottky diodes or p/n junctions where Fe is in its neutral charge state, and hence no 
coulombic attraction occurs with B". Such a difference in pair formation rates within and beyond 
the SCR creates a concentration gradient of isolated Fe, which, in turn, provides a driving force for 
both in-depth and lateral Fe diffusion out of the SCR, see Fig. 1. If gettering sites are present in 
the area where the iron is diffused to, they will capture the iron, and prevent it from returning to the 
original area. The aim of the present work is to verify experimentally the ability to both laterally 
redistribute iron and capture it by implantation induced damage. 
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Figure 1 - Schematic representation of novel gettering process for Fe on dislocation loops created 
by MeV ion implantation in B-doped Si: (a) - at room temperature most of the Fe is tied up in Fe-B 
pairs, (b) - application of an electric field dissociates Fe-B pairs producing Fe; which is confined 
within the space-charge region, (c) - the resulting concentration gradient causes the iron to diffuse 
out of the depletion region, and (d) - finally, the diffusing iron may be captured on gettering sites 

such as end-of range dislocation loops. The concept can be extended to a "lateral" or x-y diffusion 
and capture mode by using lower energy self-aligned implantation. [1] 

To allow monitoring of the lateral component of Fe diffusion, an interdigitated fingers structure 
containing adjacent Schottky diodes was designed, see Fig. 2. Two types of test structures were 
used to enhance the lateral component of Fe diffusion. To investigate the capture process, the test 
structure contained only one Schottky diode, namely source, while the area of the probe diode was 
selectively implanted with 200 keV Si+ ions. These structures were fabricated on boron-doped 
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Figure 2 - Interdigitated Schottky diode structure with 136 fingers in each diode 

(100) CZ silicon wafers with resistivities of ~10Q-cm which were contaminated with iron to a 
1 ff T 

concentration of ~4 x 10    cm   by dipping into a contaminated bath followed by a heat treatment. 
An RCA clean, followed by a BOE dip was performed to remove any contaminated surface oxides. 

Schottky diodes were formed by evaporation of aluminum. Diffusion of Fe was monitored 
via changes in acceptor concentration using C-V carrier depth profiling, as well as in determining 
the Fe and Fe-B deep level traps using DLTS measurements. By applying a reverse bias to one of 
the Schottky diodes, which we call source, the iron was forced to diffuse out from the SCR. Bias 
annealing of the source diode was earned out at 120°C to dissociate the Fe+B~ pairs, enhance 
lateral diffusion and inhibit pah re-association. The bias was varied from 0V to 15V, for 1 hour to 
15 hours. Figure 3 presents the C-V profiles measured at room temperature for the source and 
companion diode, which served as a probe to measure changes in the concentration of free holes. 
Figure 4 is a time-dependent series of DLTS spectra for the probe fingers which tracked the Fei 
trap centered at 248K, corresponding to a trap at Ev+ 0.4eV. 

The C-V data in Fig. 3 provided doping versus depth profiles of the regions around both 
the source and probe diodes. After zero bias annealing, the diodes showed a sloped, free hole 
distribution profile as seen in Figs. 3a and 3d. After the source diode had been bias annealed at 
393K for 1 hour at 5V reverse bias, the doping profiles showed two major changes. In the near 
surface region, an increase in the hole concentration is indicated, resulting from dissociation of the 
Fe+B" pairs. The width of the region with increased hole concentration is greater for the source 
diode, corresponding to the width of the space charge region during the bias annealing step. The 
second feature is a dip in both profiles. This results from a build-up of iron just outside the space- 
charge region of the source diode, where Fe+B" pairs reformed and compensated the hole 
concentration. As the bias voltage is increased to 10V for another hour, the dip moves farther 
away from the source and closer to the probe diode, for example, compare curves (e) and (f) in 
Fig. 3. This variation of the bias applied to the source diode during annealing is a procedure to 
enhance detectability of the lateral diffusion component. Detecting the dip with the probe diode, 
which was not bias annealed at 393K, is the confirming signature that iron has diffused laterally 
under the source bias annealing conditions imposed. 
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Figure 3 - Free acceptor concentration vs. distance from diodes. When Fe-B pairs are present, an 
acceptor is compensated. This causes a decrease in acceptor concentration in this region. After 
zero bias annealing there is a higher concentration of iron near the diode, in this case near the 
surface. This is shown by the sloped acceptor concentration profile, see a) and d). After 5V bias 
annealing a dip in the profile is observed in the area just outside the space charge region of the 
source diode. This represents a local increase in iron concentration, see b) and e). Measured after 
10V bias annealing, a dip is observed in c) and f) which moves closer to the probe as the other dip 
moves farther from the source. This indicates lateral motion of the Fe rich zone. 
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The second set of experiments used DLTS to quantify the changing iron concentration. In 
this stage, the bias voltage remained constant at 10V, and the annealing time was increased. 
Unpaired iron exhibits a characteristic DLTS peak at -250K, corresponding to a deep level at Ev + 
0.4eV [3], which increases as the Fe+B" pair dissociation process proceeds. It has been found 
previously that a 10V reverse bias applied at 393K for 20 minutes will dissociate essentially all the 
iron within the SCR with minimal diffusion away from this region [1]. Thus, before each DLTS 
measurement, a 293K, 20 minute dissociation was performed on the diode of interest. DLTS probe 
data were taken after annealing at 1 hour, again after 2 additional hours, then 3 additional hours, 
etc., up a total of 15 hours. Figure 4 presents the DLTS measurements for each annealing time. It 
can be seen that the iron concentration increased near the probe region with increasing duration of 
bias annealing, then reached a saturation point somewhere between 6 and 10 hours. After this, the 
iron concentration decreased. This decrease in iron concentration is a result of the concentration 
gradient in the z-direction as seen from the C-V curves. After annealing for many hours, the source 
region is depleted, and the probe region starts losing more iron to the bulk than is coming in 
laterally from the source. Using the equation NT=2(AC/C)NA, where NT is trap concentration and 
NA is acceptor concentration, we determined Fe; concentrations ranging from 4.9x10 cm" for 
one hour bias annealing, increasing to 7.7xl012 cm"3 for six hours bias annealing. 
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Figure 4 - The DLTS peak for Fej at -250K. As the bias annealing time of the source diode 
Fej concentration first rises then falls near the probe diode. increases. 

It was also observed that upon subsequent zero bias annealing at 393K for several hours, 
the iron concentration was again the same under the source and probe diodes, with profiles similar 
to those shown in Figs. 3 a) and d). This showed that the Fe-B pairs are not a stable gettering 
site. We then processed new diodes which consisted of only one pair of fingers. Ion implantation 
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of Si+ was done at 200keV at a dose of 5el4. A thermal anneal of 950°C for one hour formed a 
layer of dislocation loops at the projected range [4], and also caused the concentration profile of 
iron to flatten out. The processing was such that the regions directly below the diodes were not 
implanted. DLTS studies then showed that with bias annealing, the Fe-B concentration again 
decreased near the source diode. However, further thermal annealing at 400K for 30 minutes did 
not cause the iron concentration to return to the original value, as it would have if no capture sites 
were present. Each bias anneal followed by thermal annealing resulted in an additional decrease in 
iron concentration near the diode of approximately 50%, see Fig. 5. This indicates that the iron 
was captured by these laterally placed dislocation loops. 
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Figure 5 - Changing Fe-B concentration as a function of annealing steps as indicated. 
Concentration measured via DLTS. 

We have shown, using two sensitive space charge probing techniques, that lateral diffusion 
can be used to getter iron impurities in p-type silicon. This finding holds particular promise for 
future gettering applications, particularly for SOI. It also lends itself very well for integration into 
Vertically Modulated Well (VMW) processing, where formation of gettering sites in close 
proximity to the active regions is achieved by MeV implantation. In the case of Fe-B pairing, the 
iron was gettered by a segregation-induced method. The nature of gettering by dislocation loops is 
not fully understood at this temperature and concentration. Further studies are underway to 
determine whether this is a segregation or relaxation induced mechanism. 
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PHOSPHORUS AND ALUMINUM GETTERING OF GOLD IN SILICON: 
SIMULATION AND OPTIMIZATION CONSIDERATIONS 

R. GAFTTEANU, U. GÖSELE AND T. Y. TAN 
Department of Mechanical Engineering and Materials Science, Duke University, Durham, NC 
27708-0300 

ABSTRACT 

Using the diffusion-segregation equation, modeling and simulations of gettering Au (a substi- 
tutional-interstitial species in Si) away from the Si bulk have been performed. Three external getter- 
ing schemes have been considered: wafer frontside P indiffusion gettering, wafer backside Al de- 
position gettering, and a combination of the two processes. Under the same processing conditions, 
it has been shown that P indiffusion gettering is faster than Al gettering, but P gettering has a lower 
gettering capacity and is less stable than Al gettering for longer gettering times. The combined P 
and Al gettering process is as fast as P gettering in reaching an optimum gettered state, and pos- 
sesses the capacity and stability of the Al gettering process. 

INTRODUCTION 

To improve device fabrication yield, impurity gettering in Si by the intrinsic or internal getter- 
ing scheme [1] has already become an integral part of the IC processing technology. It is antici- 
pated that the external gettering schemes will play the same role for solar cell processing in the near 
future. Because solar cells are bulk devices, intrinsic gettering is not suitable. The impurity getter- 
ing processes involve the diffusion of the species to, and their stabilization at the gettering sites. 
For the precipitated impurity cases, the additional process of impurity dissolution from the precipi- 
tates into the Si matrix needs to precede its diffusion to the gettering sites. 

Improvement by external gettering schemes of the solar cell efficiency has been intensively 
studied and significant results have been obtained [2-5]. High concentration P indiffusion and Al 
backside deposition gettering schemes are used since they are compatible with the Si solar cell fab- 
rication processes. In these gettering processes, based on segregation-induced gettering mechanism 
[6], the gettered impurity stabilization is due to the enhanced solubility of the impurity in the getter- 
ing regions. Experimental results showed that P and Al gettering, when performed simultaneously, 
exhibit a synergistic effect. Until now this effect has not been explained in a self-consistent man- 
ner. In previous simulations of the impurity gettering processes, only impurity diffusion have been 
treated quantitatively. With the use of the diffusion-segregation equation (DSE) [7-10], the impu- 
rity removal by a segregation process at the gettering sites can now be treated quantitatively. We 
have simulated P and Al gettering processes, performed separately and simultaneously, by consid- 
ering both fast diffusers (interstitially dissolved impurities) and substitutional-interstitial impurities 
as the gettered species. 

PHOSPHORUS  INDIFFUSION GETTERING 

Phosphorus indiffusion gettering has a twofold effect. First, it provides a high P concentration 
(>1020 cm"3) gettering layer at the Si surface, where impurities are attracted to and localized at. 
Secondly, it generates a high supersaturation of Si self-interstitials /, which promote, via the kick- 
out mechanism, substitutional impurity atoms onto interstitial sites where they possess a much 
higher diffusivity. Under this / supersaturation, the alternative substitutional-interstitial impurity 
atom changeover mechanism, the Frank-Turnbull mechanism (involving vacancies), should gener- 
ally be unimportant. However, it cannot be ruled out completely, since it may play a role in regions 
where the / supersaturation is diminishing (e.g., close to the wafer surfaces). In the present work 
we consider only the kick-out mechanism as being operative, because most Au experimental results 
have been consistently explained using only the kick-out mechanism. Au is the model substitu- 
tional-interstitial impurity species considered in our simulations. 
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Phosphorus indiffusion has been modeled according to the approach of Orlowski [11], consid- 
ering both neutral / and neutral V as vehicles for P diffusion. The mathematical treatment of the 
kick-out mechanism is based on a system of coupled nonlinear partial differential equations which 
takes into account the fact that the concentrations of the involved species may change with time ei- 
ther by diffusion or by the interstitial-substitutional exchanges [12]. The following system of 
equations has been solved numerically using the software package ZOMBIE [13]: 

oCp _ 3 
at   dx 

In f-P-L+D f   Cy \ 9CP t Dp CP f; 3Q t DP CP fv dCv 
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Here Cp, C,, Cv, C;, and Cs respectively represent the concentrations of P, /, V, Au;, and Aus. 

The diffusivities of these species are denoted by Dp, D;, Dv, and D; respectively (the diffusion of 
Aus via a direct site exchange mechanism was neglected, i.e. Ds= 0 is assumed, since this quantity 
is known to be much smaller than the other diffusivities); f, is the fractional interstitialcy diffusion 
component for phosphorus, fv is the corresponding fractional vacancy component (fy+ fv = 1), kb 

is the reaction rate for the changeover of an Au; to become an Aus, C?1 and C^1 denote the thermal 

equilibrium concentrations of Au; and Aus, whereas Cj? and C^ denote the thermal equilibrium 
concentrations of Si self-interstitials and vacancies respectively. 

The diffusion of Au; is described by the diffusion-segregation equation (5), where m; desig- 
nates the segregation coefficient of Au;. This is defined as the ratio between the actual equilibrium 
concentration of Au; (which is dependent on the local doping conditions), and a conveniently cho- 
sen reference value, that under intrinsic conditions. An analogous definition holds for the segrega- 
tion coefficient of Au . Considering that the overall kick-out mechanism reaction rate is indepen- 
dent of the doping conditions and that / are neutral, it is readily shown that both interstitial and 
substitutional Au have the same segregation coefficient, i.e. m;=ms. Considering only the Fermi- 
level and the ion-pairing effects in the enhanced metal-solid solubility model [14,15], ms has the 
following explicit dependence on the P concentration C : 

ms (Cp) Au° + ^-Au+ + *-Air + *-AuP . 1 + «lä^r^Mä' (6) 

where a" and a* are, in the dilute concentration approximation, given by [16] 

„-/+ _ (CAU-/+)"" - eAiW«- -   - / + EAu-/+ - Ej exp 
kT 

(7) 

and n is given by the charge neutrality condition n = 0.5 (Cp + V Cp + 4 n?). Here 9 Au* and 6Au<> 

are spin degeneracy factors (considered subsequently equal to unity), EAu^ represent the energy 
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levels of gold acceptors and donors (in our simulations the values of Ledebo and Wang[17] were 
used for these energy levels), E; is the intrinsic Fermi level and n; is the intrinsic carrier concentra- 
tion. Kpair is the thermodynamic constant of the pairing reaction and is dependent only on tempera- 
ture. 

We used the most reliable data for the parameters so that the simulation results are consistent 
with other kinds of experimental results. For C^, C^, D;, and Dv, we used the values estimated 
by Tan and Gösele [18]. For the temperatures of interest, we used f;= 0.9. For the diffusivity of 
Auj we used data of Wilcox et al. [19], for C^1 we used the relationship given by Stolwijk et. al. 

[20], and assumed that C?* is 1% of C^.   For the diffusivity of P we used the expression 

implemented in SUPREM [21], and kfe = 6 * 10"4 s"1. The initial and boundary conditions for 
solving this set of equations are as follows. At the onset of simulation, uniform concentrations 
have been assumed throughout the wafer for /, V, Au;, and Aus. In the case of P, a very shallow 
initial predeposited profile has been set which was then indiffused. For point defects, the wafer 
surfaces are assumed to be perfect sinks/sources, i.e., C7 = CJq and Cv = C^ hold at the wafer 
surfaces. To obtain a fair estimate of the pairing constant Kpal>, we fitted the results of 
Sveinbjörnsson et al. [22]. The best fit obtained was for Kpair =10"18 cm3, which was subse- 
quently used in the simulations. 

The P indiffusion Au gettering simulation was carried out using the model described above and 
the experimental conditions of Sveinbjörnsson et al. [22]. The case consists of a 400 mm thick Si 

wafer with an initial uniform Au concentration of 2.5 * 1014 cm"3, processed at 988°C. The condi- 
tions for P indiffusion simulation were the same as in [22]. Figure 1(a) shows the results for Au 
after 30 min and 2 h processing times, with the latter being the optimum time for gettering. Longer 
gettering times proved to be less effective because of the spreading and consequent flattening of the 
P profile which weakens the efficiency of stabilizing Au at the surface P layer. 

ALUMINUM GETTERING 

A wafer backside Al layer getters impurities from the bulk. In this scheme, an Al-Si liquid alloy 
forms above the eutectic temperature of 577°C. Since the solubilities of metallic impurities in the 
Al-Si liquid are several orders of magnitude higher than those in Si, the Al layer can be a very ef- 
fective getterer. The gettering efficiency will depend on whether the metallic impurities are fast dif- 
fusere (predominantly interstitially dissolved impurities) or slower diffusere (predominantly substi- 
tutionally dissolved impurities diffusing interstitially). For Au, we have simulated the case of a 0.4 

|im thick Al layer deposited on the Si wafer backside. Au diffusivity in Al (D^) was assumed to 
be one order of magnitude higher than that of Au; in Si (D;), and the segregation coefficient was in- 

ferred from the Al-Si phase diagram as ms = 8*105. All the other necessary parameters were kept 
the same as in the P indiffusion gettering simulations. The system of PDE's to be solved numeri- 
cally includes 3 equations that describe diffusion of/, Au; and Aus in Si, and another one that de- 
scribes diffusion of Au in Al. The boundary conditions between the Si and Al layer have been de- 
scribed elsewhere [10]. The results are plotted in Fig. 1(b). It is seen that for a 2 h (the optimum 
time for the P indiffusion case) gettering treatment, the removal of Au is not significant in the mid- 
dle region of the wafer where the Au concentration is remaining practically at its initial value. 
However, for a 7 h gettering treatment, the Au concentration in the whole wafer have become uni- 
formly low, and we have found that there is practically no further Au concentration change for still 
longer gettering times. This indicates that the Al gettering scheme leads to a steady state Si wafer 
Au concentration which needs ~7 h gettering time to attain. The results for fast diffuser gettering 
have been already reported in reference [10]. Those results showed that the gettering process is 
limited only by the impurities' diffusion coefficient and Al layer thickness, and is at least two or- 
ders of magnitude faster than that of gettering Au. 
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Fig. 1. (a) Au concentration after 30 min and 2 h of P indiffusion gettering from the left (front) 
surface; (b) Au concentration after 2 and 7 h of Al layer gettering at the right (back) surface. See 
text for details on the simulation method and conditions. 

COMBINED PHOSPHORUS AND ALUMINUM GETTERING 

In the combined P and Al gettering process, P is indiffused into Si from the wafer frontside 
while the wafer backside is covered by a predeposited Al layer. The other conditions used in the 
simulations are the same as for P indiffusion gettering and Al gettering performed separately. 
Figure 2(a) shows the simulated Au and P profiles for the gettering time of 2 h, which is optimal. 
Still longer gettering times turned out to be somewhat less effective. As already mentioned, this is 
due to the spreading and flattening out of the P profile which releases some of the already gettered 
Au back into the Si wafer when the processing time becomes too long. For the same gettering time, 
however, the deterioration of gettering effectiveness of the combined P and Al gettering scheme is 
much less severe than that of the P indiffusion gettering case, because now the P layer released Au 
is in turn gettered into the Al layer. For the combined P and Al gettering scheme, one can consider 
that a practical or quasi steady state of Au concentration value has been attained in the Si wafer after 
the 2 h gettering run, since for still longer gettering times the rate of Au concentration change is vry 
small. 
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Fig. 2. (a) Au and P concentrations after 2 h of simultaneous P indiffusion gettering from the left 
(front) surface, and Al layer gettering at the right (back) surface; (b) Comparison between the three 
gettering techniques ( P, Al, P+Al) for 2 h gettering times, and Al gettering for 7 h. 
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DISCUSSIONS 

In both P and Al gettering schemes, gettering sites exist on only one side of a Si wafer and our 
simulation results showed that the gettering of Au is highly effective at both Si wafer surface re- 
gions but not in the bulk. The gettering of Au from the Si surface region neighboring the gettering 
region should be highly effective because of the short Au diffusion distance involved. The removal 
of Au from the wafer surface region opposite to the gettering layer location is found to be also 
highly effective. In fact, it is more effective than in the wafer interior regions located much closer 
to the gettering region. This situation arises because of the substitutional-interstitial nature of Au in 
Si. To be gettered, Au has to be in its high diffusivity state, i. e. as an interstitial. The promotion of 
substitutional Au atoms to interstitial sites is governed by / supply. In the process of kicking-out 
Au atoms onto interstitial sites, / are consumed and become undersaturated. Since wafer surfaces 
are assumed to be perfect point defect sources/sinks, in the two surface regions the consumed / 
have been rapidly replenished, leading to an unsuppressed rate of promoting substitutional Au 
atoms to the interstitial sites which are rapidly gettered away because of their high diffusivity. In 
the Si bulk, due to the need of / flowing in from the wafer surfaces and because of their low diffu- 
sivity, severe / undersaturation develops, leading to an insufficient promotion of substitutional Au 
atoms to the interstitial sites to be gettered. Our simulation results on the / profiles (not shown 
here) accompanying the gettered Au profiles, have indeed shown the severe / undersaturation in the 
Si wafer interior for shorter gettering time cases. 

To compare the efficiencies of the three different gettering schemes in this study, we define the 
gettering capacity to be the maximum amount of Au that can be removed from the Si wafer, the op- 
timum gettering time constant t to be the gettering process run time for reaching the gettering ca- 
pacity, and the gettering rate to be the rate of removing Au from the Si wafer. Clearly, a superior 
gettering process will have a short t , a large gettering capacity, and a high gettering rate. To make 
this comparison, we show in Fig. 2(b) the simulation results of the 2 h processing time cases for 
all three gettering schemes, as well as that for the Al gettering case with a processing time of 7 h. 
For the P indiffusion gettering scheme, the optimum gettering time constant tog is ~2 h. Still longer 
processing times are detrimental because of the spreading and consequent flattening of the P profile 
which leads to a substantial weakening of the capability of the P layer to stabilize the gettered Au. 
The P gettering capacity is the worst among all three schemes, whereas the gettering rate is reason- 
ably high. For the Al gettering scheme, the optimum gettering time constant tog is ~7 h, which in- 
dicates that this method has the lowest gettering rate. The gettering capacity of the Al gettering 
scheme is much larger than that of the P indiffusion gettering scheme. Furthermore, this gettering 
capacity is a steady state value which does not deteriorate for still longer processing times. For the 
combined P and Al gettering scheme, the optimum gettering time constant t is ~2 hours, which 
is just that of the P indiffusion gettering scheme. A comparison of the P (2h) and the Al (7h) 
curves with the P+Al (2h) curve shown in Fig. 2(b) readily shows that the gettering capacity of the 
combined P and Al gettering scheme is larger than that of the P indiffusion gettering scheme and 
that of the Al gettering scheme respectively by more than two orders of magnitude and by a few 
times. Furthermore, the gettering rate of this scheme is the highest among all three schemes. Thus, 
by all measures, the combined P and Al gettering scheme is the best. Apparently, when the P indif- 
fusion and Al gettering schemes are combined, a synergistic effect exists for yielding the best re- 
sult. This synergistic effect is, on the one hand, due to the supersaturation of / produced by P 
indiffusion which speeds up the gettering process by the Al layer, and on the other hand due to the 
very large and stable gettering capacity of the Al layer. 

A most outstanding feature of these external gettering schemes is that the impurity concentra- 
tion in the gettered Si regions attains a dynamic solubility value which can be lower than the corre- 
sponding impurity thermal equilibrium solubility value at the gettering temperature, because the 
steady state distribution of the impurity depends only on the solubility ratio or segregation coeffi- 
cient of the impurity in the two regions, but not on the actual impurity concentration. Thus, the im- 
purity concentration can be lowered by repeated application of the gettering schemes to values as 
low as desired. This should constitute a major advantage for applying these gettering schemes to 
solar cell fabrications. 
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CONCLUSION 

Using the diffusion-segregation equation, we have modeled and simulated the process of get- 
tering Au away from the Si bulk. Au is a substitutional-interstitial species in Si, and the gettering 
processes of Au involve Si point defects. Three external gettering schemes have been considered: 
wafer frontside P indiffusion gettering, wafer backside Al deposition gettering, and the combined 
P and Al gettering. Under otherwise the same processing conditions, it has been shown that P in- 
diffusion gettering is faster than Al gettering, but it has a lower gettering capacity and is less stable 
than Al gettering in long gettering time cases. The combined P and Al gettering process is as fast as 
P gettering in reaching an optimum gettering state, and possesses the capacity and stability of the 
Al gettering process. A most outstanding feature of these external gettering processes is that an im- 
purity dynamic concentration value below its thermal equilibrium solubility can be obtained in the 
gettered Si region. It is possible to getter a specific impurity from Si to a concentrations as low as 
desired by repeated application of an external gettering scheme. 
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ABSTRACT 

Gettering efficiencies and stabilities of internal gettering sites for metallic impurities in high and 
low carbon doped silicon have been compared with ramped and standard two-step pre-annealing 
conditions. This study was intended to compare two proposed techniques to shorten the long 
low temperature nucleation step in the standard Hi-Lo-Hi internal gettering site formation 
treatment. Specifically, we compare the affect of carbon and a ramped annealing sequence on 
oxygen precipitate formation and gettering effectiveness. Our results show both techniques 
accelerate oxygen precipitation, however, only the low carbon ramped materials produced 
efficient and stable gettering sites. The high carbon materials did not with either annealing 
treatment. This disparity in performance is due to a difference in the oxygen precipitate's strain 
field. The precipitates in the low carbon material possessed a high strain field with strain- 
induced defects while in the high carbon material they were strain-free with no defects. These 
results indicate the strain stabilizes the gettered impurity such that the gettering rate is increased 
and stability is enhanced. 

INTRODUCTION 

Transition metals are the prevalent contaminants in silicon which severely degrade device 
performance by forming metal silicides and/or remaining dissolved in the silicon lattice. A 
standard Integrated Circuit industry technique for removal of these impurities is internal gettering 
which localizes impurities away from device areas[l ]. This is accomplished by forming oxygen 
precipitates and related defects in the bulk of the material. These defects are generally created 
with a three-step heat treatment consisting of a wafer anneal above 1100°C for out-diffusion of 
oxygen in the near-surface region followed by a nucleation of oxygen precipitates at 
approximately 700°C and a third annealing at about 900-1000°C which serves to accelerate 
oxygen precipitate growth. Oxygen precipitates do not form in the near-surface region because a 
high supersaturation of oxygen is required to form precipitates Therefore, a defect-free region 
or "denuded zone" is created in the device region while deep in the material's bulk, oxygen 
precipitates and their growth-related defects are formed and act as internal gettering sites for 
deleterious contaminants. 

The mechanism of internal gettering for Fe has been proposed by Gilles et al [21, which is 
based on a disparity of impurity precipitation kinetics in the denuded zone and bulk. The 
precipitation driving force is a supersaturation of the impurity. The kinetics are limited by 
diffusion of the impurity to a precipitation site such as an oxygen precipitate or related defect. 
Therefore, a high density of oxygen precipitates and related defects are desired for efficient 
gettering. Generally a long low temperature pre-annealing is required to form a high density of 
oxygen precipitates greater than the critical radius of the high temperature precipitate growth 
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treatment which follows. The undesirably long process time is the primary disadvantage of this 
conventional two-step annealing. 

In order to avoid this disadvantage a new low temperature pre-annealing procedure has been 
proposed [3,4] where the temperature is ramped at a definite rate during the low temperature pre- 
annealing period. This keeps a large fraction of oxygen precipitates above the critical radius and 
enables oxygen precipitates to form in large numbers after the high temperature growth stage. 
An alternative approach is to incorporate carbon into the silicon during crystal growth. The effect 
of carbon on the formation mechanism of oxygen precipitates and their related defects is still 
controversial r5,6J. Although carbon has been shown to promote oxygen precipitate growth 
[7,8], the mechanism for this enhancement is unknown. It has been suggested the volume 
expansion associated with Si02 precipitation leads to the injection of silicon self-interstitials, Sii, 
into the matrix which can be described by a simplified reaction [9,10]. The generated Sii may 
kick out the substitutional carbon atoms to form interstitial carbon, Ci, or form clusters of SiC. 
Additionally, formation of SiC leads to a volume contraction, opposite to Si02 formation, so this 
removal of Sii and formation of SiC could enhance oxygen precipitation. An alternative 
explanation is that the carbon atom or group of carbon atoms act as a nucleation site for the 
oxygen, again enhancing the oxygen precipitation rate. 

This study differentiates gettering efficiency and stability of high and low carbon concentration 
silicon with two-step and ramped pre-annealing conditions. We are analyzing two possible 
techniques, ramped annealing and carbon addition, in order to shorten the long process times of 
standard internal gettering site formation. The analysis was carried out by comparing the Fe 
concentration decay at low temperature annealing and the release of Fe from the gettering sites at 
elevated temperatures. We use Fe as a model impurity because it is one of the most common 
contaminants in the Integrated Circuit industry and it can be easily detected. 

EXPERIMENTAL PROCEDURES 

Phosphorous doped (=1x1015 atoms/cm3) <100> Czochralski silicon with high and low 
carbon concentrations were studied. The high carbon material had 5.4x1017 atoms/cm3 of 
substitutional carbon concentration, [Cs], and the low carbon material possessed a [Cs] below 
the Fourier Transform Infrared Spectroscopy (FTIR) detection limit, 1x1016 atoms/cm3. 
Interstitial oxygen concentrations [Oj] of those materials were 8.5xl0l7 and 8.7x1017 
atoms/cm3, respectively (ASTM 1983). Two samples, one high and one low carbon content 
sample, were annealed at 700°C for 48 hrs, and another pair of the samples were annealed at 
700°C for 48 hrs followed by a ramped annealing from 750°C to 1000°C in increments of 50°C 
for 30 min each. We call the former case straight annealing and the latter case ramped annealing. 
After this pre-annealing, Fe was deposited on the sample surface. In-diffusion was performed in 
a vertical quartz tube furnace at 1050°C for 2 hrs in a nitrogen ambient. The annealings were 
terminated by immediate specimen quench into ethylene glycol which gives a quenching rate of 
about 1000 K/sec. Residual surface Fe was removed by mechanical polishing and chemical 
etching. Room temperature FTIR was used to measure [Oj ] after each stage of the pre-annealing 
heat treatments. Low temperature (5K) FTIR measurements were used in the final stage of the 
heat treatments to determine [Oj]. This was required was to separate the Oj peak from 
neighboring precipitate-induced peaks, as in past studies [11]. The conversion constant of 6.7 x 
1015 atoms/cm3 was determined by measuring [Oi] in a 400|xm thick silicon sample at room 
temperature and 5K. Additionally, defect densities and structural characterization of oxygen 
precipitates, stacking faults and dislocation loops was performed with Transmission Electron 
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Microscope (TEM) and preferential etching studies. Interstitial Fe concentrations during 
gettering and after emission were determined by Electron Paramagnetic Resonance (EPR). The 
samples were annealed for various times at 256°C in a nitrogen ambient to trigger the internal 
gettering process. After confirmation that the remaining Fe concentration was below the EPR 
detection limit (= 1013 Cm-3), an additional 45min annealing at 256°C was carried out to getter the 
remaining Fe. Heat treatments at 1050°C were performed to emitted the Fe from the gettering 
sites and compare each site's stability. 

RESULTS & DISCUSSION 

The results of the [Fe] decay during gettering are shown below in Figure 1. 
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Figure 1: Fe gettering kinetics in CZ silicon of various carbon contents and annealing treatments. 

The Fe precipitation kinetics are exponential as expected with the low carbon ramped sample 
having the highest gettering efficiency. In order to investigate reasons for the different gettering 
efficiencies, we inspected the microdefect densities in the the material by polishing, preferential 
etching and optical microscopy following the heat treatments. It was seen that the low carbon 
ramped material had a significantly higher concentration of stacking faults and dislocation loops 
than any of the other materials suggesting these defects are the cause for high gettering 
efficiency, as would be expected. In order to quantitatively compare the gettering efficiencies 
amongst these samples, the time constants were found from: 

[Fe [Felo exp (-t/x) (1) 

with [Fe]0 being the initial Fe concentration. This x value was then used to calculate precipitate 
density*radius products, nr0. For Fe precipitates and oxygen precipitates with a straight pre- 
annealing sequence, the relation between the time constant and nr0 can be expressed from Ham's 
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equation [12]: 
l/4itDx (2) 

where DFe is the diffusion coefficient of iron = 4.34xl0"10 cm2/sec at 256°C,[13] and DOi for 
oxygen = 3.01x10-11 cm2/sec at 1050°C,[14]. The oxygen precipitates with ramped pre- 
annealings use the relation [15): 

nr0 = (3/4jtCp)(D0i/ro
2) (3) 

where Cp is the number of oxygen atoms in unit volume of SiC>2,4.65xl022 atoms/cm3. TEM 
investigations of these samples showed the oxygen precipitates are near-spherical in shape, 
validating the assumption in equation (3). The changes of interstitial oxygen concentrations [Oj] 
during the various annealings are shown below in Figure 2. 

c^lxlO18 

o 
U 

OB >-* 
X 
O 
« lxlO17 

«4x10 

-m- High C, straight 

-•- Low C, straight 

-h- High C, ramp 

-+- Low C, ramp 

Q solubility at 1050°C 

Initial 700°C 
48Hrs 

(Ramp +) 1050°C 
2Hrs 

Figure 2: Oxygen precipitation for high and low carbon CZ with various anneals 

The most striking fact from this figure is the rapid oxygen precipitation of both high carbon 
materials and the ramped low carbon material compared to the straight pre-annealing low carbon 
material. All three of these materials approximately reach the solubility limit of Oj in silicon after 
the 1050°C growth step [11]. This data along with that from figure 1 was used in equations (2) 
and (3) to compare nr0 products. The calculated results are summarized below in Table I. 

TABLE I: Calculated nr0 values 

Straight 

Fe 

annealing 

Oxygen 

Ramped 

Fe 

annealing 

Oxygen 

High carbon nr0(cm"2) 1.25xl05 2.34xl05 1.24xl05 2.2-5.5 xlO5 

Low carbon nr (cm   ) ov        ' l.OOxlO5 1.52xl05 2.96x10 
5 

2.5-6.5x10 

This shows a good correlation between nr0 products of Fe and oxygen precipitates for both low 

306 



and high carbon material. Additionally, this data shows the ramped-low carbon content silicon 
possesses approximately the same nr0 value as the high carbon material. However, the gettering 
efficiencies differ drastically. TEM analysis of low-carbon ramped annealed material showed 
oxygen precipitates with punched-out dislocation loops and evidence of large strain fields around 
the precipitates while both high carbon materials have virtually strain-free oxygen precipitates and 
no related defects. Therefore, as expected, carbon has an important role in relaxing the strain of 
oxygen precipitates and halting the formation of related defects. From these observations, we 
can conclude that the high strain field of the oxygen precipitates and/or defects created from this 
high strain field are the cause for the rapid gettering rate in low carbon material. Gilles et al.[2] 
have obtained a nr0 value of 3 x 105 after a 700°C, 64 hr straight pre-annealing with low carbon 
material. This is equal to the value obtained after our works much shorter ramped annealing 
sequence and clearly shows the advantages of ramped pre-annealings. 

The results of re-emitted Fe concentrations after a 10 min annealing at 1050°C are shown below 
in Figure 3. In general, the high carbon material re-emitted Fe faster than low carbon material. 

■ LowC, ramped 

E3 LowC, straight 

B   HighC ramped 

rj HighC straight 

Emitted Fe after a 10 min, 1050°C anneal 
Figure 3: Emitted Fe concentrations for the various CZ materials 

This reveals low carbon materials produce more stable gettering sites than high carbon materials 
even if the precipitation rate is slightly lower, as in the low carbon straight pre-annealing silicon. 

We propose the following to explain the above gettering efficiency and stability results. The 
high efficiency and stability of low carbon silicon gettering can be ascribed to the high strain field 
around oxygen precipitates and its related defects which allows FeSi2 to form at each of these 
sites. Essentially, the strain field of the precipitation site stabilizes the Fe precipitates. During Fe 
gettering, the strain field acts as a beacon for precipitation via reduction of the precipitation site's 
strain field. Conversely in Fe re-emission, the strain field of the precipitation site will increase 
with emitted Fe, thus increasing the system's free energy and retarding the Fe re-emission 
process. In the same manner, the low gettering efficiency and stability of high carbon silicon 
gettering sites is related to a low strain field associated with its oxygen precipitates. The ramped 
annealing sequence forms a high density of strained oxygen precipitates by slowly increasing the 
critical radius required for oxygen precipitate growth. This allows for a higher percentage of 
oxygen precipitate nuclei to survive the growth step and thus a high gettering efficiency while 
retaining gettering stability. This model is more completely described in [16]. The fact that the 
low carbon straight pre-annealing sample shows an even weaker gettering efficiency than the 
high carbon materials is deceiving. It is not due to weaker gettering sites in this material but 
rather because of a lower oxygen precipitate density, see Table I, and low dislocation loop and 
stacking fault densities as seen by TEM. From the Fe emission results we see the low carbon 
straight anneal material has more stable gettering sites than the high carbon material which 
delineates the difference between gettering site density effects and gettering "strength". 
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CONCLUSIONS 

We have compared two proposed techniques for reduction of the lengthy low temperature 
nucleation step in the standard process of oxygen precipitate formation in CZ silicon. 
Specifically, increasing the material's carbon content and using a ramped annealing sequence. 
Both increase the oxygen precipitation rate but only the ramped annealing sequence provides 
efficient and stable gettering sites. A model is proposed which regards the oxygen precipitate's 
strain field as a key factor towards efficient and stable gettering. 
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ABSTRACT 

Gettering of interstitial iron in p/p+ epitaxial silicon wafers during an integrated circuit 
device simulation annealing was examined. The results from the deep level transient 
spectroscopy and optical microscope examination suggest no correlation between the 
interstitial iron concentration in the epitaxial layer and the bulk microdefect density. An 
electron microscopic analysis revealed that gettering of interstitial iron took place at an 
oxide polyhedral precipitate located at the center of a bulk stacking fault.  By comparing 
the results of iron implanted to non-implanted samples, it is concluded that iron gettering 
occurs via a phase transformation of Si02 to an a FeSi2 iron disilicide.  In this study, it is 
suggested that gettering of iron atoms is fundamentally different from that of other 
transition metals where the suicide formation occurs predominantly along the Frank partial 
dislocations of the bulk stacking fault. 

INTRODUCTION 

Interstitial iron (Fe;) atoms incorporated into the silicon lattice during silicon wafer and 
integrated circuit (IC) device manufacturing introduce energy levels in the bandgap and in 
turn reduce the retention time of charge-storage devices such as dynamic random access 
memory (DRAM).  Iron disilicide precipitates occurring during high-temperature IC 
device manufacturing steps cause an increase in junction leakage of metal-oxide 
semiconductor (MOS) devices and degrade the gate oxide integrity [1-3].   Therefore, it is 
agreed that the iron concentration level in silicon must be reduced in order to lower 
junction leakage and increase the reliability of thin gate oxide in submicron-size IC 
devices.  During the past few years, iron behavior and the gettering mechanism in lightly 
doped Czochralski silicon has been extensively examined [3-5]. 

It is well recognized that gettering of iron atoms via bulk microdefects requires a 
supersaturation of the iron concentration [5].  In p/p+ epitaxial silicon wafers used 
predominantly for the fabrication of advanced microprocessors and memory devices, the 
complexity of the iron gettering mechanism increases.   One of the factors which 
contribute to the complexity of the iron gettering mechanism is a strong dependence of the 
solubility limit of interstitial iron atoms on the boron doping concentration resulting from 
the Fermi level effect [6].    Another factor is the influence of heavily doping with boron 
on the characteristics of crystallographic defects and thus the internal gettering sites.  Thus 
far, neither the preferred gettering sites nor the gettering mechanism of interstitial iron 
atoms in silicon heavily doped with boron have been identified.  The objective of this 
paper is to address this issue in more detail. 
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EXPERIMENTAL PROCEDURES 

Samples were prepared from 150 mm-diameter Cz grown p+ epitaxial substrate wafers 
heavily doped with boron to the concentration of 3xl018 atoms/cm3.  The oxygen 
concentration, as determined by gas fusion analysis (GFA) and calibrated using the 
coefficient of 2.45xl017 1/cm2, was 7.25xl017 atoms/cm3.  A 10 /^in-thick epitaxial silicon 
layer lightly doped with boron to the concentration of 8X1014 atoms/cm3 was deposited in 
an Applied Materials AMT 7800 reactor operated at 1050°C. As-received epitaxial 
wafers were annealed at 750°C for 4h in nitrogen ambient to enhance oxygen precipitation 
which was followed by Fe implantation. Fe-ions were implanted at 180 keV with a dose 
of lxlO14 cm'2 in a hybrid mode with the beam normal to the epitaxial surface.  Following 
the implantation, a 2 min. drive-in was carried out in a rapid thermal processing (RTP) 
system at 1100°C.  The CMOS device manufacturing was simulated using multiple 
annealing steps with a maximum temperature of 1100°C.  Epitaxial wafers without 
nucleation annealing and those without Fe-implantation were included for comparison. The 
iron concentration in the epitaxial layer was monitored from the H(0.43 eV) peak in the 
deep level transient spectroscopy (DLTS) spectrum which is assigned to Fe; defects.  Prior 
to the DLTS measurements, the samples were annealed at 210°C for 3 min. and then 
quenched in water to dissociate Fei from the Fe-B pair.  The bulk microdefects were 
examined under the optical microscope after preferential etching.  The implantation 
damages in the epitaxial layer as well as the morphology of the bulk microdefects were 
examined using the TEM Philips 430 operated at an accelerating voltage of 300 kV.  No 
implantation damages in the epitaxial layer were detected. 

RESULTS AND DISCUSSION 

Fe Ion-Implanted Silicon 

p-type  Si lepil. N4 = 8x10141/cm3 

After  1100°C/2min/RTP 

HI0.43 eV) 
(a) 

Fig. 1 shows the typical DLTS spectra after a RTP step and device simulation 
annealing, respectively.  The Fe; concentration in samples after the RTP step is 
consistently at 2xl013 atoms/cm3.  After annealing, the Fe; concentration reduces by 
approximately one order of magnitude.  A slight difference in the Fe, concentration 
between samples with and without nucleation annealing in Fig. lb should be considered as 

insignificant, compared to a 
total reduction of the Fe, 
concentration.  Based upon the 
DLTS results, it is concluded 
that the nucleation anneal prior 
to the device simulation 
annealing does not have any 
effect on the iron gettering 
efficiency in the epitaxial 
silicon wafers. 
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Figure la: 
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DLTS spectra for Fe ion-implanted 
silicon after a RTP step. 

Under the optical 
microscope, a bulk defect 
density on the order of 
— lxlO6 cm"2, was 
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observed in epitaxial wafers 
receiving a nucleation 
annealing. The epitaxial wafers 
without nucleation annealing, 
on the other hand, contain a 
relatively low defect density, 
- 2X104 cm2. The above 
results suggest no correlation 
between the Fe concentration in 
the epitaxial layer and the bulk 
microdefect density in the 
substrate. 

150 200 
TEMPERATURE 

250 300 
[K] 

Figure lb:  DLTS spectra for Fe ion-implanted 
silicon after a CMOS simulation. 

From the TEM analysis, the 
bulk microdefects are identified 
as oxide polyhedra and oxide 
precipitate platelets with punch- 
out dislocations.  Bulk stacking 

faults with an average diameter of 10 /im were also detected, but predominantly in the 
epitaxial wafers receiving a nucleation anneal.  Figure 2 shows the TEM micrograph of an 
oxide polyhedron with facets along the {111} and {100} planes and an elongated punch- 
out dislocation loop bounded by < 111 > and < 113> dislocation line segments.  Oxide 
precipitate platelets detected in the substrate region have a square shape with edges along 
the < 110> directions and are similar to those typically found in Cz silicon after 
annealing [7]. 

o 
o 

111 

Oil 

Generally, it is concluded that the bulk stacking faults observed in epitaxial wafers 
receiving a nucleation annealing are of 1/3< 111 >-type and generated via the Bardeen- 

Herring mechanism as proposed by Wada 
et al [8].  Consider the fact that the punch- 
out dislocation at an oxide polyhedral 
precipitate shown in Fig.2 is bounded by 
<111> and <113> dislocation line 
segments while the dislocation loops 
generated at the oxide precipitate platelet 
are of 1/2 < 110 >-type, the possibility of 
a bulk stacking fault to evolve from the 
dislocation loops generated at an oxide 
polyhedron is higher than that at an oxide 
precipitate platelet. It should be pointed 
out that the oxide polyhedra found here 
are nucleated at 1150°C or higher during 
the crystal growth process [9-10] and not 
during the CMOS simulation annealing. 

200nm 

Figure 2: TEM micrograph of a polyhedral 
oxide precipitate with an elongated 
punch-out dislocation loop. 
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Figure 3: TEM micrograph of a bulk stacking 
fault segment containing a precipitate 
in samples (a) with and (b) without 
Fe-implantation. 

to the iron disilicide formation given by 

Figures 3a and 3b show 
TEM micrographs of the center 
section of typical bulk stacking 
faults containing precipitates in 
samples with and without Fe 
implantation, respectively. In 
the Fe-implanted sample, the 
morphology of precipitate P 
exhibits no preferential 
orientations.  The preliminary 
chemical analysis of the 
precipitate P using the energy 
dispersive x-ray spectrometer 
revealed no conclusive evidence 
that the precipitate P contains 
iron.  In the vicinity near the 
precipitate P, a large portion of 
the Shockley partial of the 
stacking fault is missing.  This 
observation suggests that a 
formation of precipitate P 
consumes silicon interstitials. In 
the sample without Fe 
implantation, the precipitate is 
characterized as an oxide 
polyhedron bounded by {111} 
and {100} planes.  The results 
in Figure 3 suggest that the Fe 
contaminant could cause a 
transformation of an oxide 
polyhedron into precipitate P. 
From the above argument, the 
anomalous disappearance of a 
portion of the Shockley partial 
may be explained by 
considering a reaction leading 

2Si + Fe " FeSi2 + (a - 2)5/, (1) 

where the subscript I is for silicon interstitials.  a is the ratio between the molecular 
volume of iron disilicide FeSi2 (25.23 A3) [11] and silicon (20 A3) and « 1.26.  The 
above reaction indicates that the formation of silicon-rich iron disilicide consumes excess 
silicon interstitials.  Therefore, during an iron disilicide precipitation, the necessary excess 
silicon interstitials must be taken from the Shockley partial.  Based upon this model, the 
bulk stacking faults could be one of the most effective sites for iron gettering. 
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Figure 4: HREM image of the interface between precipitate 
P and silicon matrix M in the sample receiving 
an Fe-implantation. 

Figure 4 shows a high 
magnification image of the 
interface region between 
the precipitate P and 
silicon matrix M in the Fe- 
implanted sample. From 
the figure, it may be seen 
that the interface is highly 
coherent, with only few 
misfit dislocations along 
the length of the interface. 
Consider the lattice 
parameters of tetragonal a 
FeSi2 which are a = b = 
2.6901 A and c = 5.134 A 
[11], iron disilicide will be 
the most probable 
precipitate which exhibits 
excellent matching to the 
silicon matrix.  The result 
from the atomic resolution 
electron microscopy and 
other evidences in this 
work conclusively suggests 
that the precipitate P is 
iron disilicide. 

SUMMARY 

Gettering of interstitial iron in p/p+ epitaxial silicon wafers during an integrated circuit 
device simulation annealing was examined.  The results from the deep level transient 
spectroscopy and optical microscope examination suggest no correlation between the 
interstitial iron concentration in the epitaxial layer and the bulk microdefect density. 
Although an electron microscopic analysis revealed evidence of internal gettering at an 
oxide polyhedral precipitate located at the center of the bulk stacking fault, such a 
gettering appears to have a small impact on the total Fe concentration in the epitaxial layer 
after annealing. From the present analysis, it is hypothesized that the observed reduction 
in the Fe concentration in the epitaxial layer after annealing could be attributed mainly to 
a migration of interstitial iron atoms from the epitaxial layer either to the wafer surface or 
the heavily doped region.  By comparing the results from the iron implanted to the non- 
implanted samples, it is concluded that iron gettering at the bulk microdefects occurs via a 
phase transformation of Si02 to an a FeSi2 iron disilicide.  In this study, it is suggested 
that gettering of iron atoms is fundamentally different from that of other transition metals 
where the silicide formation occurs predominantly along the Frank partial dislocations of 
the bulk stacking fault [10, 12]. 
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CHARACTERIZATION OF THE DAMAGE ON THE BACK SIDE OF SILICON 
WAFERS 

S. E. LINDO, K. M. MATNEY, AND M. S. GOORSKY 
University of California, Los Angeles, Department of Materials Science and Engineering, Los 
Angeles, CA 90095-1595 

ABSTRACT 

Gettering represents a standard procedure to remove harmful impurities from device ac- 
tive regions of a silicon wafer. An affordable technique for the creation of a defect free 
(denuded) zone is the introduction of gettering sites on the wafer back side via mechanical dam- 
age (i.e. lapping). However, optimizing the extrinsic gettering process requires a technique to 
quantify the extent of damage introduced through a typical back-side damaging step. Here, we 
present results from a study using triple axis x-ray diffraction. We characterized the level of 
damage present in wafers subjected to different lapping conditions. By comparing reciprocal 
space maps from samples that had undergone different lapping steps, we concluded that all the 
as-lapped samples showed similar levels of damage in terms of both strain variations and lattice 
tilts. However, the integrated diffuse scattering intensities decreased from medium to soft t.' 
double-soft lapping, which confirmed that the double soft lapping introduced the least damage. 
Typically, the damage step introduced a symmetrical distribution of both lattice strain and lattice 
tilts (mosaicity) in the surface layer. KOH etching was employed to determine the depth of the 
damaged layer. In all cases the as-lapped samples had integrated intensities two orders of magni- 
tude greater than those of the etched samples. Analysis of the residual damage present in the 
lapped samples after chemical etching confirmed that the more aggressive lapping conditions in- 
troduced damage of greater depth. 

INTRODUCTION 

The presence of extended defects in device active regions is detrimental to electrical per- 
formance and could eventually lead to device failure [1,2]. Transition metal impurities are espe- 
cially detrimental to performance, because they can behave as nuclei for the formation of stack- 
ing faults and precipitates near the wafer surface; they are also electrically active species that can 
interfere with device operational characteristics, as in the case of deep traps, lowering device 
yield [1]. 

Generally speaking, transition metal impurities are fast diffusing species that tend to 
gather near the surface region in perfectly crystalline materials. In order to avoid this unwanted 
migration of impurities to the device region, a gettering step can be implemented. Gettering is a 
mechanism that serves the purpose of removing these transition metals away from active regions 
of the devices [3]. Intrinsic gettering [4,5] refers to the collection of impurities within the bulk of 
the wafer, while extrinsic gettering [6,7] deals with the trapping of impurities at the wafer back 
side. In both cases a denuded zone is created (at the "device" side). In this study, we focused on 
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the extrinsic gettering process, for which a necessary condition is that the back side must be rich 
in extended defects [1]. 

In order to effectively implement the extrinsic gettering step, we must be able to quantify 
the extent and reproducibility of the damage initially present at the wafer's back side. This dam- 
age can be introduced by different techniques: local melting by laser irradiation, polysilicon 
deposition, ion implantation, phosphorus predeposition, or mechanical working (e.g. sandblast- 
ing, lapping) [1]. At present, the extent of the initial damage introduced by any one of these 
techniques has not been quantified. Double Crystal x-ray Diffraction (DCD) is typically consid- 
ered a technique to assess crystalline damage. The diffuse scattering obtained in DCD is known 
to be related to crystal quality, however, it presents the problem that the angular range of accep- 
tance of the detector is too wide to selectively identify the diffuse scattering source [8]. The tri- 
ple axis technique (TAD), on the other hand, is known to correct for this major disadvantage and 
readily yield information regarding the source of diffuse scattering in terms of strains and mosaic 
tilt present in the sample [9]. This is achieved by the introduction of a third crystal (analyzer) in 
front of the detector in order to reduce the angular range of acceptance. TAD has been reported 
to be extremely sensitive to the detection of near surface damage in GaAs single crystals [10]. 

EXPERIMENTAL 

Three sets of silicon wafers, p-type (6" diameter), of (100) orientation subjected to differ- 
ent lapping parameters (medium, soft and double-soft lapping) were examined. Each set con- 
sisted of three samples with the same lapping parameter: one in the as-lapped state, a second one 
after a chemical etching step was implemented (KOH- etched), and a third one etched under 
identical conditions for twice as long (double-etched). A Bede D3 diffractometer was used in its 
triple axis set-up as described by the schematic (Fig. 1). This apparatus has encoded direct drive 
sample and detector motion with better than 0.5 arcseconds precision; and a range of 2 to 10 
arcseconds step sizes was used, depending upon the extent of diffuse scattering obtained from 
each individual sample. The x-ray beam incident on the sample was collimated and monochro- 
mated by a series of silicon conditioning crystals. The dimensions of this beam at the sample 
surface are 1mm x 1mm. In all cases, the beam was directed to a position near the center of the 
wafer. 

Channel Cut Collimator 
(111) Silicon 

Fig. 1: Bede D3 diffractometer in triple axis mode 

Monochromator 
(111) Silicon 

Specimen 
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The third axis (analyzer) crystal, consisting of a channel cut (111) silicon single crystal 
allows for selective recording of intensities from the diffracted beam as to deconvolute the ef- 
fects due to strain and mosaic tilt in the sample [9]. 

RESULTS AND DISCUSSION 

The extent of the damage introduced by lapping the silicon wafers can be qualitatively 
analyzed by direct observation of the diffuse scattering spread generated in reciprocal space 
[9,10]. Figure 2 shows reciprocal space maps of the (004) reflections for the three sets of wafers 
mentioned in the experimental section. In these maps, qz (along <001>) is sensitive to interpla- 
nar spacing variations (strain); qy is a measure of mosaic tilt about the <110> zone axis. The 
lines represent iso-intensity contours. These results illustrate that the lapping step for the differ- 
ent samples introduced a symmetrical distribution of lattice strain and lattice tilts (mosaicity). 
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Fig. 2: Reciprocal space maps of silicon (004) reflections. MEDIUM lapping: A) as-lapped sample; B) single 
etched sample; C) double-etched sample. SOFT lapping: D) as-lapped; E) single etched; F) double etched. 
DOUBLE SOFT lapping: G) as-lapped; H) single etched; I) double etched; J) Perfect crystal (polished face). 
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From Fig. 2, it is also apparent that in all cases, some residual damage is still present after 
the first and second etching steps when compared to a perfectly crystalline sample (polished face 
of wafer). Since each etching step removes the same amount of damaged material, the amount 
of diffuse scattering present after an etching step can be correlated to the initial depth of the dam- 
aged layer. It follows from the extent of the spread in the reciprocal space after the etch step, that 
the medium lapping condition introduced the deepest damage, and the double-soft lapping cre- 
ated the most shallow damaged layer. 

In the case of the as-lapped samples, the integrated intensities for the different lapping 
conditions decreased from medium to soft to double-soft lapping. From these results, it is appar- 
ent that the medium lapping condition introduced the most extensive damage. The soft and 
double-soft lapping conditions, introduced similar levels of damage (within experimental error). 

In order to effectively compare results from the different sets of wafers and make varia- 
tions in experimental conditions negligible, the integrated intensities were normalized by divid- 
ing the calculated value by the corresponding peak intensity to obtain the Integral Breadths 
(LB.). The I. B. showed the exact same trends as the FWHM of the co scans. We also compared 
the FWHM of the co and 0/20 scans to verify the trends in crystalline quality . Figure 3 illus- 
trates the results of this comparison. 

e/20 

MEDIUM LAPPING 
A: as-lapped sample 
B : etched sample 
C : double-etched 
SOFT LAPPING 
D : as-lapped sample 
E: etched sample 
F: double-etched 
DOUBLE-SOFT LAP 
G : as-lapped sample 
H : etched sample 
I: double-etched 

Fig. 3: Full Widths at Half Maximums (FWHM) of CO scans and 6/26 scans. 

The trends shown in Fig. 3 confirm our qualitative analysis of the reciprocal space maps 
and show direct agreement between the numerical figures corresponding to LB and those from 
FWHM of the central co scans and 0/20 scans. From Fig. 3, we see that the medium lapping 
conditions introduced both greater strain variations and lattice tilt variations in the layers than the 
other two conditions. The soft and double-soft lapping conditions both introduced about the 
same level of strain and tilt. It is important to note that although the 0/20 FWHM appear to de- 
crease after etching the samples, the values obtained are limited by the intrinsic resolution of the 
diffractometer (approximately 12 arcseconds) in this required space direction. 
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CONCLUSIONS 

It has been shown that the triple axis x-ray diffraction (TAD) technique is extremely ef- 
fective to characterize the damage present on the back side of the wafers. A decreasing trend in 
the spread of the reciprocal space maps (in terms of mosaicity and strain) was observed from the 
medium to the soft to the double-soft lapping condition. The most extensive damage was created 
by the medium lapping, while the level of damage introduced by the soft and double-soft lapping 
conditions appeared to be extremely similar (within experimental error). 

In all cases, the second etching step seems to remove most of the damaged material ini- 
tially present, although residual damage was still observed when compared to a polished sub- 
strate. The FWHM of the central CO and 0/26 scans confirmed this result. 

The sample with the greatest extent of diffuse scattering present after etching corre- 
sponded to the medium lapping condition, which shows that more severe lapping introduces a 
damaged layer of greater depth. Similarly, the double soft lapping corresponded to the smallest 
damage depth. 
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Mechanism of Iron Gettering by Polycrystalline Silicon film in 
p- Type Czochralski(CZ) Silicon 

Kamal K. Mishra 
MEMC Electronic Materials, Inc., 501 Pearl Drive, 
St. Peters, Mo 63376 

ABSTRACT 

Iron gettering in p-type CZ silicon at 600C has been investigated using deep level 
transient spectroscopy(DLTS), and the surface photovoltage(SPV) method. A quantitative analysis 
of the gettering kinetics of iron using the polycrystalline silicon film is presented for the first 
time. Depth profiles of iron concentration indicated a sharp gradient in the Fe concentration near 
the polycrystaHine silicon/substrate interface. Concurrent decrease in the minority carrier 
diffusion length was also observed in the same region. The majority of iron gettering from the 
bulk silicon was found to be associated with the enhancement of the internal gettering. 

The presence of small oxygen precipitates/nuclei generated by prolonged heat treatment 
at 600C was found to prevent regeneration of FeB pairs at the room temperature. On the other 
hand, large precipitates formed at 1000C do not influence the diffusion or the recombination of 
Fef with B" to form FeB pairs. 

INTRODUCTION 

Gettering by polysilicon film deposited onto the backside of silicon (PB) is frequently used 
in VLSI manufacturing13. Although the beneficial effect of the polysilicon film in gettering the 
metallic impurities has been clearly demonstrated, the mechanism of gettering of metals specially 
relatively- slow diffusing iron is far from being understood. Several gettering mechanisms for 
iron in silicon by the polysilicon film has been proposed. It is believed that the grain boundaries 
in polysilicon film act as gettering sink34. Extended defects, such as dislocations and oxidation 
induced stacking faults(OISF) generated at the polysilicon/silicon interface were reported to be 
responsible for the gettering". In addition, it has been proposed that the enhancement of the 
oxygen precipitation caused by the deposition of polysilicon provides additional gettering7"8. 

The gettering efficiency of iron has been determined qualitatively using the haze test, the 
oxide integrity test, the generation(MOS-r) lifetime, the recombination lifetime, and by 
measuring the concentration of iron in near the surface region using deep level transient 
spectroscopy(DLTS). Recently Hayamizu et al.' studied the gettering of Fe in float zone silicon 
wafers. The time constant of iron removal by the backside film was found to be in good 
agreement with the diffusion coefficient of iron. However, no clear evidence for the segregation 
or precipitation of the iron in the backside has been reported. Gettering of iron by the 
polysilicon film takes place effectively only at low temperatures9"10. In this paper, a quantitative 
study of gettering of iron is presented. Time resolved measurements as well as depth profile 
measurements of iron distribution has been carried out using the SPV and DLTS to elucidate the 
mechanism of iron gettering. 
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EXPERIMENTAL PROCEDURE 

The wafers used in this experiment were 150mm, p-type [100] material with resistivity of 4-6 
ohm-cm with an initial oxygen concentration of 28-30ppma(old ASTM). Polysilicon layers were 
deposited on the back of the samples to a target thickness of 1.2 microns. Samples were doped 
with Fe and B during the crystal growth process. Samples were cleaned using an HF based 
cleaning recipe prior to a heat treatment. All the heat treatments were conducted in the oxygen 
ambient to reduce the in- diffusion of surface contaminants. 

Iron concentrations in samples following the various gettering treatments were determined 
using the surface photovoltage(SPV) and the deep level transient spectroscopy(DLTS) methods. 
The SPV method of determining the minority carrier lifetime utilizes a very low level(p/p= 10"5) 
of excitation. The constant flux method used in this study is discussed in reference 11. 
Dissociation of Fe-B pairs was achieved by optical illumination using a 250 Watt-halogen lamp. 
The Fe concentration in the Si were determined by means of DLTS (BIO RAD Model DL 8000) 
in the single pulse mode. In this method the capacitance transient is digitized and the discrete 
Fourier coefficients are formed via numerical transformations. Data analysis to calculate the trap 
properties is carried out using Fourier coefficients12. To determine the depth profile of iron, DLTS 
measurements were conducted after etching off various amounts of silicon chemically. 

All the gettering experiments were conducted at 600C. The solubility of iron at this 
temperature is reported to be < lxlO10 cm"3. The initial concentration of iron in the samples was 
5xl012 cm3. 

RESULTS AND DISCUSSION 

To demonstrate the gettering efficiency of samples with polysilicon film on the backside 
(PB), iron contaminated samples were heat treated at 600 C for various time intervals. All the 
samples were heat treated for 60 minutes at 1000C prior to the gettering experiments. Figure 1 
compares the dependence of iron concentration on the annealing time in samples with 
polycrystalline film on the back (PB) and the reference sample without the PB surface. The bulk 
iron concentration was determined using the SPV method from the front side. The concentration 
of iron in the bulk silicon decreased by a factor of five in the PB samples. On the other hand, 
no reduction in the iron concentration was detected in the reference sample. These results 
unequivocally prove the advantageous effect of polycrystalline film in gettering the iron. Similar 
results were also reported by Hayamizu et al.9. 

In order to determine the gettering sink for the iron, depth profiles for the concentration 
of iron were determined by step etching the samples. These samples were analyzed from both 
the front and the back side using the SPV and DLTS methods (Figures 1-3). The minority carrier 
diffusion length as a function of the thickness in a representative sample is presented in Figure 
2. The sample underwent gettering treatment at 600C for 6hrs. The minority carrier diffusion 
length measurement were not limited by the thickness in these experiments. The minority carrier 
diffusion length measurements in these samples were made after the dissociation of FeB pairs; 
thus the recombination diffusion length was limited by the Fe,(Ev+ 0.4eV) defect (see below). 
The value of the diffusion length was found to be uniform with depth of approximately up to 550 
microns from the front surface. A sharp decrease in the diffusion length from approximately 80 
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Figure 1. Effect of PB film on the bulk Fe concentration (SPV) after annealing at 600C. 
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Figure 2. Depth profiles of the minority carrier diffusion length for samples heated at 600C for 
6 hours. 
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Figure 3. DLTS concentration profiles for Fe in samples heat treated at 600C for A. 0 hrs., B.2 
hrs., C. 4 hrs., and D. 6 hrs. 
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microns to a value of 9 microns is observed near the back surface region. The enhanced 
precipitation of SiOz near the PB surface has been reported. Since minority carrier diffusion 
length is sensitive to the oxygen precipitation even at early stages of nucleation, it is suggested 
that the drop in the diffusion length is caused by small oxygen precipitates formed by extended 
heat treatment at 600C rather than the iron impurity (see below). 

Figure 3 shows concentration vs. depth profiles for iron after 0, 2, 4 and 6 hr at 600C. 
The initial concentration of iron in the samples was 5xl012 cm3. The concentration of iron in the 
samples was found to be uniform with the depth except in the region near the back side. A sharp 
concentration gradient near the back side is observed, i.e., the concentration of iron decreases 
by a factor of 5-7 in the region. However, the minority carrier diffusion length was found to 
decrease in the same region (Figure 2) indicating that the defects other than iron is responsible 
for the degradation in the diffusion length. On increasing the gettering time at 600C, a systematic 
decrease in the iron concentration is observed over the entire thickness of the sample. It is 
interesting to note that these concentration profiles can not be described by a simple model of 
diffusion of iron to an infinite sink at the backside. A sharp concentration gradient for iron at 
the PB side confirms the diffusion of iron to the backside, at least, during the early stages. 
However, a parallel mechanism for the loss of iron from the bulk silicon must exist. The 
enhancement of the oxygen precipitation in the PB sample is reported7'81314. It is proposed here 
that the majority of iron gettering, under the present experimental conditions, is caused by the 
enhancement of the internal gettering. On the study of interaction between intrinsic and extrinsic 
gettering, Yang and Tan13 reported that the enhancement of oxygen precipitation in the external 
gettered sample was caused by the presence of dislocations and/or stress field. The enhancement 
of precipitation increased monotonically from the front side to the back side13. 

A detailed study of interaction of iron with oxygen precipitates using the DLTS has 
revealed, for the first time, a specific phenomenon shown in Figure 4. The peaks at 53K and 
220K in the DLTS spectra are attributed to the FeB(0. leV) and Fei(0.4eV) defects, respectively. 
Majority of the iron was found to exist in the unpaired state (Ev +0.4eV) near the backside 
surface whereas the majority of Fe recobined with B to from FeB pairs in the front side. The 
complete regeneration of FeB pairs could not be obtained in the former case even after annealing 
the samples at room temperatures for a period of over a month. The phenomenon of the 
irreversibility of FeB dissociation reaction is important for two reasons: it implies the presence 
of additional thermal reaction barrier height preventing the pairing reaction; and in some cases, 
it interferes with the quantitative determination of iron using the minority carrier diffusion length 
measurement(see below). It is postulated here that the stress associated with the formation of 
oxygen nuclei at low temperatures provide additional barrier. To test the hypothesis silicon 
samples with an initial oxygen concentration of 32 ppma were subjected to heat treatments at 
1000C for 10 hours and 600C for 10 hours following a nucleation anneal cycle at 600C for 4 
hours to generate large and small oxygen precipitates respectively. As reported in Figure 5, 
complete regeneration of FeB pairs was obtained in the presence of relatively large stress free 
precipitates. A broad peak in the temperature range of 100 to 180K in the sample heat treated 
at 1000C is due to the presence of oxygen-precipitation induced defects. On the other hand, the 
majority of iron is found to be present in the unpaired interstitial form in the samples heat treated 
at 600C. As expected no change in the minority carrier diffusion length in samples annealed at 
lower temperature was seen following the optical dissociation indicating the presence of Fe in 
the interstitial form. At present, the effect of such interaction on the diffusion and subsequent 
gettering of iron to the back surface is under investigation. 
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Figure 4. DLTS spectra of Fe doped sample after gettering in the a. front side, and the b. back 
side near the poly/single crystalline silicon interface. 
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Figure 5. DLTS spectra of Fe containing sample in the presence of a. large precipitates b. small 
nuclei generated at 1000C and 600C, respectively. 
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SUMMARY AND CONCLUSIONS 

The gettering of iron using the polysilicon film in p-type CZ Si has been studied by 
monitoring the distribution of iron using the SPV and DLTS techniques. The presence of 
polycrystalline film on the back surface enhances the gettering of iron at 600C. A sharp gradient 
in the iron concentration near the poly/ single crystalline silicon interface observed suggests the 
diffusion of iron towards the backside. Time resolved study of concentration profiles of iron 
indicates the presence of a parallel gettering mechanism in the bulk silicon. It is suggested that 
the enhancement of internal gettering occurs in the PB samples. 

This study has revealed that the regeneration of FeB pairs at the room temperature is 
hindered in the presence of oxygen nuclei/precipitates  formed at low temperatures. Further 
studies are in progress to understand the effect of interaction between Fe and the precipitates 
on the diffusion and /or gettering of Fes. 
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External Gettering Comparison and Structural Characterization of 
Single and Polycrystalline Silicon 
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ABSTRACT 

Various silicon samples, both single and polycrystalline, were intentionally contaminated 
and externally gettered using phosphorus, aluminum and co- phosphorus/aluminum gettering. 
Gettering efficiencies were quantified via diffusion length improvements. Structural 
characterization was used to correlate defects with low gettering efficiencies. External gettering 
was found to be particularly effective at recovering diffusion length in large grain polycrystalline 
silicon and solar grade single crystal silicon despite Fe contamination and high defect densities. 
One of two explanations is possible, 1) the structural defects are initially undecorated and are 
completely gettered after Fe contamination, or 2) metal decoration on as-grown structural defects 
are structurally and/or chemically different from intentional Fe decoration. 

INTRODUCTION 

Many experimental investigations have been made of the gettering phenomena of 
phosphorous and aluminum layers in single and polycrystalline silicon materials! 1,2,3,4]. These 
have generally shown that single crystal materials and some high diffusion length regions in poly- 
crystalline materials respond well to these external gettering treatments[3, 4]. In contrast, low 
diffusion length regions in polycrystalline materials, do not improve significantly from these 
external gettering processes. Recent results have further demonstrated that single crystalline silicon 
materials, with equivalent initial minority carrier diffusion lengths, are more responsive to these 
gettering treatments than polycrystalline silicon [3,5]. 

Structural defects, such as swirl defects, oxygen precipitates, dislocations, etc., are thought 
to account for this disparity between high and low diffusion length regions by trapping impurities 
in their strain fields. Oxygen precipitates, for instance, are better internal getterers and do not re- 
emit metals into the bulk as easily when they have a high strain field associated with them[6]. 
Structural defects, so decorated, become highly active recombination centers, lowering the 
minority carrier diffusion length. 

The theoretical nature of the gettering mechanisms have been studied and proposed by 
numerous researchers. The gettering action of the phosphorous doped layer is explained by W. 
Schröter and R. Kühnapfel [1], as a combination effect of Fermi-level enhanced solubility in the P 
layer, and a large silicon interstitial drift (or wind) toward an interstitial sink such as stacking 
faults. These interstitial are thought to also migrate toward a silicon interface near SiP particles, 
resulting in essentially an epitaxial growth which, if metals are present, leads to an epitaxial suicide 
growth. J.S Kang and D.K.Schroder [2] contend that all external gettering is an effect of 
differences in metal solubilities, without the Fermi-level effects. They propose a model with two 
rate-limiting steps: 1) below the optimum temperature where the gettering process is hindered by 
the release of impurities or the diffusion of impurities, and 2) above the optimum temperature 
where gettering is governed by the segregation model. The segregation phenomena is a result of 
differing energies of formations, AH, of the impurities in the bulk silicon and in the gettering layer. 

In materials with a high number of structural defects, an external gettering process must 
therefore 1) release the impurities from the strain fields of the structural defects which hold them, 
2) provide reasonable diffusion times to the gettering layers, and 3) provide a layer with orders of 
magnitude higher solubilities of the impurities than the bulk silicon or the local vicinities of the 
structural defects. 

327 

Mat. Res. Soc. Symp. Proc. Vol. 378 • 1995 Materials Research Society 



PROCEDURE 

The samples used in this gettering study included EFG, cast ingot poly-silicon magnetic 
Czochralski, and three types, labeled 'A', 'B\ and 'C of solar grade Czochra ski silicon 
materials Two of these materials, 'B' and 'C\ are from the same vendor and differ by carbon 
content only. The samples labeled 'C contain greater than 10" carbon /cm3. All samples were 
first etched and then measured with SPV to determine initial minority carrier diffusion lengths. 
After depositing iron on the back sides, the samples were then annealed at 950 C for 40 minutes 
and quenched to room temperature in ethylene glycol. This quenches in iron at a concentration ot 
1.4xl014 /cm3 uniformly throughout the samples. The samples were then cleaned and etched to 
remove any suicide, and re-measured with SPV. _ 

For samples to be gettered with an aluminum layer, 3.2 microns of Al (with I/o b\) are 
sputtered onto the backs of the samples. For the samples to be phosphorous gettered, a film of 
spin on glass is applied to the front side of the samples. The samples which are co-gettered have 
an aluminum layer on the back and a phosphorous layer on the front. All these samples were 
exposed to 1000°C for 15 minutes and then 850°C for 2 hours and 45 minutes for a total process 
time of three hours. The samples were then cleaned, etched and measured with SPV for the final 
minority diffusion length. Some samples were then polished and preferentially etched with a 
Schimmel [7] etch to observe dislocations and microdefects. 

RESULTS  AND  DISCUSSION 

Gettering Methods 

The SPV results show that for all materials the diffusion length is between 9 and 15 
microns after iron in-diffusion and quench. Furthermore, the 850°C gettering temperature would 
represent an equilibrium iron concentration of 1013 cm"3. The results of the gettering experiments 
are shown in Figures 1,2 and 3. The graphs plot initial minority carrier diffusion lengths vs. final 
minority carrier diffusion lengths. The percent recoveries are indicated by the diagonal lines. 
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Figure 1: Initial minority diffusion length vs. final minority diffusion length after aluminum 
gettering. The diagonal lines represent percentage recoveries. 
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Figure 2: Initial minority diffusion length vs. final minority diffusion length after phosphorous 
gettering. The diagonal lines represent percentage recoveries. 
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Figure 3: Initial minority diffusion length vs. final minority diffusion length after 
aluminum-phosphorous co-gettering. The diagonal lines represent percentage recoveries. 

All three of the gettering treatments seem to be equivalent, with the aluminum and 
aluminum/phosphorous co-gettering yielding slightly better results for cast ingot and EFG 
materials. Results from the magnetic Czochralski are presented in Table I. This material responds 
very well to aluminum/phosphorous co-gettering and worst to aluminum gettering. The responses 
varied from 48% to 136%. 

Table I: Magnetic Czochralski silicon material 
r                      : Äs Grown (um) After Gettering (|j.m)     Response 

Al Gettering I           420                         202 48% 
P Gettering :          200                        185 92% 

Al/P Gettering 338 ; 460 136% 

Various structural defects are associated with each material and give rise to different 
behaviors. Each type of material is further discussed below. 

EFG and Cast Ingot 

Both of these materials are poly-crystalline with regions of low and high dislocation 
densities as shown in Figure 4.  These dislocations could trap impurities during growth and 
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cooling. We expect that the intentional introduction of iron increases the amount of decoration of 
these defects. Yet the gettering responses are rather high, between 75% and 100%. 

One of two explanations is possible for this. First, the as-grown dislocations have little or 
no metal decoration. The Fe in-diffusion then decorates the dislocations and the gettering process 
then re-absorbs the iron, leaving the dislocations clean again. Thus the clean dislocations alone are 
responsible for low initial diffusion lengths. This is unlikely since Higgs et al[8] has shown that 
clean dislocations have little or no recombination activity. 

The other explanation is that the as-grown defects are already decorated and thus have an 
increased recombination activity. The in-diffusion of iron increases the amount of decoration but 
this decoration is different from the as-grown decoration. In other words, the decoration which 
occurs during growth and cooling is structurally and/or chemically different from decoration taking 
place during intentional contamination. Upon gettering, most of the decoration from intentional 
contamination is re-absorbed from the dislocations, but the as-grown decoration is fixed and 
undisturbed. 

Figure 4: Cast ingot silicon material (left) and EFG regions of low (center) and high (right) 
dislocation densities after iron in-diffusion and gettering 

Solar Grade Czochralski Silicon A. B. and C 

All of these materials are grown with conventional Czochralski methods. Defects, i.e. 
oxygen precipitates, are found in the as-grown state as well as after iron in-diffusion and gettering. 
This can be seen in Figure 5. The A type material, and to a lesser extent, B type materials, 
behaved similarly as the cast ingot and EFG materials. Gettering response was also in the 75% to 
100% range with the B materials performing slightly worse. The explanation for this relatively 
good response is similar to that of the cast ingot and EFG materials. Either the oxygen precipitates 
have no decoration in the as-grown state and are completely gettered after Fe contamination, or the 
as-grown decoration is qualitatively different from the intentional in-diffused Fe decoration. 

Figure 5: Solar grade Czochralski silicon 'A' before (left 
gettering 

id after (right) iron in-diffusion and 
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The B and C solar grade Czochralski silicon materials gave us an opportunity to observe 
the influence of carbon on the gettering process since the C samples have a carbon concentration of 
>1017 cm"3. We had expected to see a greater number of structural defects in the high carbon 
materials since their recovery was so poor. Yet all Czochralski samples had approximately similar 
numbers of defects as shown in Figures 5 and 6. Therefore, carbon must be playing a different 
role. One possibility is that the carbon is binding the iron in iron-carbide precipitates which may 
not necessarily be seen in preferential etching. This may have serious implications for EFG 
materials which have high carbon and iron concentrations. 

mm 

Figure 6: Sofar grade Czochraisici silicon 'B' (left) and 'C with >1017 carbon /cm3 (right) 

Magnetic Czochralski 

These samples had a spectrum of recoveries from about 48% to 136%. This may at first 
seem surprising but it should be pointed out that the final minority carrier diffusion lengths (after 
gettering) were all well above 100 microns. These materials have thus improved from roughly 12 
micron diffusion lengths after iron diffusion to between 185 to 460 microns. The maximum 
recovery was realized for the aluminum/phosphorous co-gettering. Furthermore, aluminum 
gettering was the poorest treatment which is in contrast to the polysilicon materials in which 
aluminum gettering performed slightly better than phosphorous gettering. The as-grown structural 
defects, possibly swirl defects, are distributed inhomogeniously and possibly may not be seen 
without metal decoration. A preferential etch reveals these structural defects in the 
aluminum-phosphorus gettered sample and is shown in Figure 7. Despite these defects, this 
material improved 136%. An as-grown sample was also etched and shown in Figure 7, but does 
not exhibit any structural defects either because there are none in this region of the wafer or the 
defects are not decorated. 

9^k^y<:i- •..■.'.-. i:. ■     .£,".     ••••■'....    . 
'*-'".*',?'*   •. **r:"i. t'.f ■,•'*'•*N.*'".'.*.*V*':>-""•.'•'.   *   -.-* .*   '*■'   '• -      .*> - ■       '•'        .■-.•• 

Sß^"*^?"" 

Figure 7: Magnetic Czochralski before (left) and after (right) iron in-diffusion and gettering 

CONCLUSIONS 

We have attempted to correlate gettering responses to microstructures in solar grade silicon 
materials. We have observed polysilicon materials with relatively high gettering recoveries of 
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between 75% and 100% and containing regions of both low and high defect densities. Solar grade 
Czochralski silicon materials showed similar responses. This is a result of either 1) complete 
gettering of intentionally decorated structural defects (dislocations, oxygen precipitates, etc.) which 
were completely undecorated in the as-grown state, or 2) the as-grown decoration on the structural 
defects being structurally and/or chemically different from the intentional Fe decoration which is 
removed by the gettering treatments. Since low diffusion length regions are associated with high 
structural defect densities, and since structural defects increase in recombination activity with metal 
decoration, the second explanation may be more plausible. 

We had expected to find higher defect densities in the carbon Czochralski materials since 
these materials had extremely poor gettering responses. We have not seen significantly higher 
defect densities. This indicates that there are other interactions between carbon and intentional iron 
which do not respond to gettering. We have shown the decoration of defects in magnetic 
Czochralski silicon upon iron in-diffusion and gettering with a spectrum of gettering recoveries 
between 48% and 138%. 
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ON THE GETTERING EFFICIENCY OF POLYCRYSTALLINE 

SILICON AFTER RTA OR CTA 
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ABSTRACT 

Large grain polycrystalline silicon wafers have been subjected to post-thermal annealing 
after a POCI3 pre-diflusion or after a phosphorus doped silica-film deposition (1019P/cm3- 
2.1021P/cm3). The different doping levels are obtained by a dilution of the P-doped SOG 
(2.1021 at/cm3) in a undoped SOG solution .For the first time we have achieved the 
maximum of the gettering efficiency after post-thermal annealing. The best combination of 
post thermal cycle parameters and doping level improves the minority carrier diffusion length 
of quite (300% to 400%) for POCI3 pre-diffused samples and (200% to 275%) for spin-on P- 
doped (P-SOG) polycrystalline silicon. 

Introduction 

The minority carrier diffusion length is an important parameter which give information on 
n+p polycrystallin silicon junction before and after each thermal treatment. Fabrication of 
acceptable solar cells from such material require processes that are tolerant or that can even 
improve poor materials. 

Gettering refers to a process step that removes deleterious impurities from active regions 
of the device to less important regions. Typically, gettering requires several actions to occur. 
First, the unwanted impurity must be placed into solid solution in the silicon crystal. Next, it 
must be mobile. Finally a site must be provided that is in less important region of device as 
grain boundary in case of polycristalline silicon. The gettering agent (P, Al, B...) must be 
present in gettering sites to capture the metallic impurities and others. 

A well -known technique for gettering in silicon is Phosphorus diffusion [1-4]. Phosphorus 
concentration play an important role in the gettering efficiency. Experiments have shown that 
metal impurities migrate and trapped in heavily doped phosphorus layer. 

In this paper we have studied the effect of doping level on gettering efficiency of 
polycrystalline silicon. 

The n+p junctions were realised firstly by POCI3 diffusing and by phosphorus doped 
silica-film (Spin-on oxide glass SOG) deposition. The doping level was controlled by 
diffusing temperature and duration of POCI3 pre-diffusion or by a dilution of phosphorus 
doped silica-film (P-SOG : 2.1021 at/cm3) by the undoped (SOG) solution. The phosphorus 
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surface concentration was varied from 10*" P/cm3 to 2.1021p/cm3. A series of classical and 
rapid thermal annealing was performed on phosphorus doped polycrystalline silicon, in order 
to achieve the maximal gettering efficiency. 

Experimental 

Our study was carried out on 2.5*2.5 cm2 P-type low quality polycrystalline silicon (35 |x 

m<Ln<45(Xm ) with thickness of about 340 \im and resistivity of 0.8 Qcm. The n+pn+ 

structures were realised by two techniques: A first group of samples was initially bifacial pre- 
diffused using POCI3 gas. The control of doping level is assured by the variation of pre- 
diffusing temperature from 800°C to 900°C and duration from 10 min to 30 min. A second 
group of samples was coated by 2000Ä thick phosphorus doped silica (SOG) films provided 
by Emulsitone Co (USA), (concentration 10l9P/cm3 to 2xl02i P/cm3) and deposited by the 
spin-on technique. The samples were prebacked for 15 min at 250CC using a hot plat. 

The P-SOG structures were rapid thermal annealed (RTA) using furnace (F4V4 model of 
JTPELEC, Grenoble, France) which is characterised by "cold walls " (< 250°C for a wafer 
temperature processed at 1100°C). 

The minority carrier diffusion length was determined with surface photovoltage technique 
(SPV) 151. This technique present many advantages, such as to be simple, fast (15 min), there 
is no need for permanent contacts and there is no complication arising from junction 
fabrication. The average bulk diffusion length have been studied before and after the post- 
thermal treatment on a great number of samples and for many positions of the probe in order 
to increase the statistic. 

Results and discussion 

Figure 1 show, the evolution of bulk minority carrier diffusion length Ln with classical 
annealing temperature (800°C-1000°C) and annealing duration (lmin-180 min), the POCI3 
pre-diffusing condition is 825°C/20 min. The classical (CTA) and rapid (RTA) thermal 
annealing conditions are presented in table 1. The detailed study of CTA optimising of 
gettering efficiency is described in previous work [6]. 

Table 1. Classical and rapid thermal conditions of post-annealing 

CTA RTA 
Heating rate 10°C/min 300°C/ sec 
Annealing temperature 800°C-1000°C 850°C 
Annealing duration lmn-180 min 25 sec 
cooling rate 2°C/min 200°C/sec 
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Figure 1: Effect of annealing temperature and duration on 
diffusion length of P0C13 diffused polycrystalline silicon 

(Initial value ofLn:40 um) 

The initial distribution of Ln value (Ln across the wafer) is ranged between 30 and 43 urn. 
After CTA (Fig 1), the bulk minority carrier diffusion length of the undoped sample 

remains nearly constant around 43|im for annealing temperature lower than 900°C. Towards 
higher annealing temperatures a slightly decrease of the minority carrier diffusion length is 
observed. This reduction is probably due to the activation of the residual metallic impurities, 
which degraded the volume of the grains or their boundaries. Nevertheless the gettering 
efficiency of phosphorus doping is clearly demonstrated by comparison to undoped samples. 

For POCI3 pre-diffusing samples there is a strong improvement of diffusion length. The 
gettering efficiency depends on the temperature and duration of annealing; the improvement 
percentage (ALd/Ld0) is of 20%, 100%, 200% and 350% respectively for annealing 
temperature and duration of 800°C/lmin, 800°C/180 min), 950°C/lmin and 950°C/180 min. 
The metallic impurities are highly mobile and diffuse long distances in the crystal at moderate 
temperatures. For example, Cu can diffuse about 600 um in 1 min at 900 °C, and Fe 3000 urn 
in 30 min at 1000 °C. This is a reason why long annealing durations are required. 

To explain this high gettering efficiency further, different mechanisms, presented in the 
literature, could be pointed out, i.e. the enhanced solubility of metallic impurities, which act 
as acceptors, and their enhanced pairing with phosphorus within the highly n -doped layer 
[7,8]. The solubility of metallic impurities such as Au and Cu is increased with the doping 
concentration through enhanced metal-solid solubility by the position of the Fermi level and 
ion pairing. Compound formation between metal and phosphorus atoms also enhances the 
solubility of some metallic impurity as Au. It has been reported that a AU2P3 and CU2P3 
compound are observed in highly n+-doped silicon [9,10]. Ourmazd and Schröter [11] have 
found that NiSi2 particles are closely associated with the SiP particles and are most 
frequently observed in regions containing a high density of SiP particles. They proposed that 
phosphorus causes SiP particles formation, which leads to a large emission of silicon 
interstitial, due to a volume expansion. The post-thermal annealing of heavy phosphorus 
doped polycrystalline silicon is required in order to make the segregation more efficient and 
to move metal impurities into the phosphorus doped n -region. A maximum gettering 
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efficiency result from the association of higher generation of gettering sites and higher 
phosphorus concentration. 

The common extrinsic gettering process by phosphorus diffusion is well documented 
[12,13], Recently, Kang and Schroder [14] have proposed a gettering model which involves 
two-rates limiting steps: (1) the released diffusion of metallic impurities which determine the 
lower-temperature limit during gettering, and (2) the segregation model which governs the 
gettering above the optimum temperature, in our case, the critical temperature, which gives 
the highest gettering efficiency, range from 900°C and 950°C. 
Fig2 shows the effect of CTA temperature (during 180min) for different samples pre-diffused 
at 800°C/10min, 850°C/10min, and 900°C/10min. The gettering efficiency increases with 
increasing of POCI3 pre-diffusing temperature and reach 400% corresponding to an 
increasing of diffusion length from 40|i.m to 200nm. For temperature higher than 950 °C, the 
gettering efficiency decreases dramatically from 400% to less than 175%, perhaps higher 
annealing temperature around 1000°C induced structural defects which are not compensated 
by phosphorus gettering. For lower prediffused temperature, the phosphorus diffusion was 
not sufficiently heavy to produce a maximal gettering. Our results show that the optimal 
phosphorus concentration to obtain maximal gettering is about 7xlo20p/Cm3 corresponding 
to POCI3 pre-diffusing conditions of 900°C/10min. 
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Figure 2: Effect of annealing temperature (180 min) on diffusion 

length for differents POC13 diffusion temperature 
(Initial value of Ln: 40 um) 

The evolution of bulk diffusion length for P-SOG diffused samples is reported in Fig 3 as 
function of phosphorus doping level after CTA and RTA. Result shows that for RTA, there is 
a degradation of Ln when P-concentration is below lO^Oat/cm^; in this case, phosphorus 
concentration is not sufficiently important to produce gettering, so the most residual metallic 
impurities are not gettered, but activated by the quenching step. When P-concentration 
increases, gettering efficiency increases and reaches 100% (Ln: 40u.m->80u,m) for P- 
concentration of 2x10^1 P/cnA For CTA treatment, there is no degradation of Ln for lower 
doping level, and the maximal gettering efficiency is of about 250% corresponding to doping 
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level of 2x1021 P/cm3 (SOG) and CTA condition of 900°C/180 min. This result is nearly 
comparable to result found for POCI3 diffused sample (825°C/20 min) where phosphorus 
concentration is only of about 1.5xl020 at/cm3. The strong improvement of gettering 
efficiency was specify to use of this highly purified and highly phosphorus doped source (P- 
SOG/Si, POCI3/S1), in this case, the solubility limit is reached so that precipitates are present 
to enhance the gettering effect. 

Conclusion 

These results confirm that rapid thermal gettering can be effective only for P-SOG 
concentration superior to 1020at/cm3. The best choice of post-thermal annealing (CTA) and 
phosphorus concentration lead to 400% minority carrier diffusion length improvement for 
POCI3 diffusing technique and 275% for P-SOG (2xl021 at/cm3) diffused samples. 

We are able to transform bad and lower cost polycrystalline silicon substrates into ones, by 
gettering, comparable to good monocrystalline silicon in performance. 
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ABSTRACT 

Transition-metal-hydrogen complexes have been introduced into bulk Si samples that 
contained Pt, Au, or Rh by the indiffusion of hydrogen at 1250°C from H2 gas. The structure and 
electrical properties of a PtH2 complex in Si have been studied by vibrational spectroscopy and 
electron paramagnetic resonance (EPR). The PtH2 complex has been found to introduce two 
levels in the Si bandgap. There is one paramagnetic charge state for which EPR provides detailed 
structural information and two nonparamagnetic charge states. The hydrogen vibrations of all 
three charge states of PtH2 have been assigned. In addition to the PtH2 complex, the hydrogen 
vibrations of several additional complexes in Si samples that contain hydrogen and Pt, Au, or Rh 
have been identified. 

INTRODUCTION 

Hydrogen-passivated shallow impurities in semiconductors have been studied extensively 
in recent years and much progress has been made toward understanding the structures and 
properties of these defect complexes.1"4 The hydrogen passivation of deep-level impurities5 has 
remained poorly understood because, in part, the application of structure-sensitive spectroscopic 
techniques has been difficult. For example, in pioneering studies of deep level passivation, the 
deep level transient spectroscopy (DLTS) features of deep level defects were shown to disappear 
following exposure to a hydrogen plasma.5»6 In recent work, new DLTS features have been 
assigned to Au-H complexes in Si samples containing Au that had received a wet chemical 
etch.7»8 Plasma exposure or etching introduces hydrogen into surface layers that are only a few 
microns thick. This does not lead to a sufficient number of hydrogenated deep centers to study by 
techniques like electron paramagnetic resonance (EPR) or vibrational spectroscopy because of the 
low solubility of typical deep level impurities. 

There have been a few cases where hydrogen has been introduced into bulk samples, 
either during crystal growth or by annealing in H2 at elevated temperature.9"15 For example, 
Kahn et al.16 have studied a CuH2 complex in Ge. Shallow acceptors in Si can also be passivated 
by annealing in H2 at high temperature and quenching to room temperature.14-15 Recently, the 
introduction of hydrogen into bulk Si has permitted samples to be fabricated with a sufficient 
number of hydrogenated transition metal impurities to be studied by EPR17"21 and infrared (IR) 
absorption17^18-21 spectroscopies. A PtFf2 center has been identified by EPR and the hydrogen 
vibrations of this defect have been assigned. Surprisingly, it was found that the Pt is not strictly 
passivated and that the PtH2 center introduces two levels in the band gap. I'M8»21 

In this paper we describe recent IR absorption and EPR results for a few transition-metal- 
hydrogen complexes in Si. The P1H2 complex is understood best and is the focus of most of this 
paper. In addition to the PtH2 center, the hydrogen vibrations of several complexes in Si samples 
that contain hydrogen and Pt, Au, or Rh have been identified. Results for these additional centers 
will be discussed briefly. 
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EXPERIMENTAL PROCEDURES 

Samples for our experiments were prepared from both n- and p-type Si grown by the 
floating-zone method. The samples were doped with [P] = 3x10"" cm" and [B] = 2xl015 cm"3 

for the n- and p-type samples, respectively. Transition metal impurities were introduced by 
diffusion in sealed quartz ampoules in a He ambient followed by a quench to room temperature in 
ethylene glycol. Diffusion times between 24 and 72 h were used. (Results for Pt, Au, and Rh are 
shown below.) To introduce H and/or D into the transition-metal-diffused Si, the samples were 
subsequently sealed in quartz ampoules with 0.66 atm of H2, D2, or mixtures of both, annealed at 
1250°C for 30 min, and then cooled rapidly to room temperature by removal from the oven. 

The Pt concentration in some samples was varied to help change the position of the Fermi 
level. From previous solubility data,22'23 diffusion temperatures of 975 and 1250°C were 
selected so as to produce samples with Pt concentrations of 4x10*5 cm-3 ancj ixirjl7 cm-3 jn 

the following, these are referred to as the low-Pt and high-Pt samples. These Pt concentrations 
were chosen so that in the low-Pt, n-type samples, the Fermi level would be near the P level at 
Ec-0.045 eV. In the high-Pt samples the Fermi level position will be determined by the Pt 
impurity's deep levels,23'24 i.e., by the Pt acceptor level at Ec-0.23 eV in n-type starting material 
and the Pt donor level at Ey+0.32 eV in p-type starting material. 

IR absorption measurements were made with a Bomem DA3.16 Fourier transform 
spectrometer that was equipped with a KBr beamsplitter and InSb and HgCdTe detectors. Most 
spectra were recorded with a resolution of 0.35 cm"*. A 4.5 um long-pass filter was inserted 
before the sample for some of our experiments. EPR measurements were performed on a 14 GFfz 
balanced bolometer spectrometer, at 8.5 K in dispersion. 

THE PARAMAGNETIC CHARGE STATE OF THE PtH2 COMPLEX 

In the hydrogenated high-Pt, n-type samples, the S=1/2 EPR spectrum shown in Fig. 1 was 
observed.17"20 This spectrum was assigned to a PtH2 complex by the observation of hyperfine 
interactions with a single 195Pt nucleus ( I = V2, 33% abundant) and two equivalent hydrogen 
nuclei (I = Vi, 100% abundant). The change in the hyperfine structure upon the substitution of D 
(I = 1) for H confirmed this assignment. The anisotropy of the g and 195pt hyperfine tensors 
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Figure 1. EPR spectrum assigned to 
the PtH2 defect measured at T=8.5 K 
by monitoring dispersion in adiabatic 
fast passage with B//<110>. The 
spectrum in the inset was recorded at 
higher resolution for the center line in 
the spectrum above and shows a 
1:2:1 intensity pattern characteristic 
of hyperfine interactions with two 
equivalent hydrogen atoms. (The 
magnetic field axis is expanded by a 
factor of 12) 
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Figure 2. Tentative models for the 
PtH2 complex in Si. The Pt atom 
is shown shaded. The H atoms are 
drawn black. In (a) the weak Si 
bonds are terminated by H atoms 
that point toward the Pt atom. In 
(b) the H atoms point away from 
the Pt atom. Although the Si 
atoms are drawn on their lattice 
sites, there may be substantial 
relaxations that are not shown. 

showed that the center has C2V symmetry and the model shown in Fig. 2(a) was tentatively 
proposed for the defect.17 The rationale for the model was that isolated substitutional Pt-, which 
has been extensively studied by EPR,25 also has C2V symmetry, with the Pt atom displaced off- 
center toward two of its Si neighbors. The remaining Si bonds were therefore suggested to be 
terminated by hydrogen atoms, as shown, retaining the C2V symmetry. 

IR absorption spectra were measured for the same samples that were used in the EPR 
experiments and several new hydrogen stretching modes were observed.17'18»21 A spectrum is 
shown in Fig. 3. The vibrational bands Bljj, B2JJ, Cljj, and C2JJ decay together upon 
subsequent annealing and are eliminated together by a 30 min anneal at 600°C. The PtH2 EPR 
signal has very similar annealing behavior. In a variety of samples and under different 
measurement conditions, the lines Bljj and B2JJ always appear with the same relative intensity. 
Further, when a high-Pt sample was annealed in a mixture of H2 and D2, a new band, B3JJ, 

appeared. (See the inset in Fig. 3). The band B3JJ was assigned to the hydrogen-stretching mode 
of the PtHD complex (in this case decoupled by the frequency difference between the H and D 
vibrations) and confirms that Bljj and B2JJ are the vibrations of a center that contains two 
equivalent hydrogen atoms. Thus, the bands Bljj and B2JJ were assigned26 to the two weakly 
coupled hydrogen-stretching modes of the paramagnetic charge state of the PtFTj 

Figure 3. Infrared absorption 
spectrum measured at 4.2 K for 
n-type Si that contains Pt and 
hydrogen. The inset shows 
vertical expansions of the vibra- 
tional bands of the PtH2 (upper) 
and PtHD (lower) complexes. 
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n-2                       n-1                        n Table  I.     Infrared  bands 
             assigned to the three charge 

1889.6 (A1H)     1888.2 (B1H)       1873.1 (C1H) states of the PtH2 complex 
2 in Si.      The paramagnetic 

1898.0 (A2H)      1901.6 (B2H)       1891.9 (C2H) charge    state,P  n.1;
8 has 

vibrational bands labeled B. 
PtHD       1«K»-9(A3H)     1894.6 (B3H)       1880.3 (C3H) The two  nonparamagnetic 

1367.5 (A3D)      1366.9 (B3D)       1361.0 (C3rj) charge states,  n-2 and n, 
have     vibrational     bands 

1363.3 (A1D)      1362.5 (B1D)       1352.4 (C1D) labeled A and C,  respec- 
1  2            1370.7 (B2D)       1365.2 (C2D) ^      Fancies   are 

given in cm" 

complex, l^'l 8,21 There are also corresponding vibrational bands in the deuterium stretching 
region of the spectrum. Table I contains a list of the hydrogen and deuterium vibrational bands 
assigned to the PtH2, PtD2, and PtHD complexes. Corresponding bands are labeled similarly 
with subscripts that indicate whether the band is an H- or D-stretching vibration. 

Uniaxial stress studies have also been performed for the hydrogen vibrational bands 
observed in the n-type, high-Pt samples.18'21 The stress splittings of the vibrational bands Bljj 
and B2JJ are consistent with C2V symmetry. These results also showed that the transition 
moment for band B2JJ is along the C2 principal axis of the center and for Bljj is along the 
perpendicular <110> principal axis that is in the plane that contains the two hydrogen atoms. 
Thus, B2jj was assigned to the symmetric hydrogen mode and Bljj was assigned to the 
antisymmetric mode. These results further confirm that these are the vibrations of the PtH2 
center observed by EPR. 

As was noted when the model shown in Fig. 2(a) was first suggested,17 the positions of 
the hydrogen atoms are uncertain, the C2V symmetry requiring only that the two hydrogens lie in 
one of the {110} planes, symmetrically above and below the other {110} plane. Recently, Jones 
and coworkers27 have suggested the structure shown in Fig. 2(b) for the PtFf2 complex as an 
additional possibility based upon their calculations for a similar NiH.2 complex. To probe further 
the positions of the hydrogen atoms in the model, a careful analysis of the angular dependence of 
the hydrogen hyperfine interactions was performed.18'21 For defect orientations in which B is 
rotated in the {110} plane that contains the two hydrogen atoms (making the H atoms 
inequivalent) there is a partially resolved splitting of the central component of the EPR line. From 
an analysis of this splitting, the hydrogen hyperfine tensor was deduced. The hydrogen hyperfine 
tensor was found to be approximately axially symmetric about directions ±35° from the <001> C2 

axis of the complex. From the magnitude of the small anisotropy in the hydrogen hyperfine 
interaction a Pt-H distance of r « 4.2 Ä was estimated.21 This is remarkably close to the expected 
Pt-H distance of roughly 4.05 Ä in the model of Fig. 2(b), i.e., 2.35 Ä, the Si-Si nearest neighbor 
distance, plus ~ 1.7 A, a typical back-bond Si-H distance.28'29 The small anisotropy of the 
hydrogen hyperfine interactions therefore provides evidence that the PtH2 complex has a 
configuration in which the hydrogen atoms are at a greater distance than in the model shown in 
Fig. 2(a). Further work will be required to definitively locate the H atoms in the complex. 
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NONPARAMAGNETIC CHARGE STATES OF THE PtH2 COMPLEX 

The new PtH2 EPR spectrum was observed in the dark only when the Pt concentration 
was greater than the P concentration, i.e., when the Fermi level was lowered to the Pt acceptor 
level at Ec-0.23 eV. For a lower Pt concentration, [Pt] < [P], the PtH2 resonance was only 
observed under illumination.17 These results indicate that PtH2 is nonparamagnetic when the 
Fermi level is above a level it introduces in the gap between the P and Pt levels at Ec-0.045 and 
Ec-0.23 eV, respectively. In experiments in which the Fermi level position was controllably 
lowered from the P level by successive electron irradiations, the position of the level introduced 
by PtH2 was refined further and found to be above Ec-0.1 eV (ref 17). 

In addition to the level at ~Ec-0.1 eV for the PtH2 center, a level closer to mid-gap has 
also been found.21 Therefore, there are three possible charge states of the complex, one of which 
is paramagnetic (discussed above) and two additional nonparamagnetic charge states. When the 
charge state of the PtH2 center is changed, either by varying the Fermi level position or by 
photoionization, the vibrational frequencies are shifted due to the consequent changes of the 
defect's force constants.30 Thus the additional charge states can be detected and studied by 
vibrational spectroscopy even though they are nonparamagnetic. In the following we will refer to 
the paramagnetic charge state as PtH2n_1. The more negative charge state that is populated when 
the Fermi level is above »Ec-0.1 eV is then PtH2n"2. The more positive charge state that is 
populated when the Fermi level is deep in the gap is PtH2n. The frequencies of the vibrational 
modes associated with the different charge states are listed in Table I. In order for the paramag- 
netic charge state to contain an odd number of electrons, n should be either 0 or 2, which would 
make the complex a double acceptor or a double donor, respectively. 

Effect of the Fermi level position on the vibrational spectrum 

An energy level diagram is shown in Fig. 4 along with the spectra that are observed for 
different positions of the Fermi level.21 In Fig. 4(b) a spectrum is shown for an n-type, high-Pt 
sample in which the paramagnetic charge state PtH2n_1 that was discussed in the previous section 
is occupied. In this case the Fermi level should be near the Pt acceptor level at Ec-0.23 eV. 

In Fig. 4(a), a spectrum measured at 4.2K is shown for an n-type, low-Pt sample annealed 
in H2 (with the Fermi level above the level near Ec -0.1 eV for PtH2). New bands are observed 
in addition to bands Bljj and B2JJ. (Cljj, C2JJ are also present and are weak.) When the 
sample temperature is raised to near 40K, lines Bljj and B2JJ disappear and line Alj-j increases in 
intensity. This result suggests that Aljj is a hydrogen mode of the PtH2 complex when it is in its 
more negative, nonparamagnetic charge state. Presumably band Bljj is present at low temper- 
ature because light from the spectrometer photoionizes the PtH2 center and the photogenerated 
electrons are trapped by the partially compensated P donors at low temperature. At 40K, the P 
donor can be thermally ionized and it is no longer an effective trap for the photoionized electrons. 

In Fig. 4(c), a spectrum is shown for a p-type sample into which Pt and H had been 
indiffused at 1250°C. In this case, [Pt]>[B] and the Fermi level in the sample is expected to be 
near the Pt donor level at Ey+0.32 eV. Only bands Cljj and C2JJ appear along with the strong 
unassigned band at 1880.8 cm"1. In a variety of samples prepared under different conditions, 
Cljj and C2JJ always appear with the same relative intensity. These results suggest that there is 
another nonparamagnetic charge state, PtH^11, that is populated when the Fermi level is below an 
additional level (n-l)/n which must be between the Pt acceptor level at Ec-0.23 eV and the Pt 
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Figure 4. Energy level diagram that shows the levels of the Pt and PtH2 defects. The open 
rectangles indicate that the (n-2)/(n-l) level of the PtH2 complex is between Ec-0.045 and Ec-0.1 
eV and that the (n-l)/n level is between Ec-0.23 and Ey+0.32 eV. The spectra shown in (a)-(c) 
are obtained when the Fermi level is near the energies in the gap that are indicated. For (a) and 
(b) the samples were n-type Si into which Pt had been diffused at 975°C and 1250°C, 
respectively. For (c) the sample was p-type Si into which Pt had been diffused at 1250°C. 

donor level at Ey+0.32 eV. (The range of possible energies for this level is shown in Fig. 4.) The 
bands Cljj and C2JJ are assigned to the hydrogen modes of PtH2n. 

In addition to the hydrogen modes already discussed, the corresponding deuterium modes 
for the nonparamagnetic charge states of PtHD and PtD2 have also been assigned.21 Their 
frequencies are listed in Table I. 

Effect of illumination on the vibrational spectrum 

Further support for the assignments discussed above comes from the effect of illumination 
on the populations of the different charge states.21 Filtering the spectrometer light provides a 
simple and convenient means to vary the illumination conditions and to identify charge-state- 
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sensitive vibrational modes. In our experiments we have inserted a 4.5 urn (» 2220 cm"1) long- 
pass filter before the sample to eliminate a portion of the spectrometer light (which is outside of 
our measurement range). Eliminating short wavelength light from the spectrometer causes the 
populations of the light-induced charge states to be reduced and for the populations of equilibrium 
charge states to be enhanced. 

Spectra are shown in Fig. 5(a) for an n-type, low Pt sample (Fermi level above Ec-0.1eV) 
that were measured with and without the 4.5 (im filter in place. The ratio of these spectra is 
shown in Fig. 5(b). The changes in the relative intensities of the vibrational bands are clearly seen. 
In Fig. 5(b), the downward going bands correspond to charge states that would not be populated 
in darkness, i.e., charge states whose population is reduced when the filter is inserted, and upward 
going bands correspond to charge states that are depopulated by the spectrometer illumination. 

Two upward going bands, Aljj and A2JJ, are apparent in Fig. 5(b). In the section above, 
Aljj was proposed to be a hydrogen mode of the charge state PtH2n~2. The light-induced 
intensity changes support this suggestion. A2jj was tentatively assigned to the second hydrogen 
mode of PtH2n~2 because of its behavior upon illumination.21 A2JJ appears only as a weak 
shoulder between two stronger unassigned bands in the spectra in Fig. 5(a) but is seen clearly as 
an upward going band in the ratio shown in Fig. 5(b). Bands Bljj and B2JJ are downward going 
which suggests that they would not be present in the dark and that they appear at the expense of 
Al JJ and A2jj when the Fermi level is above the PtH2 level at Ec-0.1 eV. 

The effect of spectrometer illumination on the populations of the different charge states 
provides further support for the assignment of lines Cljj and C2JJ to a deeper charge state of 
PtH2 (ref. 21). It is first noted that bands Cljj and C2j^ were present in the spectra for the n- 
type samples with both high and low Pt concentrations [Figs. 4(a) and 4(b)] and that the deep 

Figure 5. (a) Absorption spectra 
measured at 4.2 K with and 
without a 4.5 um long-pass filter 
placed before the sample. The 
samples are n-type Si into which 
Pt was diffused at 975°C and that 
were subsequently annealed in H2. 
In (b) the ratio of the spectra in (a) 
is shown. 
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charge state we have proposed should not be populated in the dark for these samples. (The Fermi 
level is at or above the Pt acceptor level at Ec-0.23 eV in both cases.) In the ratio of spectra 
measured with and without the 4.5 um filter for the n-type, low-Pt sample shown in Fig. 5(b), 
Cljj and C2JJ are observed as downward going bands which shows that they are due to an 
optically populated charge state in this case. Similar experiments performed for n-type, high-Pt 
samples also showed that bands Cljj and C2JJ appear at the expense of Bljj and B2JJ under 
illumination.21 These results explain why Cljj and C2JJ appear in Figs. 4(a) and 4(b) and fully 
support the assignment of Cljj and C2JJ to a more positive, nonparamagnetic charge state, 
PtH2n. Finally, the 4.5 um filter had no observable effect on the spectrum shown in Fig. 4(c) for 
the p-type sample in which the Fermi level is low in the gap.21 

To this point, the absolute charge state of the PtH2 center has been left uncertain. The 
paramagnetic charge state must have an odd number of electrons so that either PtH2 or PtFT/j"1" is 
being seen by EPR. The illumination-induced effects provide a clue to which of these charge 
states is seen. Under illumination at low temperature, one expects defects in the sample to tend 
toward their more neutral charge states because the capture radius for a Coulomb capture process 
is large. For example, donors are expected to have greater electron capture cross-sections than 
acceptors. In our experiments, the illumination of P-doped samples reduces the number of 
electrons trapped at the PtH2n"2 center suggesting that the EPR active charge state is the 
acceptor PtH.2~, i.e. n=0, and that photoionized electrons are preferentially trapped by the P 
donors. The illumination of B-doped samples (Fermi level near Ev+0.32 eV) does not prefer- 
entially ionize PtH2n, which is also consistent with this being an acceptor center that can compete 
effectively with B for photoionized holes. These results suggest that the PtH2 center is a double 
acceptor (n = 0 in Fig. 4 and in Table I) and that the charge states that are observed are PtH22 , 
PtH2~ (paramagnetic), and PfH/j0. 

Our results show that the (n-l)/n level is between the Pt acceptor and donor levels at Ec- 
0.23 and Ey+0.32 eV, respectively. The electron-electron correlation energy U for isolated 
transition metals in Si is typically -0.3 - 0.6eV (refs. 9 and 10). Hence we expect the (n-l)/n level 
to be near mid-gap, i.e., roughly 0.5 eV below the (n-2)/(n-l) level at« Ec-0.1 eV. 

OTHER TRANSITION-METAL-HYDROGEN RELATED VIBRATIONAL BANDS 

Up to this point we have focused on spectra associated with a PtH2 center about which 
much has been learned. There are several additional vibrational bands, about which much less is 
known, in samples containing Pt and H and also in samples containing H and Au or Rh. 

Unassigned hydrogen modes in Si that contains Pt and H 

There are a number of hydrogen-stretching bands observed in samples that contain Pt and 
H that have not been assigned.21 For example, there are the strong features at 1880.8 and 1897.2 
cm-1 observed in the spectra shown in Figs. 3 and 4. The intensities of these bands are not well 
correlated to the bands assigned to the PtH2 complex and are presumably associated with an 
additional complex (or complexes) that contains Pt and hydrogen. There are no additional new 
bands related to the 1880.8 and 1897.2 cm-1 bands in samples annealed in a mixture of H2 and 
D2 suggesting that each involves the vibration of a single hydrogen atom. Changes in the relative 
intensities of these bands upon a change in illumination conditions suggest that the 1880.8 and 
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1897.2 cm-1 bands are associated with different charge states of the same defect.   Preliminary 
stress alignment results also support this conclusion.21 

In the low-Pt, n-type sample, there is an unassigned band observed at 1898.6 cm"1 [Fig. 
4(a)]. Additionally, for Pt-diffused samples that were rapidly quenched in ethylene glycol 
following the anneal in H2, several hydrogen-stretching bands were observed with higher 
frequencies than are shown in Fig. 3. Vibrational bands have been observed at 1905.9, 1914.2, 
1918.0, 1922, 1924.7, 1930 and 1935.5 cm"1. A representative spectrum that contains several of 
these band is shown in Fig. 6(a). An anneal at 400°C eliminates these bands and shows that the 
complexes that give rise to them are less thermally stable than the PtH2 complex. 

Hydrogen modes in Si that contains Au or Rh and H 

New hydrogen vibrational modes have been observed in n-type Si into which Au or Rh 
had been diffused followed by an annealing treatment in H2 at 1250 °C. Spectra are shown in 
Figs. 6(b) and 6(c). The lines in the spectrum for the sample that contains Au and H are at 1813.3 
and 1827.1 cm-1. These bands have different intensities in different samples which indicates that 
they are not both hydrogen modes of the same center. The corresponding vibrational bands in a 
Au-diffused sample that was annealed in D2 are at 1310.9 and 1319.4 cm"1. Both bands are 
eliminated by a 30 min anneal at 400 °C. Pearton and Tavendale6 have reported a similar 
annealing stability for the hydrogen passivation of the Au acceptor level in n-type Si. The similar 
annealing stability suggests that these hydrogen modes might be related to the hydrogen 
passivation of isolated Au but more work will have to be done to establish such a connection. 

The lines in the spectrum for the sample that contains Rh and H are at 1814.0, 1816.8, 
1847.5 and 1860.8 cm"1. The lines at 1847.5, and 1814 cm"1 are annealed away at 200 and 
above 500 °C, respectively. The lines at 1816.8 and 1860.6 cm"1 are annealed away at 350 °C. 

100 100 100 

1910 1920 1930 1940 1805 1815 1825 1835 1805 1825 1845 1865 

Frequency (cm-1) 

Figure 6. Absorption spectra measured at 4.2 K for n-type Si into which Pt (a), Au (b), or Rh (c) 
had been diffused at 1250°C. The samples were subsequently annealed in H2 at 1250°C. 
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CONCLUSION 

The ability to produce transition-metal-hydrogen complexes throughout bulk samples has 
allowed structure-sensitive spectroscopic techniques to be applied.17"21 The combination of EPR 
and IR absorption spectroscopies has provided detailed information about the microscopic 
structure and electrical characteristics of a PtH2 complex in Si. The vibrational modes of other 
transition-metal-hydrogen centers have been observed and are the subject of continuing work in 
our laboratory. 

The conventional wisdom5 had been that when hydrogen forms a complex with a 
transition metal impurity, the gap is swept clean of states. (Exceptions are provided by recent 
work in which DLTS peaks have been observed in Si that contained a transition metal impurity 
and hydrogen that had been introduced at low temperature. 7>8) For the PtH2 center, it has been 
found that there are two levels, one near the conduction band17 and a second close to mid-gap.21 

We note that it is possible to miss new levels that might be introduced following hydrogenation 
with DLTS measurements. For example one level introduced by PtH2 might be too shallow to be 
detected by DLTS and the other too deep. This might explain why new features were not 
reported in previous work.32 

Of the three possible charge states for PtH2, only one is paramagnetic. Both EPR and the 
stress-induced splittings of the hydrogen vibrational bands show that the PtH2 complex has C2V 

symmetry in its paramagnetic charge state.17"21 Vibrational spectroscopy is not limited to the 
paramagnetic charge states of defects and this has been exploited for the PtH2 complex.21 The 
changes in the vibrational frequencies that occur when the charge state of the PtH2 defect is 
changed, either by a shift of the Fermi level or by photoionization, help to locate the levels of the 
defect and have led to an assignment of the hydrogen vibrations of all three charge states. There 
are 3 pairs of hydrogen vibrational bands, one pair for each of the different charge states of the 
PtH2 center. (There are also 3 pairs of bands for PtD2 and 3 pairs of bands for PtHD.) It has 
been argued21 that the PtH2 defect is a double acceptor and that the charge states that have been 
observed are PtH22~, PtH2~ (paramagnetic), and PtH2°. 

The availability of data that provides structural information for transition-metal-hydrogen 
complexes should help to advance theory in this area. For example, it was previously suggested 
that for the PtH2 complex, hydrogen atoms terminate two weak bonds that point toward the off- 
center Pt atom.17 Recent calculations by Jones et alV have suggested alternative structures. 
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ABSTRACT 

Theory has made great progress during recent years in calculating the fundamental 
properties of monatomic hydrogen in crystalline silicon. By applying the DLTS and DDLTS 
method we use the hydrogen-carbon complex which consists of an electronically inactive 
carbon atom on a substitutional lattice site and a hydrogen atom near the bond-center 
position to detect theoretically predicted properties of hydrogen in silicon. The results 
of two independent experiments show that there exists a coupling of the electronic and 
structural properties of monatomic hydrogen, as predicted by theory. 

INTRODUCTION 

During recent years the properties of hydrogen (H) in crystalline silicon have been 
extensively studied in both experimental and theoretical terms [1,2]. Nevertheless, only little 
experimental work has been done on isolated H [3-7]. This is mainly due to the fact that this 
species is less stable than molecular hydrogen (H2), the diatomic hydrogen complex (HJ) 
or the hydrogen boron (HB) or hydrogen phosphorus (HP) complex [8,9] and is therefore 
invisible in experiments where the hydrogenation takes place at room temperature. In 
order to better understand the nature of H diffusion in Si more experimental investigations 
have to be carried out on isolated H and their results have to be compared with theoretical 
predictions. Theory [10] predicts that the electronic properties and the structural properties 
of isolated H interact with each other: (1) The position of its energy level depends on the 
configuration of H in the lattice . (2) The most favorable site is determined by the charge 
state of H, i.e., the position of the Fermi level in the Si crystal. Charge state reactions and 
site changes have also been observed for muonium, the hydrogen analogue, in Si [11]. 

In this work, we use the hydrogen-carbon (HC) complex [3,12,13] in c-Si which consists 
of an electronic inactive carbon (C) atom (isoelectronic to Si) on a substitutional lattice 
site and a H atom near the bond-center (BC) position between the C and the Si atom [14] 
to carry out two independent experiments whose results indicate that the electronic and 
structural properties of hydrogen in c-Si are coupled, as predicted by theory. 

In silicon [3] as well as in ultra-pure germanium [15] the hydrogen acts as an "electronic 
activator" for the substitutional C atom. By comparing the positively charged HC center 
in Si (or more precisely the {C-H-Si}+ complex) with isolated bond-center H+ ({Si-H-Si}+) 
the group IV element Si is replaced by the group IV element C, which has the same valence 
orbital configuration as Si, it is reasonable to expect that the HC complex reflects the 
principal electronic properties of BC hydrogen. This is strongly supported by the result of 

pseudopotential-density-functional calculations [16], which reveal that an HC complex has 
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an energy level that is identical to that of an H atom at the same atomic site but with an 
Si atom instead of the C atom at the substitutional lattice site. The increased stability of 
the HC center compared with isolated BC hydrogen is mainly due to the large amount of 
energy gained by capturing interstitial H and shortening the C-Si bond length [14]. The HC 

complex acts as a deep donor with a low electric field activation energy of about 0.16 eV 
below the edge of the conduction band [3]. This value agrees closely with the work of Holm 
et al. [5] who implanted H at low temperatures and found a similar level (0.16 eV) which 

they regard as (probably isolated) BC hydrogen. 

EXPERIMENTS 

Measurements 

In our first experiment we investigate the field-dependence of the electron activation 
energy of the HC center by means of double-correlation deep level transient spectroscopy 
(DDLTS). Only thermal emission processes at a fairly constant electric field strength are 
studied, thus yielding exponential capacitance transients from which the emission time con- 
stants r can be directly determined according to 

C{t)-Ce = ACe-t/T, (1) 

where C(t) is the capacitance of the DDLTS transient at time t and Ce is the capacitance at 
reverse bias applied in the equilibrium state. AC is the amplitude of the DDLTS transient. 
The average electric field strength F is calculated from C-V measurements that are carried 

out at the corresponding DDLTS temperatures. 
In the second experiment we study the annealing behavior of the HC center in the 

dark with short-circuited contacts as a function of the Fermi-level position. The annealing 
temperatures are 280 K and 310 K. After each annealing step the sample is cooled under 
reverse bias down to below w 110 K before DLTS and/or DDLTS experiments are carried 
out to determine the HC concentration. Following this the sample is heated up under reverse 
bias to the annealing temperature and annealing takes place. Cooling and heating under 
reverse bias is necessary to ensure that HC complexes do not anneal during the temperature 

ramps [12]. 

Sample Preparation 

The samples consist of Czochralski (CZ) and float-zone (FZ) grown Si crystals ([100]- 
oriented) which are doped with phosphorus and carbon (w 4xl017cm"3). In order to vary 
the electric field and the Fermi level in the observation volume, three different types of 
samples with different shallow dopant-concentrations are prepared: sample L with [P] « 
lx 1015 cm"3, sample M with [P]«5x 1015 cm"3 and sample H with [P]«(5 - 6)x 1016 cm"3. 
The samples are hydrogenized by wet chemical etching at room temperature for 30 seconds in 

an acid consisting of HN03:HF:CH3COOH=5:l:l. Following this, the polished front surfaces 
of all samples are supplied with Schottky barriers by evaporating Au onto a substrate at 

room temperature. In order to form the HC complex, the samples are subjected to a reverse- 
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bias annealing (RBA) treatment (—4 to —5 V, « 320 K, several hours to days) [3,12]. The 
process of sample preparation is described in detail in reference 12. 

RESULTS AND DISCUSSION 

Position-dependent band-gap level of hydrogen 

In order to obtain a detailed description of the field-dependence of the activation en- 
ergy of the hydrogen-carbon complex, sample H is investigated on the basis of the DDLTS 
principle. It is found that the emission rates (= 1 / emission time constant), which are 
directly determined from Eq. (1), depend strongly on the electric field and that the field 
effect increases with decreasing temperature [17]. The activation energy of the HC complex 
at each electric field is then deduced from the slope of the Arrhenius plot according to the 
Shockley-Read-Hall statistics [18]. The results show (Fig. 1) that a strong linear correlation 
(0.998) exists between the activation energy EA and the electric field F. By extrapolating 
the data to F = 0 we observe that the zero-field activation energy of the HC complex 
equals 185 meV (±5meV). 

As a first step we used the three-dimensional Poole-Frenkel model by Hartke [20] with 
a Coulomb defect potential to explain the field-dependence of the HC complex. Due to 
the microscopic nature of the Si screening during the emission process of the electron from 
the positively charged HC center we allow three different values for the permittivity £5; of 
silicon: esi = 11.9 (macroscopic value), £5; = 5 and £5; = 3. However, it can be seen in 
Fig. 1 that such a model bears little resemblance to our experimental results. The observed 
field-dependence (ss 31 meV/104 V cm-1) is much stronger than that predicted by the model 
of Hartke (w 6meV/ 104 Vcm-1 for £s; = 11.9). The strongest field-dependence reported 
in literature [21,22,23] was observed for defects where phonon-assisted tunneling played a 
dominant role in the emission process. However, it was shown previously [19] that neither 

FIG. 1. Electric field-dependence (F) of 
the electron activation energy EA of 
the HC complex in Si. Triangles and 
squares: experimental values measured 
by the DDLTS principle (triangles) and 
taken from reference 19 (squares). The 
solid line represents the computed lin- 
ear regression between EA and F: EA = 
-31 (meV/104 Vcm"1) xF + 185 meV. 
Other curves: theoretical fits with the 
three-dimensional Poole-Frenkel model 
(T = 70 K) using Coulomb potentials 
(dash-dotted lines), a square-well po- 
tential of radius 37.0nm (dotted line), 
and a Gaussian potential with an am- 
plitude of 185 meV and a characteristic 
width of 21.5nm (dashed line). 
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phonon-assisted tunneling nor pure tunneling takes place in the process of electron emission 
from the HC center in the investigated range of temperature and electric field. 

Since the Coulomb potential was found to be unsuitable for describing the experimen- 
tal results, we tried to fit our data to Poole-Frenkel emission from other three-dimensional 
defect potentials, namely a square-well potential and a Gaussian potential. The best fits 
(Fig. 1) that could explain the experimental data are gained for a square-well potential 
with radius r = 37nm and for a Gaussian potential with an amplitude l/0 = 185meV and a 
characteristic width a of 21.5 nm. However, if we compare the range of our fit potentials 
(37 nm and 21.5 nm) with the lattice constant of Si (0.54 nm) we see that such long-range 
defect potentials may only be considered if we are dealing with large defects, i.e., defects 
involving typically more than ten lattice sites, but not with point defects as for a hydro- 
gen atom (a single proton!) bound to C. We conclude that the standard theories used to 
describe the field-enhanced emission of charge carriers from deep levels, namely the Poole- 
Frenkel model and the quantum-mechanical tunneling model, cannot satisfactorily explain 

the experimental data. 
The following model is proposed, in which the observed properties of the HC center are 

explained within the scope of the present theory of the behavior of hydrogen in Si. There is 
theoretical conformity that the charge state of H as well as its energy level are expected to 
depend on its lattice position in the Si crystal [10] although direct experimental evidence is 
still lacking. At zero electric field the equilibrium position of H+ is near the BC site between 
an Si atom and a substitutional C atom. Due to the electric field in the space-charge layer 
of the samples, however, the position of H+ is altered in line with the electric field strength. 
According to the calculations of Denteneer et al. [16] this is accompanied by a change of its 
electronic properties, i.e., the energetic position of the H+/H0 defect level in the Si band- 
gap is changed. Consequently, the strong field-dependence of the HC activation energy of 
;»31meV/104 Vcm"1 is the sum of two effects: (1) a contribution of « 6meV/ 104 Vcm"1, 
which is caused by the field-enhanced emission of electrons described by the Poole-Frenkel 
model with a Coulomb defect potential (assuming eSi = 11.9) due to the ionized center 
being a proton, and (2) a structural term to the amount of « 25meV/ 104 Vcm-1, which 
results from the position-dependent electronic properties of H. 

Charge state-dependent stability of the hydrogen-carbon complex 

The isothermal annealing kinetics at 280 and 310 K of the HC center is investigated at 
zero bias (short-circuit case) in the dark in the three differently doped samples L, M and H. 
It can be seen in Fig. 2 that the concentration N of the HC defect decreases exponentially 
as a function of annealing time t and can be fitted by N(t) = N0 exp(-</r0) for each 
sample type, where N0 is the initial HC concentration at t = 0 and ra is the annealing time 

constant. 
Figures 2a and 2b demonstrate clearly that the annealing time constant ra, which is the 

reciprocal slope of the linear regressions, depends strongly on the dopant concentration of 
the samples, i.e., the position of the Fermi level. From the value EF of the Fermi level the 
probability of occupation PHC" with an electron of either spin of the monovalent HC donor 
can be calculated for each annealing temperature Ta according to [24] 

_  AW 1  (2] 
HC   ~   NHC   ~  \ exP[(ET-EF)/(kTa)] + 1   ' { ' 

356 



100 

*""80 

I11' "'"'-r i 

(a) " 

Ta = 280 K 

O 

§7° lit                       ^v 
.           1xl015om"3 

O60 
X ill   6x1016cm"3 >^ 

§50 
o " I    5x1015cm'3 \_ 

z 
ATI _i . 1 . i ... i ... i 

0       200    400    600    800    1000  1200 
ANNEALING TIME (mln) 

0 50 100 150 
ANNEALING TIME (min) 

200 

FIG. 2. Normalized HC concentration as a function of annealing time for three 
different dopant concentrations at (a) Ta = 280 K and (b) Ta = 310 A'. Squares: 
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where NHCo is the concentration of the neutrally charged HC complexes, NHC is the total 
concentration of HC centers, ET is the energy level of the HC complex at zero electric field 
(185 meV, see above) and k is the Boltzmann constant. Table I shows unambiguously that 
the stability of the HC center depends considerably on the occupation probability P(E) 

with electrons, i.e., the charge state. The HC complex is more stable when the value of 
PHC is smaller, i.e., when a larger portion of the centers is in the positive charge state. 
This is confirmed by previous measurements [12] where it was shown that the HC donor in 
n-Si is only stable inside the space-charge region of a Schottky barrier where the trap level 
is above the Fermi level. When the center becomes neutrally charged and the temperature 
is high enough (sa 250 K) the H dissociates from the substitutional C atom (immobile for 
temperatures around 300 K) and becomes part of a new configuration. Due to the fact that 
C is electronically inactive in Si the charge-state dependence of the annealing behavior of 
the HC defect should exclusively be a property of the H atom. There exists no Coulomb 
interaction between the carbon and the hydrogen atom when H is detached from C. 

Table I: Annealing time constant r„ of the HC complex as a function of the 
occupation probability PHC f°r two different annealing temperatures Ta. 

Ta = 280 K Ta = 310 K 

PHC T„ (min) PHC ra (min) 
0.15 
0.43 
0.91 

1404 
113 
16.2 

0.05 
0.25 
0.79 

204 
12.3 
0.56 
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SUMMARY 

In summary, we have carried out two different experiments which show that the elec- 

tronic and structural properties of hydrogen are coupled, as predicted by theory. The first 
experiment reveals that the energy level of the H+/H0 donor state should change when 
hydrogen alters its lattice position in the Si crystal. Secondly, we demonstrate that the 
stability of the hydrogen species depends on its charge state. Hydrogen at (or near) the BC 
site is more stable in the positive charge state than in the neutral one. Both results are in 

perfect agreement with theory. 
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ABSTRACT 

The diffusivity of deuterium (D) at 250°C was determined in silicon samples grown by 
different techniques. It is found that the diffusivity increases with the growth speed, increase in 
carbon content and a decrease in oxygen concentration of the substrate. These growth 
conditions correlate well with the concentration of vacancy-type defects in the as-grown state. 
Hence, we conclude that a vacancy mechanism is responsible for low-temperature hydrogen 
diffusion in silicon. The highest diffusivity for hydrogen, calculated from these data, was 
found to be 3 x 
10"7 cm2/s. 

INTRODUCTION 

It is now well known that hydrogen greatly influences the characteristics of a variety of 
silicon devices. It has been determined that observed improvements in the device performance 
due to treatments in hydrogen-containing ambients, such as forming gas (FG) or water vapor, 
involved unintentional introduction of hydrogen [1-3]. Such results have generated a great deal 
of interest in the use of hydrogen for passivation of interface and bulk defects. Recent 
understanding of the role of hydrogen passivation in silicon has led to the use of hydrogen 
treatments in the fabrication of a number of devices. Many of these treatments involve low 
process temperatures, typically <500 °C. Hence, there is considerable interest in studying 
properties of hydrogen that relate to its diffusion and passivation in silicon at temperatures 
below 500 °C. Our current work relates primarily to the bulk diffusion and passivation by 
hydrogen in silicon. Deep diffusion of hydrogen in Si is particularly important for solar cell 
processing because significant improvements in the solar cell performance require that 
hydrogen must diffuse (and passivate) the entire bulk of the device. 

Diffusivity of hydrogen was determined first by Van Weirengen and Warmohltz 
(VWW) by measuring its permeation rate through a cylinder of silicon at temperatures above 
900°C [4]. Their data for H diffusivity, Dh, fit the following expression: 

Dh = 9.67 x 10-3 exp (Ea/kT) cm2/sec (1) 

where Ea = -0.48 eV is the activation energy, k is the Boltzmann's constant, and T is the 
temperature. These results agree well with the expected high diffusivity of hydrogen based on 
interstitial diffusion. An extrapolation of these data to lower temperatures gives the value of 
Dh = 2.3 x 10"7 cm2/sec for 250°C. However, experiments performed to measure diffusivity of 
hydrogen in silicon at lower temperatures do not produce consistent results and, in general, 
show diffusivity values considerably lower than calculated from equation 1. These 
experiments have shown that hydrogen diffusion is influenced by a number of factors. For 
example, the diffusivity is higher in a p-type vs. an n-type substrate, in higher resistivity 
material, and in float zone (FZ) vs. Czochralski (CZ) material [5, 6]. These variations in the 
diffusivity are reconciled by invoking trapping of hydrogen by impurities and defects present in 

359 

Mat. Res. Soc. Symp. Proc. Vol. 378 ° 1995 Materials Research Society 



the material. This hypothesis leads to a general inference that the diffusivity of hydrogen in 
lower quality material should be lower than in typical FZ material. However, it has been 
observed that hydrogen can diffuse very rapidly in solar cells, fabricated on low quality 
material, to produce effective bulk passivation [7]. These deep diffusions are indirectly 
confirmed from solar cell analyses [8-10]. The objective of this work is to determine the 
properties of the substrates that influence the hydrogen diffusion. 

EXPERIMENTAL 

We have carried out deuterium diffusions in silicon substrates grown by different 
techniques. The materials selected for this work consisted of FZ, CZ, ribbon, and cast 
polycrystalline wafers. These samples were all p-type with resistivity of = l£i-cm. Deuterium 
diffusions were done in a low-energy Kaufman ion source. The diffusivity was determined 
from erfc fit to the SIMS depth profiles. The choice of low-energy implantation was made 
because it allows high concentrations of D to be incorporated in the sample. This facilitates the 
measurement of deep profiles needed for diffusivity measurements. 

Results: 

Since our experiments are intended to determine the diffusivity from the diffusion 
profiles, it is necessary to establish the validity of such computation. It is particularly 
important to determine if the diffusivity is controlled by a single mechanism. It is therefore 
instructive to analyze a typical diffusion profile due to a low-energy implantation process. 
Figure 1 shows SIMS deuterium profiles in three samples taken from the same large-grain 
polycrystalline ribbon, deuterated at three different temperatures 150°C, 250°C, and 350°C. 
The samples were taken from the same grain to ensure the same material properties. The 
deuteration was performed at 1.5 K eV, with a beam current density of 0.6 mA/cm2. The 
diffusion profiles were measured by a CAMECA system that can have a measurement 
sensitivity for D of about 1015/cirw. 

The diffusion profiles show several features that are characteristic of the depth from the 
surface. These regions are labeled as I, II, and III in Fig. 1. The region I near the surface 
shows a profile that is typical of ion implantation damage. The damage depth can be predicted 
from a well-established energy dissipation model discussed in references [11, 12]. This 
process results in a peak in the D concentration that lies about 0.1 um below the surface of the 
wafer. In region II, the D profile shows a rapid decrease in the concentration to a level that is 
close to the solubility of D in the wafer (as discussed later). The region HI typifies diffusion 
from a D-rich surface that acts as a source of D. Analysis has shown that the depth of region I 
increases with an increase in the ion energy and depends only weakly on the temperature. 
TEM analysis has shown that this region contains a high density of dislocation loops and some 
stacking faults. Under these low energies, there is little or no amorphization of silicon but, in 
many cases, nucleation of "platelet" type of defects is observed. Such defects have highly 
crystallographic features and are found lying in (111) planes, with oblong axis along <112> or 
<110> directions. The platelets can, however, penetrate deeper into regions II and III. The 
region III reflects the bulk diffusion properties of D. 

It is seen that the profile at 150°C has several kinks in region III indicative of trapping 
processes and involvement of several different diffusion mechanisms. At 250 °C and above 
there appears to be a single diffusion mechanism present. As discussed below, the diffusion 
profile in region III can be well fitted by a erfc profile, indicating a single diffusion 
mechanism. 

It is thus clear that meaningful diffusivity values can be determined from the diffusion 
profiles fitted with the erfc profiles. Figure 2 shows diffusion profiles of deuterium in two cast 

360 



ü 

21 

ü 
w 20 
E 
o 

■*-* ro 1 
O) 
o 19 - 
_J ~n.' 

tt c g 150 cH^ 
18  ^      ^ 

nr ^^soc1^ ■%^350C 
c 
0) u 
c 
o 17 - 
ü 

16 ■ 

0.2 0.4 

Depth (microns) 

0.6 

Figure 1.     SIMS profiles of deuterium in p-type Si ribbon samples 
at three different temperatures. Deuteration was done 
by low-energy implantation 

samples taken from the same ingot which differ only in the oxygen concentration. The data 
beyond the depth of 0.5 um is fitted with an erfc profiles that yield the diffusivity values of 1.5 
x 10"8 and 2.4 x 10"9 for the low and the high oxygen content samples, respectively. The 
corresponding values of Dh, obtained by multiplying Dd values by (2)1/2 to correct for the 
effects of lower mass, are 2.1 X 10"8 cm2/sec. and 3.4 X 10"9 cm2/sec, respectively. Figure 2 
also shows that if the fitted profiles are extrapolated to the surface region, they intercept the 
surface at a value of 1017/cm3. This concentration is greatly lower than the actual 
concentration at the surface. We believe 1017/cm3 represents the solubility of D if there was no 
surface damage i.e. the bulk solubility. 

We have used this procedure to determine the diffusivity of D for a number of silicon 
materials grown by different techniques. Figure 3 shows the diffusivity of five different silicon 
materials of nearly the same resistivity. The major differences in these growth techniques are 
the growth rate, and the concentrations of oxygen and carbon in the material. In addition, the 
solar grade materials have higher impurity concentrations and higher defect densities. The 
sample RP-1 is a polycrystalline ribbon grown by laser recrystallization method. This sample 
has low impurity levels and was grown at 2.5-cm/min. The other ribbon sample, RP-2, was 
polycrystalline silicon grown by the edge-defined film-fed growth (EFG) method from ASE 
Americas (previously Mobil Solar). The EFG technique utilizes a graphite die, inserted into 
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the silicon melt, to shape the growth in the form of a nonagon. The growth rate for this sample 
was 1.5-cm/min. This material has a low concentration of oxygen and near-saturation levels of 
carbon. Hence, this ribbon sample is expected to have a vacancy concentration close to that of 
RP-1. The sample CP was polycrystalline silicon grown by a casting technique. In this 
technique, the melted silicon solidifies from the bottom toward the top of the ingot. The 
growth rate in a casting process is typically higher than that of the CZ and FZ processes but 
lower than ribbon growth techniques. The sample FZ and CZ were commercial single crystal 
wafers grown by standard processes. 

DISCUSSION 

From the experiments described above we have determined bulk solubility value for D, 
at 250°C to be Ixl017/cm3. Through experiments involving implantation (and diffusion) at 
different energies, we have found that the concentration of H or D at the surface increases with 
an increase in the ion energy. Hence, it is concluded that the solubility of H or D in silicon 
increases with an increase in the degree of damage. Such results have also been observed by 
other researchers, and has also been attributed to trapped H(D) at non-equilibrium defects 
produced by implantation damage [13]. Although the questions of solubility and trapping 
remain unresolved, it is clear that the bulk solubility value obtained by this procedure is free 
from trapping effects due to dopants because, at 250°C, the dopant related trapping is unlikely. 
Furthermore, the solubility value of lxlO^/cm^ is considerably higher than the boron 
concentration in our samples. 

From the above results it is clear that the diffusivity depends on material parameters 
other than resistivity. It is seen that diffusivity increases with increase in growth rate, carbon 
concentration, and decreases with oxygen content. It is interesting that the same factors also 
influence the vacancy concentration in silicon. The vacancy concentration is expected to 
increase in the following monotonically increasing manner: CZ -> FZ -»CP -> RP-2 -> RP-1. It is 
therefore concluded that the diffusivity of hydrogen in as-grown silicon depends on the 
vacancy concentration. We have proposed that hydrogen forms a complex with a vacancy, and 
such a complex has a high diffusivity, close to that of a vacancy. Theoretical studies have 
shown H can interact with a neutral or negatively charged mono-vacancy, and that the energy 
associated with the vacancy assisted motion of a hydrogen atom is lower than that of the 
vacancy alone [14]. 

In order to verify that vacancy concentration in the as-grown substrates varies in the 
order mentioned above, we performed Positron Annihilation Spectroscopy on these samples. 
Although these results are not quantitative, the PAS has shown that qualitatively the increase in 
the concentration of the vacancy type of defects is in accordance with the above order [15]. It 
was also found that the defects in the solar cell materials are not mono-vacancy type but 
vacancy clusters [15]. The mobility of such clusters is not expected to be high. However, it is 
conceivable that at the processing temperatures such vacancy clusters will dissociate allowing 
hydrogen to be coupled to mono-vacancies. It is known that dissociation of vacancy clusters 
can occur at moderately low temperatures. Indeed this mechanism would explain why kinks in 
Figure 1 do not appear at or above 250°C. One would also expect that hydrogen-vacancy 
complex would not experience significant trapping. 

It is interesting to note from Fig. 3 that the maximum hydrogen diffusivity value of 7 x 
10"8 cm2/sec at 250°C is slightly lower than obtainable from VWW data. This value is also 
lower than the expected diffusivity of vacancies.   This result may suggest that coupling of 
hydrogen to vacancy lowers the diffusivity of vacancies but enhances diffusivity of hydrogen 
by minimizing trapping. 

363 



These conclusions are very important to solar cells in terras of identifying the materials 
that can respond favorably to impurity and defect passivation. Experimental results on solar 
cell passivation show that hydrogen introduced from the backside can produce passivation of 
the entire cell [16]. However, if the oxygen concentration is high (>20 ppma) very little or no 
passivation effect is observed. Likewise, rapidly grown ribbon cells exhibit a high degree of 
passivation. 

The results of this work are only preliminary indications that the low-temperature 
diffusion involves vacancy participation. Further experiments are underway to determine 
diffusivity as a function of temperature for FZ material grown at different speeds, and in the 
presence of vacancy injection. 
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ABSTRACT 

Si wafers subject to short-time (4-12 min.), low-temperature atomic hydrogen 
cleaning in an electron cyclotron resonance (ESR) plasma system have been annealed 
subsequently in the temperature range 300-750 °C for 20 mins. While only a small 
broad peak is seen immediately after hydrogenation, several pronounced and distinct 
majority carrier trap levels show up in deep level transient spectroscopy (DLTS) 
measurements of subsequently fabricated Schottky diodes on samples annealed at 
450 °C and above. The concentrations of these deep levels reach a maximum at 
anneal temperatures around 500 °C and drop substantially beyond 750 °C. This 
phenomenon appears to be unrelated to the presence of oxygen in Si and is of 
potential importance in silicon processing technology. 

INTRODUCTION 

The role of hydrogen in crystalline silicon is of considerable applied interest in 
Si technology due to its inevitable presence in several processing steps such as 
plasma etching and deposition as well as Si surface cleaning and passivation. A body 
of experimental results in recent years also attests to possible future applications of 
hydrogen; these include improvement of MOS (metal-oxide-semiconductor) gate oxide 
integrity with pre-oxidation high-temperature H2 anneal,1 passivation of ion 
bombardment damage at Si/Si02 interface with atomic hydrogen,2 and suppression of 
oxygen precipitates in SIMOX (Separation by Ion Implant Oxidation) process with 
hydrogen implantation.3 The interaction of hydrogen with Si encompasses a variety 
of topics such as dopant-hydrogen complexes, passivation of defects, and hydrogen- 
induced defects.4 

The behavior of non-dopant species in Si is also considerably influenced by the 
presence of hydrogen. An interesting finding concerns the enhancement of thermal 
donor (TD) formation in (Czochralski-grown or CZ) Si when the necessary thermal 
annealing step is done in a hydrogen plasma 5'6. This hydrogen-assisted TD formation 
has been studied by infrared (IR) and spreading resistance measurements. TDs are a 
consequence of oxygen present in CZ Si and usually arise from prolonged thermal 
anneal at around 400 °C. In continuation our study of the surface electrical properties 
of Si following low-temperature ECR H plasma cleaning,7 we have uncovered 
generation of pronounced deep level defects in both p-type and n-type Si when the 
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wafers were subsequently annealed at 450 °C and above for short durations (20 min.). 
The defect concentrations peak at an anneal temperature of around 500 °C and drop 
to negligible values above 750°C. While this temperature dependence is similar to that 
of thermal donors characteristic of CZ Si, our studies with CZ-Si of different oxygen 
concentrations suggest that the generation of these deep level defects is unrelated to 
the oxygen concentration in Si. 

EXPERIMENTAL TECHNIQUE 

The wafers used in this study were 6 inch diameter boron-doped p-type 
<100> Si and phosphorous-doped <100> Si, both CZ-grown with resistivity in the 
range 1-20 ohm-cm. The hydrogen plasma cleaning chamber is a downstream Varian 
ECR module operated at 2.45 GHz. The wafers were exposed to an H ECR plasma 
(2.5 mTorr pressure and 15 seem H2 flow) at a net microwave power of about 800 
W for periods of 4, 8 and 12 mins. The temperature rise of the Si substrates was 
estimated to be below 200°C during the treatment. 

The evolution and annihilation of defects following the ECR hydrogen plasma 
treatment was monitored by 20 min. isochronal anneal in N2 of different sets of 
samples at temperatures over the range 300 -750 °C. After an HF drip to remove any 
native oxide, suitable Schottky (Au for n-Si and Al/Ti for p-Si) and ohmic contacts 
were deposited by thermal evaporation on all the chips. 

RESULTS AND DISCUSSION 

The current-voltage (l-V) and capacitance-voltage (C-V) characteristics of the 
devices reveal changes in Schottky barrier height for both n- and p-Si, and 
considerable dopant deactivation in p-Si due to the well-known B-H complex 
formation. Bias-temperature anneal of the latter devices also show the expected drift 
of hydrogen as H* from the high electric field region near the interface to the lower 
field bulk region. 

The DLTS measurements were carried out on the Schottky diodes using a 
BioRad system. The absence of DLTS signal for control samples (no H plasma or 
anneal) reveals defect concentrations below the detection limit (< 10" cm"3 ). The 
samples exposed to the ECR H plasma displayed a single broad peak, with a bias 
dependence of the peak suggesting a shallow depth profile. We shall designate the 
electron and hole traps as E and H respectively, followed by numbers in parentheses 
specifying the location in energy (eV) from the conduction and valence band edges 
respectively. For a reverse bias of -2 V and filling pulse height of 0.5 V, the 4 min. 
exposed n-sample has a dominant (majority carrier) peak E(0.42) with a concn. of ~ 
1.6 x 1012 cm"3; the corresponding values for the p-sample are H(0.47) and ~1.2x 
1012 cm"3 respectively. Since the low-energy H plasma could cause very little lattice 
damage, we attribute these levels to hydrogen-induced defects that are electrically 
active. 
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The H plasma cleaned (as well as control) samples were annealed for 20 min. 
in N2 at temperatures varying from 300 to 750 °C. For the H plasma cleaned n-Si 
sample, there is only a slight broadening of the E(0.42) peak, with a slight reduction 
in concentration after the 400 °C anneal. However, after a 450 °C anneal four strong 
new peaks - E(0.25), E(0.36), E (0.53) and E(0.64) - begin to emerge. They are greatly 
accentuated at slightly higher anneal temperatures, and the dramatic change in the 
defect states of the 4 min. H plasma cleaned n-type Si samples before and after a 
530°C-20 min. anneal is shown in Fig. 1. The E(0.42) H-related defect peak of the 
sample before the anneal is hardly visible on the scale of Fig. 1. On control samples 
that were annealed simultaneously with the H cleaned samples none of the above 
peaks were detected, thus confirming that these levels are a consequence of H in the 
Si and not due to any possible heavy metal contamination. 

N-Si 
4 min H plasma cleaned sample 
Rate window = 200 /sec 

-i IS 

:                           E(0.23) 
-. 2a 

■                <b)  /          \ 
E(0.53) 

13 

:                 /               \ E(0.36) 

E(0.64)   " ia 

:                                   (a) E(0.42) 
»-a: 

xia'z 

3 

1 sa                      isa zaa 23a 3 W 

Figure 1 DLTS spectra of n-type Si sample exposed to ECR H plasma for 4 min. (a) 
before and (b) after annealing at 530 °C for 20 min. In the designation E(x), 
E denotes electron trap and x its location in eV below the conduction band 
edge of Si. 

Fig. 2 shows the concentrations of the various peaks seen in H cleaned n-Si 
samples as a function of the anneal temperature. This pattern is rather similar to that 
of thermal donors (TD) well known to occur in oxygen-rich CZ-Si under long-term 
(20+ hours) anneal at - 400-450 °C and be annihilated at ~ 750 °C. While we are 
not aware of any reports of the above electron trap levels associated with thermal 
donors in n-type CZ Si, similarities with thermal donor behavior are evident. For 
instance, the trap concentrations reach their maxima at 500 °C, and decrease 
gradually at higher temperature. Further, under an extended anneal at 500 °C for 30 
min., the concentrations of deep levels increase (not shown in figure) as expected for 
thermal donors. But as will be shown below, this appears to be a mere coincidence 
and the mechanisms of thermal donor enhancement by H plasma and deep level 
formation reported in this study are quite different. 

367 



40 

-#-E(0.42)             -e-E(0.25)             -B-E(0.36) 
35 

~^-E(0.53)             -A-E(0.64) 

f*l 30 © 
E l\ 

r)U 25 1 \                            - 
o /      A 

X 20 —                                                 /    W\ 

c /  lJ°h   —^it^ o 15 / 93\\      ^\ 

b» 

c 10 r                                                             !//   &^      ^\ 
<D 
O c 5 o 
U 

0 

( 
• 9   *     ,             ,             /\$ 

)        100     200      300     400      500     600      700     800 

Temperature (°C) 

Figure 2 Annealing    behavior    of   thermally 
induced defects for the 4 min. ECR H 
plasma cleaned n-Si samples. The 
anneal time is 20 min. at each 
temperature. In the designation E(x), E 
denotes electron trap and x its 
location in eV below the Si 
conduction band edge. 

The formation of deep levels 
under thermal anneal of H plasma 
cleaned p-Si has also been seen in 
our study. As shown in Fig. 3, 
distinct peaks of pronounced 
magnitude [H(0.19), H(0.46) and 
H(0.56)] develop after the anneal. 
As in the case of n-Si, control p-Si 
samples subject to the same 500 
°C - 20 min. anneal do not show 
any of these peaks. An earlier 
study of anneal in hydrogen 
plasma (300 °C - 3 hr.) has also 
revealed several hole traps ranging 
in energy from 0.07 to 0.49 eV8, 
and contrasts with the frequent 
passivation of defects - including 
the oxygen-related TD - by 
hydrogen plasma 9. To reiterate, 
our samples had the H plasma 
exposure without any intentional 
heating of the wafers, and the 
annealing was done subsequently 
in an inert ambient. 

It has been reported that 
thermal anneal of Si in a hydrogen 
plasma enhances oxygen diffusion 
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Figure 3 DLTS spectra of 4 min. H plasma treated p-Si (a) before and (b) after annealing 
at 500 °C for 20 min. In the designation H(x), H denotes electron trap and x 
its location in eV above the valence band edge of Si. 
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as well as TD formation, while anneal in molecular hydrogen does not. 10 In addition, 
the TDs appear only after a minimum anneal time of ~ 2 hours in the hydrogen plasma 
at -400 °C, suggesting a diffusion-limited process. It is hence rather surprising that 
a 4 min. ECR H plasma clean followed by a 450 °C anneal for a duration as short as 
20 min. can give rise to such pronounced deep level defects in both n- and p-Si. 
Incidentally, we have also carried out parallel anneal experiments of ECR Ar plasma 
cleaned Si, and none of the above deep levels are detected in these samples. Thus the 
presence of these deep levels only in the H plasma treated samples precludes the 
possible involvement of Cu or Fe, which are known to create vacancies during cool- 
down and enhance TD formation." Moreover, as the H plasma exposure time 
increases, the concentrations of the deep levels after anneal increase. 

In order to verify any correlation between these post-H-plasma thermal anneal- 
induced deep level defects and enhanced thermal donor generation in H-plasma-treated 
Si, we ECR-hydrogenated magnetic CZ (MCZ) samples with lower oxygen 
concentration (5 ppma) along with conventional CZ samples (10-12 ppma). The deep 
level concentration in the MCZ samples turned out to be higher, thus precluding the 
role of oxygen in the defect activation process. In fact, we have observed 
development of the deep levels even in epitaxial Si films that incorporate minimal 
amounts of oxygen. Thus the deep level generation phenomenon reported here is 
unrelated to the enhanced thermal donor generation in H-plasma-treated Si, and has 
its origins elsewhere. 

SUMMARY 

In summary, we have observed strong distinctive DLTS peaks developing on 
ECR hydrogen plasma cleaned n- and p-Si after the samples have been annealed at 
450 °C for durations as short as 20 min. On isochronal anneal, the concentrations of 
these levels monotonically reduce at temperatures above 500 °C, and reach negligible 
levels above 750 °C. The absence of correlation between these defects and the 
oxygen concentration in the Si rule out any relation to the recently reported hydrogen- 
enhanced thermal donor formation in Si. One possible speculation on the nature of this 
phenomenon is that these hydrogen-induced latent defects may be the consequence 
of Si microcavities arising from the high-fluence ECR hydrogen plasma. The defects 
are then electrically inactive immediately after the hydrogenation, due apparently to 
the (self-)passivation by H. Anneals at temperatures above 450 °C then activates 
these defects by the thermal release of passivating H-species. 

ACKNOWLEDGMENTS 

We would like to thank Drs. Wilman Tsai and Mary Day of Varian Research 
Center for carrying out the ECR plasma cleaning of the wafers. We also acknowledge 
the generous support of the Nam Foundation, Korea. 

369 



REFERENCES 

1. N. Adachi, H. Nishikawa, Y. Komatsu, H. Hourai, M. Sano and T. Shigematsu, 
in Defect Engineering in Semiconductor Growth, Processing and Device 
Technology, edited by S. Ashok, J. Chevallier, K. Sumino and E. Weber (Mater. 
Res. Soc. Proc. 262, Pittsburgh, 1992), p. 815. 

2. S. Kar and S. Ashok, J. Appl. Phys. 73, 2187 (1993). 

3. B. Mizuno, M. Kubota, N. Nomura and M. Yamamoto, J. Appl. Phys. 62, 2566 
(1987). 

4. N.M. Johnson, C. Doland, F. Ponce, J. Walker and G. Anderson, Physica B 
170, 3 (1991). 

5. H.J. Stein and S. Hahn , Appl. Phys. Lett. 56, 63 (1990). 

6. R. Murray, A.R. Brown and R.C. Newman, Materials Science and Engineering 
B4, 299 (1989). 

7. C.W. Nam, S. Ashok, W. Tsai and M.E. Day, J. Vac. Sei. Technol. B 5, 3010 
(1994). 

8. J.M. Hwang, D.K. Schroder and W.J. Biter, J. Appl. Phys. 57, 5275 (1985). 

9. S.J. Pearton, A.M. Chantre, L.C. Kimmerling, K.D. Cummings and W.C. 
Dautremont-Smith in Oxygen, Carbon, Hydrogen and Nitrogen in Silicon, 
Edited by J.C. Mikkelson, Jr. et al Mat. Res. Soc. Proc. 59 , Pittsburgh, 1986) 
p. 475. 

10. R. Murray, Physica B 170, 115 (1991). 

11. R.C. Newman, A.K. Tipping and J.H. Tucker, J. Phys. C 18, L 861 (1985). 

370 



HYDROGEN AND LITHIUM PASSIVATION OF GOLD IN SILICON : 
A COMPARATIVE STUDY 

E.Ö. SVEINBJÖRNSSON*, S. KRISTJANSSON**, O. ENGSTRÖM*, and H.P. GISLASON** 
*Department of Solid State Electronics, Chalmers University of Technology, 
S-412 96 Göteborg, Sweden 
"Science Institute, University of Iceland, Dunhaga 3, IS-107 Reykjavik, Iceland 

ABSTRACT 

We report studies of passivation of the gold center in silicon by hydrogen and lithium using 
deep level transient spectroscopy (DLTS), capacitance voltage (CV) profiling and secondary ion 
mass spectroscopy (SIMS). Both lithium and hydrogen are able to remove the electrical activity 
of the gold center from the silicon band gap but the passivation mechanisms are different. In the 
case of lithium the passivation is most likely due to a Coulomb attraction between lithium donors 
Li+ and gold acceptors Au". No complex formation is observed between Li+ and Au°. In con- 
trast, hydrogen is able to passivate the gold center without the need of opposite charge states of 
the species involved. Two Au-H complexes are observed, one (G) electrically active, and another 
(PA) passive. Based on the annealing kinetics of these complexes we propose that the active 
complex is a Au-H pair and that the passive complex contains two H atoms (Au-H2). 

INTRODUCTION 

The possible use of hydrogen to deactivate deep impurities in silicon has been investigated 
considerably in recent years1. From technical point of view such a passivation technique is an al- 
ternative method to gettering2, where the aim is to suppress the concentration of deep level 
metallic impurities in the active regions of devices. However, the thermal stability of the passi- 
vation is in general too low to be of practical use1. Another drawback is that new deep levels re- 
lated to hydrogen and the metal impurities are sometimes observed after hydrogenation3"6. The 
purpose of this work is to investigate whether lithium is able to electrically passivate transition 
metal impurities and if so, compare it with hydrogen passivation. This study is supported by re- 
cent investigations of Li-doped GaAs where it was demonstrated that both shallow and deep ac- 
ceptors in GaAs are passivated by lithium7'8. Lithium is a fast interstitial diffuser in silicon with 
high interstitial solubility9 and acts as a shallow donor at Ec - 0.034 eV10. In this paper we report 
lithium passivation of gold acceptors in n-type silicon and compare the results with our new 
findings concerning hydrogen-gold complexes. 

EXPERIMENTAL DETAILS 

In the Au-H study presented here we used p-type silicon with resistivities between 1 and 70 
flcm. The details of the gold doping procedure have been given elsewhere5. Atomic hydrogen 
was introduced into the surface layers of the wafers by means of wet chemical etching3'5. 
Schottky contacts were formed by evaporation or sputtering of aluminum or titanium at room 
temperature and GaAl was used as an ohmic contact. 

The starting material in the Li study was gold-doped FZ n-type silicon with resistivities be- 
tween 8.5 and 11 Qcm. After etching and cleaning the samples were covered with Li (99.9%) in 
mineral oil emulsion. The samples were then heat-treated in a diffusion furnace in open quartz 
boats using argon ambient. The usual procedure was a Li pre-deposition at 300-350°C for 10-30 
minutes, after which excess Li was removed from the surface of the samples. Lithium was driven 
in using heat treatment between 250 and 350°C followed by rapid quenching in liquid nitrogen. 
Finally the samples were polished and etched and Al-Schottky diodes were fabricated. Two 
types of reference samples received the same heat treatment as the Au-Li co-doped specimens: 
1) samples doped only with Au and 2) samples doped with Li alone. The gold acceptor concen- 
tration in the gold-doped reference samples did not change during the processing. DLTS 
revealed no deep levels in the lithium-doped reference samples. 
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RESULTS AND DISCUSSION 

Lithium passivation of gold acceptors 

SIMS analysis and CV profiling revealed that most of the lithium in the Au-Li co-doped 
samples was electrically active as shallow donors and the Li density was in most cases uniform 
throughout the samples11. Figure 1 shows typical DLTS spectra of lithium-diffused gold doped 
samples after heat treatment at different temperatures. After Li diffusion at 300°C the sample 
was slowly cooled to 100°C and kept at this temperature for 12 hours. This resulted in active 
lithium donor concentration of 5x10l4 cm-3. Thereafter the sample was polished and etched and 
divided into a number of 5x5 mm2 specimens, and each piece was then annealed at a specific 
temperature, as indicated in the figure, for 30 minutes followed by quenching in liquid nitrogen. 
After surface cleaning, several Schottky diodes were made from each specimen. 

The peak at 270 K is due to the gold acceptor level3 with an activation energy AE = 0.54 eV 
(including T2 adjustment) and an electron capture cross section an = lxlO-16 cm2. The feature 
labeled LI has AE = 0.41 eV and Gn =1.5xl0"17 cm2 . No temperature dependence of this 
capture cross section is observed within the temperature range 225-256 K. This new signal is not 
observed in either type of reference samples. The small peak labeled Gl (AE = 0.19 eV, an = 
lxlO-17 cm2) has been studied previously3 and arises from an acceptor level of a hydrogen-gold 
complex. Gl is only found in the surface region of the sample and is due to injection of 
hydrogen during wet chemical etching. 

Reference samples doped with gold but no Li show DLTS spectra that are similar to spectrum 
f, corresponding to gold concentration of approximately 2xl014cnr3. We notice that gold accep- 
tors are reactivated with increasing annealing temperature while the LI peak is strongest at 
250°C. In addition, the reactivation and passivation of gold acceptors is reversible; the amount of 
active gold acceptors is only dependent upon the final heat treatment, as long as no out-diffusion 
of Li takes place. SIMS and CV analysis reveal that the lithium concentration within the samples 
usually remains constant during the annealing cycles. The passivation of gold is stable at room 
temperature; storage for several months had no effect on the DLTS spectra. 

The above results suggest that the LI trap is related to both gold and lithium. This is even 
more apparent when the dissociation of LI is studied during reverse bias annealing (RBA). 
Figure 2 shows the concentration depth profiles of LI and the Au acceptors before and after re- 
verse bias annealing at 100°C for 30 minutes. At this temperature the dissociation and the for- 
mation of LI are in equilibrium, as is clearly evident outside the depletion region. However, 
inside the space charge region there is a net dissociation of LI. This is probably due to the 
electric field within the space charge layer which rapidly drives the positively charged lithium 
towards the surface and results in a net dissociation of LI and an equal increase in the Au signal. 
This demonstrates the participation of gold in LI and suggests that LI contains one Au atom. 
Au-Li co-doped samples without LI traps do not show any change in the gold acceptor density 
after similar heat treatment. 

Figure 1. Reactivation of lithium 
passivated gold acceptors as a func- 
tion of temperature. Tlie samples were 
first heat-treated at 100°C for 12 hours 
and each sample was then annealed 
for 30 minutes at the temperature indi- 
cated. Gold acceptors are fully reacti- 
vated after annealing at 400*C for 30 
minutes (sample f). 
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Figure 2. Depth profiles of LI and active gold 
acceptors before and after reverse bias annealing 
at 100°C for 30 minutes using a bias of - 4 V. The 
depletion layer edge W during the heat treatment 
is at approximately 2.6 um. 
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Figure 3. Estimation of the binding energy of 
Au-Li pairs. 

The strong passivation of gold acceptors by lithium suggests that a long-range Coulomb inter- 
action between mobile interstitial Li donors and immobile Au acceptors is responsible for the 
passivation. It is possible to describe the equilibrium concentration of such Au-Li pairs by the 
law of mass action12 

[N(AU - Li)° 1 / [NAU-] [NU
+

] = (1/Ni) exp [AS/k] exp [-AH / kT; (1) 

where [N(Au - Li)°l is the equilibrium concentration of neutral Au-Li pairs, [NAU"] is the fraction 
of the negatively charged gold given by Fermi-Dirac statistics, [Nij+] the lithium donor concen- 
tration, Nj is the number of possible sites for the pair, AH is binding enthalpy of the pair and AS 
is the entropy change. The concentration of Au-Li pairs is estimated by [N(Au - Li)°] = [NAu,t] - 
[NAu] - [Nu], i-e. both the remaining active gold density, [NAUL and the LI concentration, 
[NLI], are subtracted from the initial gold concentration [NAU,J = 2xl014 cm"3. The phosphorus 
donor density was 5x1014 cm"3. The time needed to reach equilibrium was shorter than 30 min- 
utes in the temperature range 150-400°C. We determined the binding energy of the Au-Li pair 
from the Arrhenius plot of equilibrium data. A least squares fit to the data in figure 3 gives a free 
binding energy ED = -AH = 0.87 ± 0.04 eV and a prefactor of 3xl0"23 + 2xl0"23 cm3. The prefac- 
tor is an estimate of (1/N;) exp[ASo/k], where AS0 is the temperature-independent part of the en- 
tropy. N; is often12 of the same order as the silicon lattice density Nsi = 5xl022 cnr3. This sug- 
gests that the entropy term is small. 

In general we observe that diffusions giving Li concentrations above = lxlO15 cnr3 result in a 
decrease of the active gold acceptor concentration by more than two orders of magnitude, or 
below the detection limit of the DLTS system (5xl0n cm"3). For lithium concentrations in the 
lxlO14 - lxlO15 cm-3 range, LI appears after lithium diffusion at the same time as a significant 
gold passivation occurs. From a series of experiments using different Li concentrations we ob- 
serve that the portion of gold which is neutral at the annealing temperature (< 200°C) is not 
passivated by lithium while virtually all negatively charged gold atoms are passivated11. Hence, 
in order to strongly passivate the gold atoms the Fermi-level must be well above the gold ac- 
ceptor level at the annealing temperature. This is also supported by our investigations of p-type 
samples co-doped with gold and lithium where no significant gold donor passivation is observed 
after Li diffusion. 

It is possible that Li occupies different interstitial sites in the two Au-Li complexes, one 
resulting in passivation of gold acceptors and the other responsible for the LI level. Alteheld et 
al13 reported two separate gold-lithium centers, identified as an orthorhombic Au-Li pair and a 
trigonal Au-Li3 complex by EPR and Double ENDOR studies. The Au-Li pair in their work is 
one possible candidate for the gold passivation observed in the present work. The Au-Li3 
complex has a single donor level within the band gap above Ec - 0.4 eV13. It is possible that LI 
is the donor level of this complex, although the electron capture cross section (an = 1.5xl0"17 

cm2) is smaller than expected for a single donor trap. 
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Hydrogen passivation of gold 

Figure 4 summarizes the reactions that we have observed between gold and hydrogen14. 
Three deep levels Gl, G2, G4 are observed after etching and we attribute them to the same Au-H 
complex. This complex is labeled G. Another Au-H complex PA (passive) has no deep levels in 
the band gap. In this paper we concentrate on the G2 => PA transition and present data which 
suggests that PA contains a larger number of hydrogen atoms than the G complex. 

In p-type Si we used reverse bias annealing to drive in atomic hydrogen from the surface 
layer into the bulk5. This is monitored by studying the active boron acceptor depth profiles from 
CV analysis before and after RBA. Figure 5 shows the corresponding depth profiles of active 
boron acceptors, gold donors and G2 before and after RBA at 120°C using -3 V bias for 10 
minutes. The depletion layer edge during the RBA was at approximately 1.4 um. We note the 
correlation between the trap profiles and the active boron profile. During the heat treatment B-H 
pairs dissociate and the released positively charged atomic hydrogen ions are driven towards the 
depletion layer edge where three processes occur: 1) new B-H pairs form, 2) the active gold 
donor density decreases and 3) the G2 concentration increases by roughly the same amount. We 
observed earlier that all these changes follow the depletion layer edge and that the profiles can be 
modulated by adjusting the reverse bias5. Furthermore, no significant changes of the trap profiles 
are observed if the samples are annealed under a reverse bias at lower temperatures where the B- 
H pairs are stable5. This demonstrates that the B-H pairs act as a source of hydrogen and the G2 
trap is evidently hydrogen-related. No passivation of gold donors is observed at this temperature, 
i.e., the G2 concentration fully accounts for the decrease of the gold donor concentration. This is 
no longer true if the temperature is raised to 150°C as demonstrated below. 

The annealing behavior of G2 at 150°C depends on the hydrogen concentration in the vicinity 
of the complex. G2 transforms only into the passive Au-H complex PA if free atomic hydrogen 
is available. Otherwise, G2 dissociates at a slow rate. This is demonstrated in figures 6 and 7. 

Figure 6a) shows reactivation of boron acceptors during annealing at 150°C without bias. The 
sample was first annealed as in figure 5. Majority of the B-H complexes were dissociated after 
about 30 minutes annealing and no significant change was seen in the active boron acceptor 
density upon further annealing (not shown). A reference sample showed that the remaining B-H 
density after 60 minutes zero bias annealing at 150"C was = 5xl014 cnr3 at depths between 1.1 
and 1.6 um. This means that atomic hydrogen is available at these depths during the heat 
treatment. This is where the DLTS data in Fig. 6b) was collected. During the first 10 minutes the 
G2 concentration increased while the gold donor concentration steadily decreased. Thereafter 
concentrations of both traps decreased. This was not accompanied by any new DLTS peaks; the 
gold involved was apparently passivated. We label the passive hydrogen-gold complex PA. It 
should be pointed out that PA could possibly have shallow level(s) within the band gap that are 
not accessible with DLTS. The gold donor density reached a constant value after about 30 
minutes and remained unchanged during further annealing. 

16 

Figure 4. Schematic diagram of the reactions observed 
involving gold and hydrogen. 
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Figure 5. Depth profiles of active boron acceptors, 
gold donors and G2 before and after reverse bias 
annealing at 120°C. 
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Figure 6. a) Dissociation of B-H complexes at 
150'C. Most of the B-H pairs dissociated during 
the first 30 minutes. The B-H density thereafter 
remained more or less constant at a value of 
about 5xl0^cm"3, see text, b) Concentrations 
of G2 and gold donors at depths between 1.1 and 
1.6 Um as functions of time at  150°C. 

Figure 7. a) Active boron concentration during 
pre-annealing at 120°C. First, hydrogen was injected 
by RBA (-3 V) for 10 minutes to form G2 as in 
Fig. 5. Thereafter the sample was annealed using 
-15 V bias for 60 minutes to remove virtually all 
B-H complexes at depths between 0.9 and 1.4 Jim 
where the deep level densities were estimated using 
DLTS. b) Concentrations of the deep centers during 
RBA (-15 V) at 150°C after pre-annealing as in a). 

The annealing kinetics of G2 in the absence of free hydrogen are shown in figure 7b). In this 
case the region monitored with DLTS was made hydrogen free by proper pre-annealing as 
shown in figure 7a). The sample was first annealed at 120°C for 10 min. using -3 V bias to inject 
hydrogen and form G2 as in figure 5. Thereafter the sample was annealed at 120°C for 60 min- 
utes using a reverse bias of -15 V. During this treatment hydrogen released from B-H pairs is 
driven towards the depletion layer edge at ~ 2.5 |im where new B-H complexes are formed. This 
is detected after 15 minutes as a decrease in the active boron density in figure 7a). The concen- 
trations of gold donors, G2 and G3 at depths between 0.9 and 1.4 \im did not change signifi- 
cantly during this heat treatment (not shown). G3 is a Au-H-related level5 but its annealing be- 
havior differs from that of Gl, G2 and G4'4. Hence, it probably belongs to a different Au-H 
complex. 

Figure 7 shows the changes in the densities of G2, G3 and gold donors during annealing at 
150°C using a bias of -15 V after pre-annealing as in 7a). The annealing kinetics are completely 
different from those observed in figure 6b). As expected, no gold donor passivation is observed. 
In contrast, the gold donor concentration increases with annealing time. The increase of the gold 
donor density roughly equals the simultaneous decrease of the concentrations of both the G2 and 
G3 centers. Apparently, the G2 complexes dissociate at a slow rate during the annealing instead 
of transforming into passive Au-H complexes as in figure 6b). This suggests that additional 
hydrogen atoms are needed to transform G2 into PA complexes. In other words the passive Au- 
H complex (PA) seems to contain more hydrogen atoms than the G2 complex. 

Furthermore, similar annealing kinetics are observed if no bias is applied to a sample during 
annealing at 150°C provided that virtually all B-H pairs in the region monitored with DLTS have 
been removed by pre-annealing at 120°C using a -15 V bias. This demonstrates that the reactions 
depend on the concentration of free hydrogen rather than the bias applied during annealing. We 
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tentatively assign G2 to Au-H and PA to A11-H2 and suggest that G transforms to PA through the 
reaction 

H + Au-H<->Au-H2. (2) 

This reaction is a possible explanation for the absence of electrically active Au-H complexes in 
the previous studies of Pearton and Tavendale15. The hydrogen density in their samples was evi- 
dently much higher than in the current study and we expect the passive AU-H2 complex to domi- 
nate in such a case. 

The degree of the gold passivation seems to depend mostly on the interaction between hydro- 
gen and the shallow dopants in the samples. In p-Si most of the incoming hydrogen immediately 
forms pairs with boron while in n-type samples only a fraction of the hydrogen forms pairs with 
phosphorus. This agrees with the observation that gold acceptors in n-Si are strongly passivated 
in the surface region after etching but gold donors in p-Si are not3-5. Apparently, in p-Si, the 
hydrogen first has to be released from B-H pairs to a large extent to be able to form PA. This 
means that gold-doped silicon hydrogenated by annealing in H2 ambient at very high 
temperatures should mainly contain the PA complex. This is in line with a similar study of Pt 
diffused silicon where a Pt-H2 complex was identified after hydrogenation16. 

CONCLUSIONS 

We find that both hydrogen and lithium are able to passivate gold in silicon but we observe 
important differences. In the case of lithium we observe two different complexes between gold 
acceptors and lithium where one of them is most likely a passive Au-Li pair. The other complex 
has a deep level LI in the band gap. Our results give no evidence for complex formation between 
neutral gold and lithium donors, i.e. Coulomb attraction between the species involved is appar- 
ently a prerequisite for complex formation. This together with the poor thermal stability of the 
passive Au-Li complexes severely limits the possible technical use of this method to passivate 
deep level impurities. In the case of hydrogen and gold we find that the elements form two sepa- 
rate complexes, the electrically active G and the passive PA. The complex G transforms irre- 
versibly into PA during annealing and from the annealing kinetics we propose that the G 
complex is a Au-H pair while the passive complex is AU-H2. 

This work was financially supported by the Swedish National Board for Industrial and Technical Development 
(NUTEK), NorFA and the Icelandic Council of Science. 
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ABSTRACT 

We report the first observation of a hydrogen complexed EP (E'5) center. 
Comparing EP/H and E'y/H electron spin resonance spectra, we provide the first 
strong evidence that EP (E'8) centers do not have a delocalized structure. 

INTRODUCTION 

Trapped holes dominate the electronic properties of amorphous thin film Si02- 
Trapped holes are also believed by some to participate in the formation of interface 
traps at the Si/Si02 boundary by interacting with H2 to release a hydrogen species.^2 

This hydrogen species then travels to the interface where it creates defects. It has 
long been known that E'y centers^'l^ (an oxygen vacancy related defect consisting of 
an unpaired electron localized on a silicon backbonded to three oxygens) are 
important hole traps and it has been shown that there is a rough one to one 
correspondence between E'y centers and trapped holes in the gate oxides of gamma 
irradiated MOS devices.3-5 E'y centers also play an important role in hole trapping 

in separation by implanted oxygen (SIMOX) buried oxides. 14 It was recently 
demonstrated  that exposure  to H2 at room   temperature   results  in  the  rapid 
transformation of E'y centers into two H complexed defects.6 Since a buildup of 
interface traps occurred on the same time scale as the E'y / H2 reactions, it was 
concluded that E'y center hole traps play an indirect role in interface trap 
formation.7/8 

Recently, a new type of E' center, which we provisionally term EP (for 
Provisional E'), has been reported in a variety of thin SiÜ2 films.^-H EP (E'5) defects 

(1) can participate in hole trapping in thermal oxides,9/H/15 (2) are responsible for 
approximately 20% of SIMOX E' centers,^ and (3) have been suggested as the defect 
responsible for border traps.12 The center's electron spin resonance (ESR) spectra 
strongly resembles the E'§ spectra reported in bulk Si02 by Griscom and Friebele.13 
Griscom and Friebele's proposed model for the E'5 consists of an unpaired electron 
delocalized over a cavity of Cl capped Si. While recent thin film experiments 
suggest that Cl is not involved,9/10>15 no strong evidence exists for the structure of 
the EP (E'8) center in thin films.   A thin film EP (E'5) model has been proposed in 
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which the unpaired electron is delocalized over a silicon microcluster.10 This 
model has neither been confirmed nor proven wrong; EP structure remains 
unknown. 

We demonstrate for the first time the conversion of EP centers into hydrogen 
complexed EP/H centers. (It had not previously been known whether EP defects 
would interact with H2 at room temperature.) We compare EP/H2 with E'y/H2 
reactions and find close similarities between the EP/H doublet spectra and the 
previously studied E'y/H 74G doublet ESR spectra. These similarities suggest that 
the structure of the EP center is similar to the structure of the E'y center and thus, 

contrary to a recent proposal,10 not delocalized. The EP/H2 reaction occurs rapidly 
at room temperature, suggesting a possible role for EP centers in interface trap 
formation in some oxides. 

(a) VUV 

EXPERIMENTAL DETAILS/RESULTS 

Our study utilized "state of the art" SIMOX buried oxides since it is possible to 
preferentially generate quite high densities of either EP or E'y centers in these 
films.14 ESR measurements were performed at room temperature on an X-band 
spectrometer.   H2 exposures were performed at room temperature in forming gas 
(10% H2,90% N2). 

Fig. 1 shows that extended 
exposure to vacuum ultraviolet 
(VUV) illumination (heA < 10.2 
eV) generates a very strong E'y 
signal (Fig. 1(a)) while very brief 
exposure to filtered VUV (hcA = 
10.2 eV) with positive potential 
across the oxide generates a very 
strong EP signal (Fig. Kb)).9'15 

Substantial fractions of both of 
these E'y and EP centers are 
positively charged when 
paramagnetic.9'14 

Wider field ESR traces in Fig. 2 
illustrate that room temperature 
H2 exposure generates quite similar 

(b) Holes 

g=2.0019 (EP) 

in    the    E'v   and    EP 

Fig. 1: ESR traces of SIMOX oxides after 
(a) 50 hours of VUV illumination without 
bias and (b) injection of approximately 
5x10« holes / cm2. responses 

samples. In both cases, the H2 
exposure results in the conversion of E' centers into hydrogen complexed E' centers. 
Both conversion reactions take place in minutes and saturate within two hours at 
room temperature suggesting a role for both E' variants in the interface trap 
formation process. (The similar time scale also suggest a similar structure for E'y 
and  EP  centers.)     Figure   2  illustrates   the   effects  of  the   H2  exposure   after 
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approximately two hours. The strong center lines in Fig. 2 correspond to (a) E'y and 
(b) EP signals. The close side peaks in 2(a) are due to the so called 10.4 G E'y/H 
complex. 16 Weak doublets appear separated by 74G about the E'y in 2(a) and 
separated by 78 G about the EP center in 2(b). (Since hydrogen doublets are split in 
two by the hydrogen hyperfine interaction and since spin densities are an order of 
magnitude lower that for standard E' signals, the hydrogen complexed defects are 
difficult to observe. ESR traces are thus shown after saturation of the E'/H 
reactions.) The E'y/H 74G doublet (an E'y center in which one of the backbonded 
oxygens is replaced by a hydrogen) has an effective g = 2.0014, very close to the value 
reported by Vitko.l'' This effective g shift is somewhat greater than that predicted 
from the Breit-Rabi correction (if the E' electron wavefunction were otherwise 
unperturbed by the hydrogen). Vitko^'7 and Tsai and Griscom^^ have noted that the 
74G separation suggests about 15% localization on the hydrogen, consistent with 
very strong localization on a central silicon. 

The EP/H 78G doublet has an 
effective g=2.0036, a shift again 
somewhat greater than one would 
expect from the Breit-Rabi 
correction but roughly comparable 
to that observed for the E'y/H 
doublet. The     78G    splitting, 
consistent with the earlier 
suggestions of Vitko17 and Tsai 
and Griscoml6 regarding the 74G 
doublet, suggests a nearly identical 
-15% localization on the hydrogen. 
As in the case of the E'y/H 74G 
doublet, this suggests very strong 
localization of the unpaired 
electron on (presumably) one 
silicon atom. 

g-2.O019 (EP) 

Fig. 2: Wide field ESR traces of the oxides 
from figure 1 after a subsequent two hour 
exposure to H2. 

DISCUSSION 

The close similarity between the EP/H complex spectrum and the E'y/H complex 
spectrum combined with the similarity of the hydrogen reaction rates indicates 
similar defect structures. The close correspondence in doublet splitting suggests 
that, as in the E'y case, the EP unpaired electron is quite strongly localized on a single 
silicon atom. Strong localization on a single central silicon does not support the 
current delocalized silicon microcluster model of the EP (E'5) centers in thin films. 
An absolutely conclusive identification of the EP center awaits observation of the 
29si doublet spectra. 
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Earlier studies have shown that a decrease in E'y density as a result of room 
temperature E'y/H reactions takes place on the same time scale (minutes) as a 
comparable increase in interface trap density. Since EP/H reactions also occur on 
this same time scale, they too may be involved in the post stress interface trap 
formation process. 

CONCLUSIONS 
We present the first substantial evidence that EP (E'§) do not have a highly 

delocalized unpaired electron. Our results suggest that EP centers are not silicon 
microclusters but are more closely related to conventional E'y centers. The fact that 
EP/H2 reactions take place at room temperature and on a time scale similar to E'y/H 
reactions suggests that EP centers may also play a role in interface trap formation in 
some oxides. Our results may also be of particular relevance to gate oxides since it 
has been suggested that EP (E'5) centers are border traps11 and to SIMOX oxides 

where approximately 20% of E' are EP.12 
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HYDROGEN-INDUCED MET AST ABILITY OF POLYCRYSTALLINE SILICON 

N. H. NICKEL 

Xerox Palo Alto Research Center, 3333 Coyote Hill Road, Palo Alto, California 94304 

ABSTRACT 

The presence of H in polycrystalline silicon gives rise to new and hitherto unexpected 
phenomena. In this paper two of the most recent observations are reviewed: (i) Hydrogen-induced 
metastable changes of the dark conductivity due to the formation and dissociation of an 
electrically active H complex and (Ü) the generation of acceptor states during prolonged exposure 
of poly-Si to monatomic H at elevated temperatures. The observed type conversion is clearly due 
to the diffusion of excess H from the plasma since it does not occur during exposure to other 
species such as oxygen. 

1. INTRODUCTION 

Since many years the optical, electrical, and structural properties of polycrystalline silicon 
(poly-Si) have been investigated. A great deal of interest was devoted to grain boundaries one of 
the most common two dimensional extended defects in crystals. The electronic properties of poly- 
Si are mainly determined by the energy levels in the band gap which are introduced by grain- 
boundary defects. These defects which have been detected by electron-spin-resonance (ESR) and 
were identified as silicon dangling-bonds1 have to be passivated to obtain device-grade poly-Si 
Commonly, this is accomplished by exposing poly-Si to a hydrogen plasma at elevated 
temperatures. This results in a decrease of the defect density and thus improves the electrical 
properties of poly-Si films and devices, for example, by increasing the carrier mobilities reducing 
leakage currents, and decreasing the threshold voltage in thin-film transistors.23 Hydrogen also 
decreases the concentration of strained Si-Si bonds at or near the grain boundaries, as indicated 
by a reduction of band-tail states in poly-Si after hydrogenation.4 Defect passivation is governed 
by diffusion kinetics. As a function of the passivation time, the dangling-bond density decreases to 
a residual value, which strongly depends on the hydrogenation temperature.5 

Previously, there was no evidence of any deleterious aspects due to the presence of hydrogen 
in poly-Si. However, recent work demonstrate that hydrogen is directly involved in various 
unexpected ^phenomena such as a cooling-rate dependent change in the electrical dark 
conductivity and the light-induced defect generation.7 In the latter case, prolonged illumination of 
hydrogenated polycrystalline silicon (poly-Si:H) with white light causes the formation of 
additional Si dangling-bonds with defect states in the gap. The newly created defects are 
metastable as in hydrogenated amorphous silicon (fl-Si:H) and an anneal at 160 °C completely 
restores the initial state. The existence of the light-induced defect creation in poly-Si:H is evidence 
that the disorder along grain boundaries is sufficient for metastability and the greater degree of 
disorder found in ö-Si:H is not essential. However, unlike in fl-Si:H the magnitude of the light- 
induced degradation decreases with repeated illumination and anneal cycles and is restored upon 
reexposure to monatomic hydrogen. The ability to rejuvenate the light-induced metastability 
simply by reexposure to monatomic H establishes the participation of hydrogen in the 
phenomenon. 
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The cooling-rate dependent metastable change of the dc dark-conductivity, oD, in poly-Sr.H is 
reviewed in section 3 of this paper. We demonstrate that the changes in the dark conductivity are 
due to the formation and dissociation of an electrically active hydrogen complex at the gram 
boundaries. The relaxation kinetics of the dark conductivity along with results obtained from first- 
principles calculations suggest that the electrically active center consists of a single H atom 
residing in a Si-Si bond-center site. Recently, this complex has been identified as a donor in 
crystalline silicon.8"10 In section 4 we demonstrate that H in poly-Si diffuses m the positive 
charge state and prolonged exposure of poly-Si thin films to monatomic hydrogen at elevated 
temperatures causes the generation of acceptor-like defects which produces conductivity type- 

conversion. 

2. EXPERIMENTS 

Undoped polycrystalline silicon films were prepared by three different methods using quartz 
wafers as substrates. A set of fine grain poly-Si films was deposited by low-pressure chemical 
vapor deposition at 625 °C to a thickness of 0.55 um. Cross-sectional transmission electron 
microscopy revealed that the films were composed of columnar grains extending from the 
substrate to the sample surface with an average diameter of 15 nm. A second set °f samples was 
prepared by solid state crystallization of undoped LPCVD amorphous silicon at 600 C Some 
specimens were doped by multiple phosphorous or boron implantations. Subsequently the dopants 
were activated in a 30 min furnace anneal at 900 °C. Solid-state crystallization produces matena 
in which crystal grains with an average size of 150 nm are randomly distributed. A third set of 
poly-Si films was prepared by laser crystallization of undoped LPCVD amorphous silicon, 0.1 urn 
thick. By increasing the laser energy the grain size of the resulting poly-Si films was varied from 

650prior°to' thTpassivation of grain-boundary defects the native oxide of the poly-Si films was 
removed with dilute HF to avoid a barrier for the incorporation of H. The poly-Si films were then 
hydrogenated through a sequence of 1-h exposures to monatomic H generated in an optically 
isolated remote plasma at 350 °C until the spin density was minimized.5 According to secondary 
ion mass spectrometry measurements the hydrogenation produces a nearly depth independent H 
concentration of =2xl020 cm"3. On top of unhydrogenated and completely passivated samples 
electrical contacts were deposited. To eliminate the influence of space-charge effects due to non- 
Ohmic contacts, coplanar and four-probe electrical contacts were deposited consisting of eithern 
fl-SiH or phosphorous implants covered with a thin chrome layer, or a titanium-gold double 
laver These contacts yielded linear I-V characteristics for applied voltages of ±100 V. Dark 
conductivity and Hall-effect measurements were performed in vacuum or in nitrogen atmosphere 
to avoid the influence of surface adsorbates on the conductivity. 

3. HYDROGEN-INDUCED CHANGES IN THE ELECTRICAL CONDUCTIVITY 

The temperature dependence of the dark electrical conductivity of poly-Si films before and 
after defect passivation is represented by the open and solid circles in Fig. 1, respectively. At 
temperatures below 250 K the conductivity of unpassivated poly-Si exhibits a T ^vu* 
which is indicative for variable range hopping12 while a simple exponential behavior is observed at 
T>250 K Furthermore, the temperature dependence of the dark conductivity of unhydrogenated 
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Figure   1: 

2 4 6 8 

103 / T (K"1) 
Arrhenius plot of the dark electrical 

conductivity oD, of unhydrogenated (open circles) and 
hydrogen passivated poly-Si. The full circles represent 
the relaxed state which is obtained after carefully 
cooling the specimen. The curves depicted by crosses, 
squares and open triangles are obtained after a 10 min 
anneal at the indicated temperatures TA, and a 
subsequent rapid thermal quench with a cooing rate of 
1.5 Ks"1. The solid triangles represent the dark 
conductivity after a rapid thermal quench from 460 K 
with a quenching rate of 3 Ks"1. aD was measured while 
the sample was heated with a rate of 0.1 K s'1. 

poly-Si is independent of any thermal 
treatment prior to the measurement 
(open circles in Fig. 1). Passivation of 
grain-boundary defects results in a 
decrease of the activation energy from 
£.4=0.55 eV to 0.45 eV which is ac- 
companied by an increase of the dark 
conductivity at temperatures above 
150 K. This is due to a decrease of the 
grain-boundary potentials caused by 
the passivation of Si dangling-bonds. 
Furthermore, the hydrogenated poly-Si 
sample exhibits simple activated 
behavior of o"o in the entire tempera- 
ture range. On the other hand, thermal 
treatment of hydrogen passivated poly- 
Si produces striking changes of the 
dark conductivity below 268 K. The 
dependence of the annealing tempera- 
ture TA on CTD is illustrated by the 
crosses, squares, and open triangles. A 
hydrogen passivated poly-Si sample 
was annealed at the indicated tempera- 
tures for 10 min and subsequently 
thermally quenched with a cooling rate 
of dlg/df = 1.5 Ks"1. Then the dark 
conductivity was measured while the 
specimen was heated with a rate of 0.1 
Ks"1. With increasing TA the dark con- 
ductivity increases below room tem- 
perature and all curves exhibit acti- 
vated behavior according to 
ao=aot\p(-EA/kT) and EA of the low- 
temperature branch decreases from 
0.45 eV for the slow cooled sample to 
0.11 eV for a thermal quench from 

460 K. At TB = 268 K the curves merge and the dark conductivity becomes independent of the 
thermal treatment. 

In addition to the annealing temperature dependence of aD, poly-Si: H also exhibits a 
quenching-rate dependence of the dark conductivity. After an anneal at 460 K a hydrogenated 
poly-Si film was immersed into liquid nitrogen which increased the quenching rate to 3 Ks"1. The 
resulting temperature dependence of o0 is represented by the full triangles is Fig. 1 and shows a 
striking increase of the dark conductivity by more than 8 orders of magnitude. The increase of o0 

above 268 K indicates that the heating rate (0.1 K s"1) at which the measurements were performed 
is to high to allow for a complete relaxation of the quenched-in state during the measurement 
time. This is supported by the data plotted in Fig. 2. A poly-Si:H film was annealed at 460 K and 
subsequently quenched with a rate of dTg/df = 1.5 Ks"1. Then the dark conductivity was measured 
while the sample was heated with heating rates ranging from 0.02 to 0.1 Ks"1. A decrease of the 
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heating rate provides more time for the 
quenched-in state to relax. The conduc- 
tivity begins to decay at approximately 
210 K and passes through a minimum. 
The magnitude of the minimum strongly 
depends on the heating rate. These results 
are consistent with measurements of the 
relaxation kinetics which are presented in 
the next section. 

A similar set of data was obtained by 
quenching phosphorous doped poly-Si 
films. However, the magnitude of the 
conductivity enhancement was somewhat 
smaller which most likely is due to a 
smaller grain-boundary volume since the 
average grain size in the phosphorous 
doped samples was 150 nm. With increas- 
ing phosphorous concentration the 
quenching-induced conductivity en- 
hancement decreases and eventually dis- 
appears at a P concentration of 101 cm'. 
This important result indicates that do- 
pants do not participate in the quenching 
metastability. 

The changes of the dark electrical-conductivity of both undoped and doped hydrogen 
passivated poly-Si are reversible. Annealing the specimens followed by a slow cool completely 
restores the temperature dependence of the relaxed state shown by the full circles in Fig. 1. The 
fact that the quenching-induced conductivity enhancement occurs only in H passivated poly-Si 
films is direct evidence that H participates in the phenomenon. 

Important information on the microscopic mechanism responsible for the conductivity 
enhancement can be obtained from the relaxation kinetics. An undoped hydrogenated poly-Si 
sample was rapidly quenched form T^=460K by immersing the specimen in liquid N2. Then the 
poly-Si film was heated to the desired measurement temperature at which the time dependence of 
the relaxation of the metastable state was recorded. The normalized conductivity transients are 
represented by the data points in Fig. 3. The relaxation curves of CD can be described quite 
reasonably by stretched exponential decays: 

2.5     3.0 5.0     5.5 3.5     4.0     4.5 

103/T (K"1) 

Figure 2:  Heating rate dependence of the dark 
conductivity aD. The hydrogenated poly-Si film was 
rapidly quenched from 460 K with a rate of 1.5 Ks"1. 

oB(0) 

,(0)-qo(Q _ Ao0(Q exp 

roi-o^(~)   ACD(°°) 
(i) 

Least-squares fits of Eq. (1) to the data are shown by the solid lines in Fig. 3. The fitting 
parameters are the dispersion parameter ß which varies between 0.49 and 0.66 and the relaxation 
time constant x. The temperature dependence of x is shown in the inset of Fig. 3 and exhibits 
activated behavior with £,=0.74 eV and the preexponential factor is x0=8xl0"n s. This indicates 
that the underlying microscopic mechanism is a first-order process. 

It is important to note that the total hydrogen concentration in completely passivated 
polycrystalline silicon exceeds the concentration of preexisting Si dangling bonds by more than 2 
orders of magnitude.5 Thus, most of the excess H must be accommodated in locations that do not 

384 



1.0 

0.8 

a 
e   0.6 

?   0.4 

0.2 

0.0 

240 K 

10° 

10' 

10" 

10 

250 K 

3.5 4.0 
103/T(K'') 

J I I I L 

10"2 10"1   10°   101   102   103   104   10s   10*   107   108 

time (s) 

Figure 3: Normalized transient dark conductivity for various indicated temperatures. The solid 
curves represent least-squares fits to Eq. (1). The inset shows the temperature dependence of the 
relaxation time constant z. 

require the existence of dangling bonds either before or after hydrogenation. Possible 
configurations include the H2* complex13 and hydrogen-induced platelets.14 During an anneal at TA 

weakly bound excess hydrogen is released and migrates through the poly-Si lattice. Subsequent 
rapid cooling forces the sample into a non-equilibrium state in which the electrical conductivity is 
enhanced by more than 8 orders of magnitude (solid triangles in Fig. 1). This requires the 
formation of approximately 1015-cm'3 electrically active H complexes in the grain-boundary 
region. An Arrhenius plot of the quenching-induced change of CTD as a function of \ITA reveals 
that the formation of the electrically active H complex is thermally activated with (/«=().35 eV. 
According to the time and temperature dependence of the relaxation experiments, the microscopic 
process of the generation and dissociation of the electrically active H complex is first order. 
Hence, the quenching-induced metastability can be described in terms of a two level system. The 
energetically higher level corresponds to the metastable state and is associated with the H 
complex and the lower level corresponds to the relaxed state. This is sketched on the left hand 
side of Fig. 4. The total barrier height between the two levels is given by E,ola, = £t + UH =1.09eV. 

According to the data the electrically active H complex has to be low enough in energy to 
dissociate below room temperature. The only H configuration which satisfies this requirement is 
an interstitial H atom which also is electrically active and has previously been identified as a donor 
state in crystalline silicon.89 However, in c-Si this H center is not stable above 100 K. On the 
other hand, poly-Si provides a simple mechanism which allows for H in a Si-Si bond center to be 
stable up to room temperature. At grain boundaries the bond length deviates from its intra-grain 
value. Previously it was reported that the bond distribution is asymmetric with stretched bonds 
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Figure 4: Calculated energies for various H configurations in silicon. The energy scale is the 
energy per H atom to form the various configurations. The zero of energy corresponds to a free 
hydrogen atom. The energy levels of the two level model for the formation and dissociation of 
the electrically active H complex are adjusted at the saddle point for H migration which lies 0.2- 
0.5eV above the ground state for interstitial H at BC. The activation energy of the relaxation 
time constant is £r=0.74 eV and the formation energy of the H complex is UH =0.35 eV. 

outnumbering compressed bonds and tensile stress results in bond-length distortions of up to 15 
%.15 The energy necessary to insert a H atom in a Si-Si bond-center position strongly depends on 
the bond length. First-principles calculations reveal that an increase of the bond length of the 
initial Si-Si bond leads to a lower formation energy for the Si-H-Si configuration. An increase of 
the bond length due to tensile stress or bond angle distortion results in an energy gain of 0.4 eV 
per 0.1 Ä bond distortion.16 Thus, disorder at grain boundaries can easily account for the 
stabilization of H in a bond-center site above 100 K. 

The two-level model can be adjusted to a relative energy scale using the maximum of the 
barrier between metastable state and reservoir. This maximum represents the saddle point for H 
migration. In crystalline silicon the migration saddle point occurs 0.2 to 0.5 eV above the ground 
state of the H interstitial (EM in Fig. 4). The lower number results from first-principles 
calculations10 and the higher value was obtained from high-temperature H diffusion experiments. 
Hence, the maximum of the two-level model is located at EM = -0.55 to -0.85 eV with respect to 
the energy of a free H atom. The dissociation of the electrically active H complex occurs over a 
barrier of £,=0.74 eV which places the metastable state at -1.29 to -1.59 eV. This is 0.24 to 0.54 
eV below the H interstitial site in c-Si. According to first-principles calculations this gain in energy 
translates into a bond distortion of 0.06 to 0.14 Ä and is consistent with bond length distortions 
reported at grain boundaries in polycrystalline germanium.15 The formation energy of the 
metastable state was found to be UH = 0.35 eV which places the reservoir, out of which H is 
released during the anneal prior to a thermal quench, to -1.65 to -2.09 eV. Possible H 
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configurations in this range are H2* and H platelets (Fig. 4). Thus, the energies for the metastable 
state and hydrogen reservoir are consistent with the identification of bond-center hydrogen as the 
electrically active H complex responsible for the quenching metastability. 

4. HYDROGEN-INDUCED ACCEPTOR GENERATION 

s 
7 a 

Hydrogen at a Si-Si bond-center site is positively charged, because the proton is 
Coulombically attracted to the high negative charge density due to the valence electrons in the 
bond. The dissociation process of bond-centered H presented in the previous section (see Fig. 3) 
requires hydrogen atoms to migrate. This gives rise to an interesting question: What is the 
charged state of diffusing H in poly-Si? Commonly, information on H diffusion is obtained by 
exposing poly-Si to a hydrogen plasma at elevated temperatures and subsequently the depth 
distribution is measured with secondary-ion-mass spectrometry (SIMS). However, hydrogen 
depth profiles provide only limited information on the microscopic diffusion process. In this 
section we present results obtained from in-situ conductivity measurements during hydrogenation 
which illustrate that in undoped (intrinsic) poly-Si hydrogen diffuses as H+. Furthermore, we 

demonstrate that the pro- 
longed exposure of poly-Si 
to monatomic H causes the 
generation of acceptor-like 
defects. This occurs on a 
time scale of 104 s and 
results in conductivity type- 
conversion. 

The samples investigated 
in this section were 0.1 |im 
thick poly-Si films on quartz 
substrates. The electrical 
contacts consisted of a tita- 
nium-gold double layer in a 
square four-probe array. 
Prior to the in-situ conduc- 
tivity measurements the na- 
tive oxide of the poly-Si 
films was removed. Then 
the specimens were 
mounted in an optically iso- 
lated remote plasma system 
and a 8 nm thick oxide layer 
was grown by exposing the 
samples to monatomic oxy- 
gen. Then the specimens 
were exposed to monatomic 
H generated in the same re- 
actor and the in-situ con- 
ductivity, Gp, was measured 
as a function of the hydro- 

10 

t(103s) 

15 20 

Figure 5: In-situ conductivity transients, Op, obtained on undoped 
poly-Si films during exposure to monatomic hydrogen at various 
indicated temperatures. The average grain-size is 1.5 |im. 
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genation time. In-situ conductivity transients for various temperatures are shown in Fig. 5. 
Immediately after the remote H plasma is ignited a steep increase of oP is observed and eventually 
after reaching a maximum the in-situ conductivity decays. The data shown in Fig. 5 could be due 
to a plasma-induced temperature change. This was carefully evaluated by exposing a poly-Si film 
to other species such as O. At substrate temperatures ranging from 350 to 450 °C plasma heating 
resulted in an increase of oP by less than 5 % with respect to the dark conductivity (<T/<t)=0). On 
the other hand, fixed charge in the deposited oxide layer can cause a significant change of the in- 
situ conductivity. Fixed charge can be introduced during either the oxide deposition or the 
hydrogenation. However, removing the oxide layer of a poly-Si sample which was exposed to 
monatomic H for 8 h and re-measuring the conductivity resulted in a conductivity change by only 
9% which is small compared to the observed conductivity enhancement during the hydrogenation. 
This indicates that the remote H plasma did not introduce a significant amount of fixed charge in 
the oxide layer. 

With increasing hydrogenation temperature the time for cP to reach the maximum decreases. 
This is consistent with the temperature dependence of the effective diffusion coefficient.18 On the 
other hand, the H concentration decreases with increasing substrate temperature and therefore, 
the largest increase of the in-situ conductivity should be observed for the lowest temperature 

(350°C). To observe this be- 

8 

© 

J I I L. 

10 
t(103s) 

15 20 

Figure 6: In-situ conductivity transients of Fig. 5 normalized to 
unity at f=0. The data are shown by the open symbols and the 
solid lines represent the calculated in-situ conductivity. 

havior the temperature de- 
pendence of the dark con- 
ductivity [oKt=0)] has to be 
taken into account. The in- 
situ conductivity transients 
normalized to unity at f=0 
are plotted in Fig. 6. The 
largest increase of aP by a 
factor of 7.6 is observed at 
350 °C. This corresponds to 
approximately 1017-cm"3 

additional carriers. The con- 
ductivity maximum is in- 
versely proportional to the 
hydrogenation temperature 
and the grain size of the 
poly-Si films. Exposing 
samples to an attenuated H 
plasma revealed that the 
plasma-induced increase of 
GP is proportional to the 
concentration of monatomic 
H while the time to reach the 
maximum is inversely pro- 
portional to the H° concen- 
tration. In-situ conductivity 
transients as shown in Figs. 5 
and 6 were only obtained 
when the poly-Si film was 
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exposed to a remote hydro- 
gen plasma. An exposure to 
other species such as oxy- 
gen did not produce a con- 
ductivity enhancement. This 
is consistent with the idea 
that the conductivity en- 
hancement is due to hydro- 
gen introduced from the 
plasma which diffuses as 
H+. 

When the hydrogen 
plasma is turned off, the in- 
situ conductivity decreases 
to a residual value with a 
time constant of 3s at 350 
°C. This is illustrated in Fig. 
7. The residual value of Op 
is somewhat larger than the 
dark conductivity at f=0. 
This is due to the 
passivation of grain- 
boundary defects which 
lowers the potential barriers 
and therefore results in an 
increase of the dark 
conductivity (see open and 
solid circles in Fig. 1). The 
residual values of Op shown 
in Fig. 7 do not change 
significantly with increasing 
passivation time. The defect 
concentration reaches a minimum during the first 2000 s 5 and by the time the first decay is 
measured most of the spins are already passivated. Annealing H out of Si dangling bonds does not 
influence the decay measurement since the dehydrogenation rate of Si-H is negligible at 
temperatures below 500 °C.19 When the plasma is ignited again the in-situ conductivity increases 
faster than at the beginning of the experiment until Op approaches the value at which the H plasma 
was turned off. Most likely, this is due to the defect passivation and an increase of the H 
concentration prior to the decay measurement. 

At longer hydrogenation times the in-situ conductivity decreases exponentially with time 
constants of 2.8xl04 s and 2xl03 s at 350 °C and 475 °C, respectively. However, a change in the 
H concentration cannot account for the decay. At the time aD reaches the maximum (Figs. 5 and 
6) the carrier concentration due to H+ diffusion (H°—>H++e") is constant with time. 

In order to illuminate the origin of the exponential decay of the in-situ conductivity the 
temperature dependence of dark conductivity and Hall-effect were measured before and after 
hydrogenation at 400 °C. Arrhenius plots of the dark conductivity, oD, are shown in Fig. 8. The 
results obtained from Hall-effect measurements are represented by the open symbols and the solid 

Figure 7: In-situ conductivity transient measured at 350 °C. 
When the H plasma is turned off aP decays to a residual value 
higher than the dark conductivity at time=0 with a time constant 
of 3 s. Igniting the plasma gives rise to conductivity enhancement. 
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Figure 8: Temperature dependence of the dark conductivity of 
intrinsic poly-Si. The solid symbols were obtained with coplanar 
contacts and the open symbols represent Hall-effect data. The lines 
are least-squares fits to the data. The dark conductivity of the 
unhydrogenated poly-Si film is represented by the squares and the 
majority carriers are electrons. The diamonds and triangles were 
obtained after hydrogenation for 6xl03 s and 3.5xl04 s at 400 °C, 
respectively. In both cases Hall-effect measurements reveal that the 
majority carriers are holes. 

symbols refer to meas- 
urements with a 2-con- 
tact configuration. The 
data are in good agree- 
ment in the temperature 
range where both tech- 
niques could be applied. 
Prior to the hydrogena- 
tion the dark conductivity 
is thermally activated 
with £,4=0.52 eV and the 
majority carriers are 
electrons (squares in Fig. 
8). At 400 K the electron 
mobility is UE=1.9 cmVVs 
which is characteristic of 
undoped poly-Si films 
with an average grain- 
size of 1.1 am. Data 
represented by the dia- 
monds were taken after a 
poly-Si film was exposed 
to monatomic H for 6000 
s at 400 °C. Hydrogena- 
tion resulted in a notice- 
able increase of the dark 
conductivity which is ac- 
companied by a decrease 
of the activation energy 
to £,4=0.26 eV. The most 
striking result, however, 
is obtained from Hall-ef- 
fect: After H exposure 
the majority carriers have 
changed from electrons 
to holes. This effect is 
even   more   pronounced 
after longer hydrogen 

exposures. Data shown by triangles in Fig. 8 were obtained after the in-situ conductivity reached 
steady state (t = 3.5xl04 s). The activation energy decreased to 0.17 eV and the hole mobility was 
found to be \iH = 12.4 cmVVs at 400 K. The time dependence of the activation energy and the 
hole mobility occur because the H-induced acceptor generation commences at the sample surface 
and with increasing exposure time the acceptor distribution approaches a homogeneous depth 
distribution. These results clearly demonstrate that prolonged exposure of poly-Si to monatomic 
hydrogen causes the generation of acceptor states which leads to electrical type-conversion. The 
acceptor concentration is determined by the H concentration and not limited by the number of 
sites, since the steady state value of the in-situ conductivity is temperature dependent. 
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Three microscopic mechanisms are contributing to the in-situ conductivity: (a) The passivation 
of grain-boundary defects; (b) Monatomic H from the gas phase diffusing in the positive charge 
state H+ and donating electrons, and (c) the creation of acceptor states. The first two mechanisms 
contribute to an increase of o> while mechanism (c) reduces the conductivity. Grain-boundary 
passivation occurs on a very short time scale of 500 to 2000 s at 450 and 350 °C, respectively, 
and enhances the conductivity by less than 15 %. Hence, the main contributions to aP are the 
diffusing monatomic H donors and the generation of acceptor states. With these two mechanisms 
the time dependence of aF can be calculated. As shown by the solid curves in Fig. 6 the calculated 
time dependence of oP is in good agreement with the data, supporting that H in poly-Si diffuses in 
the positive charge state and causes the formation of acceptor states. 

5. SUMMARY 

In summary, we have presented a cooling-rate dependent change of the dark conductivity in 
hydrogenated poly-Si. Annealing at 460 K followed by a rapid thermal quench produces an 
increase of the dark conductivity by more than 8 orders of magnitude below 268 K. The 
quenched-in conductivity is metastable and the relaxation is characterized by a stretched 
exponential behavior. The relaxation time-constant is thermally activated with 0.74 eV. The 
quenching metastability occurs only in hydrogen passivated poly-Si which clearly demonstrates 
that the effect is due to the formation and dissociation of an electrically active H complex. We 
propose bond-center hydrogen as the active H complex which is stabilized up to room 
temperature due to disorder at the grain boundaries. This explanation is consistent with 
experimental and theoretical studies of H in silicon. In-situ conductivity measurements reveal that 
prolonged exposure of poly-Si films to monatomic H at elevated temperatures causes electrical 
type-conversion, a new and hitherto unexpected phenomenon. The concentration of the H- 
induced acceptor states is limited by the H concentration and not by the number of sites. Model 
calculations of the time and temperature dependence of the in-situ conductivity are in good 
agreement with the data and support that hydrogen in undoped poly-Si diffuses in the positive 
charge state. 
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ABSTRACT 

The dominant pathways for hydrogen diffusion in poly-Si TFT's are identified by analyzing 
the hydrogenation effect on the various device geometries. It is observed that the gate poly-Si 
thickness and channel width didn't affect the hydrogenation. As the channel length was 
decreased down to 3 um, threshold voltage was reduced and field effect mobility was increased 
significantly with hydrogeantion time. In the thick gate oxide (2000 Ä, 4000 A) poly-Si TFT's, 
the device characteristics have been improved rapidly with hydrogenation time. The tail state 
density of thin gate oxide TFT wasn't change by hydrgenation while that of thick gate oxide 
TFT was significantly reduced. Our experimental results may support the model that hydrogen 
atoms diffuse into the bulk of the active channel layer through the gate oxide and passivate the 
grain boundary and intragranular defects limitedly by gate oxide area. 

INTRODUCTION 

Polycrystalline-silicon (poly-Si) thin film transistors (TFT's) have attracted much attention 
recently due to their large mobility.[l] However, in poly-Si TFT's, the relatively high trap 
densities located at grain boundaries and within grain exert a profound inflence on the device 
characteristics and degrade carrier transport. It is well known that hydrogenation reduce the 
trap densities of poly-Si TFT's most effectively.[2,3] However, it has scarcely been reported 
that how the hydrogenation effects on poly-Si TFT's with various device geometry. We have 
previously reported that active layer thickness and channel length play an important role to 
control the hydrogenation effects on the device performance while the variation of gate poly-Si 
thickness and channel width do not control.[4] 

path path B pathC 

Fig. 1 Possible hydrogen diffusion pathways 
in top-gate poly-Si TFT's; a) through 
the S/D (path A), poly-Si gate 
(pathB), gate oxide (path C) and 
substrate oxide (path D) 
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The possible hydrogen diffusion pathways in poly-Si TFT's are shown in Fig. 1 [4,5,6] The 
hydrogen atoms which are generated by r.f. plasma, may diffuse into the active channel region 
through the source/drain (path A), poly-Si gate (path B), gate oxide (path C), or substrate oxide 
(path D). According to the previous paper[4,5], the path A and path C may be assumed as the 
dominant pathways while the path B and path D are negligible. However, the more evidences 
of practical device characteristics are needed to confirm the diffusion model. 

In this paper, we have identified the dominant hydrogen pathway by analyzing the 
hydrogenation effects on the poly-Si TFT's with various gate oxide thickness (500 A~ 4000 Ä) 
and various channel length (3 uw ~ 20 uw) and analyzed the hydrogenation effects on trap state 
distribution within bandgap. 

EXPERIMENTAL 

The amorphous silicon (a-Si) for active layer, of which thickness was 1000 Ä, was deposited 
by low-pressure chemical vapor deposition (LPCVD) at 550 °C. These a-Si films were 
rystallized by thermal annealing at 600 °C for 48 hrs in N2 ambient. After definition of silicon 
island, the silicon dioxide film, of which thickness varied from 500 Ä to 4000 Ä, deposited by 
atmospheric-pressure chemical vapor deposition (APCVD) was used as a gate dielectric layer . 
The thickness of poly-Si gate, which was deposited in the amorphous phase by LPCVD at 550 
°C and crystallized by thermal annealing at 600 °C, was 1000 Ä. The polysilicon for gate and 
source/drain electrodes was heavily doped by self-aligned P+ implantation at an energy of 30 
KeV and dose of 5xl015 ions/cm2. The implant was annealed at 600 °C for 12 hrs. A 7000 Ä 
thick interlayer oxide film was deposited and defined. The devices were then sintered at 450 °C 
for 30 min in H2. 

Plasma hydrogenation was performed with vaious periods. The hydrogen plasma treatment 
conditions were 300 °C and 0.5 Torr, the power density was 0.25 W/cm2 at the frequency of 
13.56 MHz.   Other hydrogenation procedures are similar to earlier report.[4] 

RESULT AND DISCUSSION 

Fig. 2 shows the variation of device parameters with different hydrogenation time as a 
function of channel length for N-channel poly-Si TFT's. As the channel length of poly-Si 
TFT's, where the channel width was fixed at 20 um, was decreased from 20 um to 3 um, 
threshold voltage reduced significantly with hydrogenation time as shown in Fig. 2(a). The 
increase of field effect mobility of short channel poly-Si TFT's was also much severer than that 
of long channel device as shown in Fig. 2(b). The effects of hydrogen passivation on short 
channel device is relatively significant compared with those on long channel device. The 
transfer characteristics (Ids vs Vg) of poly-Si TFT's with W/L = 20/10 um/um at Vds = 5 V as a 
function of hydrogenation time was shown in Fig. 3. The hydrogen effects on the poly-Si 
TFT's with 4000 Ä-thick gate oxide (Fig. 3(a)), were much more significant than those with 
1000 Ä-thick gate oxide (Fig. 3(b)). In case that the gate oxide thickness was 1000 Ä, most of 
threshold voltage reduction due to hydrogenation were occurred within 60 min, while on-current 
(V = 25 V) was increased gradually with hydrogenation time. On the other hand, in case of 
poly-Si TFT's with 4000 A-thick gate oxide, the threshold voltage were reduced and on-current 
were increased predominantly within 60 min, above which the threshold voltage and on-current 
slowly saturated. In addition to these parameter shifts, the minimum leakage currents of 4000 
A-thick gate oxide device were reduced dramatically above 60 min, while those of 1000 A-thick 
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gate oxide device were almost identical. It was well known that the threshold voltage was 
affected by the deep trap states near midgap, and the on current and minimum leakage current 
were dependent on the the tail trap states near band-tail. [7] 
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Fig. 2 Variation of device parameters as a function of channel length and different 
hydrogenation time for W = 20 um, (a) threshold voltage shift, (b) field effect mobility 
increase 

It was reported that as hydrogen atoms diffused to active poly-Si layer, the hydrogen atoms 
passivated the deep trap states located at grain boundary first, and then the tail trap states existed 
within the grain.[3] As a consequence, Fig. 3(a) may indicate that in thin gate oxide TFT's, 
most of the hydrogen atoms, which were transported to active poly-Si layer, passivate the deep 
trap states at grain boundary but scarcely passivate the intragranular defects within grain because 
the amount of hydrogen atoms transported to the active layer were limited by gate oxide area. 
However, in the thick gate oxide device, a large amount of hydrogen atoms could passivate the 
deep trap states located at grain boundary and the tail trap states within grain simultaneously 
because the sufficent amount of hydrogen atoms were provided through the gate oxide. The 
rapid reduction of leakage current in poly-Si TFT's, of which gate oxide thickness were 4000 Ä, 
implyed definitely that hydrogen atoms passivated the tail trap states as well as deep trap 
states.[3] On the contray, in thick gate oxide poly-Si TFT's, the transferred hydrogen atoms 
within active poly-Si layer diffused out to gate oxide after 5 hrs because the hydrogen atoms 
provided through the gate oxide was limited to a small quantity. Fig. 4 shows the threshold 
voltage shift (AVa,) of the devices with different channel lengths as functions of hydrogenation 
time and gate oxide thickness. Except of 500 A-thick gate oxide, the threshold voltage shift had 
saturated within 200 min regardless of gate oxide thickness and channel length, which means 
that the threshold voltage reduction was affected less significantly by the gate oxide thickness 
which is the pathway for hydrogen diffusion.     In the case of 500 A-thick gate oxide, the 
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threshold voltage shfit of short channel poly-Si TFT's was greater than those of long channel 
devices. 
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Fig. 3 Darin-source current vs gate voltage characteristics of thin gate oxide and thick gate oxide 
poly-Si TFT's with different hydrogenation time for W/L = 20/10 |xm/|xm, (a) gate oxide 
thickness = 1000 Ä (b) gate oxide thickness = 4000 Ä 
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Fig. 5 is the variation of normallized field effect mobility with different channel lengths as 
functions of hydrogenation time and gate oxide thickness. It can be seen in Fig. 5(a) that in the 
long channel devices, as the gate oxide thickness was increased from 500 A to 4000 Ä, the field 
effect mobility was increased significantly and rapidly. On the other hand, the field effect 
mobility of the thick gate oxide TFT's, of which thickness exceeded 1000 Ä, had shown the 
rapid increase independently of the gate oxide thickness, whose tendency were similar to the 
threshold voltage reduction shown in Fig. 4. These results may be explained as follows; As can 
be seen the leakage current decrease of Fig. 3(b), the hydrogen atoms could diffuse to the long 
channel and passivate the whole defects including the grain boundary and intergranular defects 
just only through thick gate oxide. However, in the case of short channel devices, the hydrogen 
atoms could passivate the tail states .which affect the field effect mobility, through the thin gate 
oxide. 
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Fig. 5 Variation of nornallized field effect mobility increment (Ufet(t)/ 1^(0)) as a function of 
hydrogenation time and gate oxide thickness for long and short channel poly-Si TFT's, 
(a) W/L = 20/20 um/um, (b) W/L = 20/5 um/um 

Fig. 6 shows the trap states distribution within bandgap for thin (a) and thick (b) gate oxide 
devices as functions of hydrgenation time. In thin gate oxide, the deep states were reduced 
significantly while the tail states weren't changed as hydrogenation went on. In thick gate 
oxide, however, the most of deep and tail trap states reduction were occurred within 60 min 
simultaneously. It can be explained that the sufficient hydrogen quantity to passivate the grain 
boundary and intragranular defects simultaneously isn't diffused through the thin gate oxide that 
may be the dominant hydrogen diffusion path. 
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of hydrgenation time (a) 1000Ä (b) 4000Ä 

CONCLUSION 

In this work, we have investigaed the hydrogenation effects on poly-Si TFT's with various 
device structures. As the channel length was decreased from 20 p.m to 3 |j.m, threshold voltage 
reduced and field effect mobility was increased significantly with hydrogenation time. In thick 
gate oxide devices, the threshold voltage reduction and field effect mobiliy increase took place 
predominantly within 60 min. In thin gate oxide devices, however, the field effect mobility and 
leakage current were changed monotonically to 540 min while the threshold voltage reduced 
significantly within 60 min. We have investigated that the hydrogenation couldn't reduce the 
tail trap states effectively in thin gate oxide TFT. 

In summary, active channel length and gate oxide thickness play an important role to control 
the hydrogenation effects on the device performance. It may be considered that the limiting 
factor of hydrogenation of poly-Si TFT's may be the gate oxide thickness, especially for the 
reduction of tail trap states located within grain. As a consequence, it may be concluded that 
the limited amount of hydrogen atoms by the gate oxide path diffuses to the active poly-Si 
channel layer and coudn't reduce the tail trap states effectively in thin gate oxide TFT. 
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CELLS: DISCRIMINATION BETWEEN EFFECTS IN THE INTRA-GRAIN AND 

GRAIN BOUNDARY REGIONS 
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ABSTRACT 

In this paper we describe the results of a study on the hydrogenation treatment of 
multicrystalline substrates by an RF-plasma with emphasis on discriminating between effects on 
the intra-grain material and grain boundary regions. For this purpose small mesa-type diodes 
were processed. Two types of multicrystalline material are being compared in this study. The 
main difference between these materials is their oxygen and metallic impurity content. The 
effects of the hydrogenation treatment were studied by means of I-V and DLTS-measurements. 
Finally, we will present data on small multicrystalline solar cells and the effect of hydrogenation 
on the main parameters of this device to illustrate the correlation and the differences between the 
measurements on small-scale diodes and the effects on the macroscopic device which is the solar 
cell. 

INTRODUCTION 

One of the possibilities to reduce the price of solar energy is to use low-cost Si substrates. 
A common feature of these low-cost casted materials is the presence of a large number of 
crystallographic defects. These can be present as intra-grain defects or grain boundaries. A lot of 
effort has been done in the past to give a detailed microscopic description of these defects,1"3 

however only with success in a few well-defined cases. Besides the structural characterisation, 
there is a strong need for understanding the effects of these crystallographic flaws on the 
electronic properties (mobility, recombination lifetime, trapping) of the material. These directly 
affect the output characteristics of solar cells, being processed in the multicrystalline substrates. 
In addition, in recent years one can see the emerging of new technological steps to improve the 
electronic properties of the multicrystalline substrates. 

These techniques comprise both gettering and bulk passivation techniques. In the last 
category, hydrogenation is taking a key position.4"6 Although hydrogenation has received a lot of 
attention over the last years, there is still need for improved understanding and more specifically, 
one should try to link the results of microscopic studies to results reported on the level of solar 
cells. This paper tries to bridge the gap between these two worlds for the case of a specific 
comparison between two materials, being different in oxygen and impurity content. 

The first material is a classically casted multicrystalline material (directional solidification) 
with relatively large oxygen content (1 - 3.1017 cm"3) and large grains (a few mm's to 1 cm). The 
material is being manufactured by Eurosolare and is referred to as material A. The second 
material has been made by a new casting technique (electromagnetically casted material)7, which 
is being used by the Japanese company Susitomo Sitix. It will be called material B throughout 
the text. In the last method, the melt does not come in contact with the cooled crucible walls 
which results in a much lower level of oxygen (= 1016 cm"3) and metallic impurities in the 
material. On the other hand, the grain size in this material is substantially lower (smaller than 3 
mm). The diodes processed on solar grade Czochralski substrates, which were included as a 
reference, will be indicated as material C. 
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EXPERIMENTAL 

For the experiments p-type Si-material of 1 ohm-cm (350 micron) has been used. The 
substrates used are typical for a solar cell process. This means that the wafers are as-cut without 
any additional surface finish. In order to insure that the results are relevant for a real solar cell 
process (equal thermal budget), the diode process is nearly equal to the solar cell process for 
multicrystalline cells, developed at IMEC.8 The process consists of the following steps: 
• Damage etch of the Si-substrates in a mixture of HNO3, HF and CH3COOH. This step is 
intended to remove about 10 micron of Si. This region contains the damage due to dicing the 
substrates from the block or ingot. 
• Diffusion of a p+-region at the backside to insure a good back contact and which acts as a back- 
surface field 
• Diffusion of the phosphorus-doped emitter at the front side by diffusion from a P-containing 
solid source to a sheet resistance of 20 ohms/square 
• Hydrogenation from the front side in an RF-plasma. The hydrogenation was done at a 
temperature of 350°C, with a power of 11 W at a pressure of 1500 mTorr. The hydrogenation 
was done in pure hydrogen for a time of 180 min 
• Short etch-back of the emitter to remove the plasma-damaged zone at the surface of the n+- 
emitter. The emitter after etch-back has a sheet resistance of 90-100 ohms/square. 
• Evaporation of Al at the backside to realise the back contact 
• Evaporation of Ti/Al (50nm/1000nm) at the front side to realise the front contact. By means of 
a photolithographical step, small diodes are defined at the front side. The mesa-diodes are 
isolated from each other by etching the Al in H3PO4, Ti in a mixture of NH4OH, H2O2 and H2. 
The Si is etched in a mixture of HNO3, HF and H2O. 
• At the end of the process, the sidewalls of the mesa are passivated by a thin layer of a-Si:H, 
deposited at 200°C. This provides a very effective surface passivation, even better than thermal 
oxide and suppresses anomalous perimeter currents, which are not occurring in a solar cell 
(because of its much smaller perimeter to area ratio). 

A schematic cross-section of the thus obtained devices is shown in Fig. 1. 

Ti/Al front contact 
n - diffused emitter 

^\W^ 

p-type 
multicrystalline 

Si-substrate 

5^4 
a-Si:H perimeter 

passivation 

-BSF wmm(mmmm\M 

Fig. 
Al-back contact 

1 Schematic cross-section of the mesa-diodes 

One can see that the process is 
basically the same as for a solar cell 
with exception of the last step, 
which however is not believed to 
have a strong influence on the bulk 
of the device. The metal on top 
prevents the vertical diffusion of 
additional hydrogen into the device 
area and the temperature is too low 
to have appreciable lateral diffusion 
of hydrogen from the sidewalls. It 
was found in earlier devices without 
a-Si:H sidewall passivation that the 

perimeter currents in such unpassivated devices were obscuring the actual effects of the bulk 
passivation by hydrogen. 

EXPERIMENTAL RESULTS 

1.1-V-characteristics of the mesa-diodes 

The dark I-V-measurements were done on an HP4145B parameter analyser. Measurements 
were performed at room temperature. The measurement needles were put on the front contact. 
The a-Si:H layer on top of the front contact was thin enough to penetrate it easily when putting 
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the needle. Most device characteristics were measured in parts of the substrate where the regions 
look most shiny after the saw damage etch. In these parts the I-V characteristics are less 
influenced by the surface roughness of the wafers (which is substantial on these non-mirror like 
substrates). Since this study aims at finding out the bulk passivation effects of the hydrogenation 
treatment, this represents no fundamental problem. 

In Fig. 2 a typical log(I)-V curve is shown for the GB-diodes made in material B 

In Fig 2 it is also shown how the 
different quantities (shunt resistance 
Rsh, first and second diode currents 
(Joi and J02) and their respective 
slopes ni and n2) were derived from 
these characteristics. The first diode 
current must be considered as the 
part of the I-V-curve with the steepest 
slope. In the ideal case, this is the part 
of the curve which has a slope of 
about 60 mV/decade. Such ideal 
slope has however never been 
observed in our curves. 

The evolution of shunt resistance, 
leakage current density at -IV, 
ideality factors and associated 
saturation current densities (J0i and 
J02) in the forward region for the 
diodes containing grain-boundary 

10 

10 

10 10 

Rsh extracted 
from linear plot 
at reverse bias 

before hydrogenation 

 z__ 
T 

after hydrogenation 

-1.0 -0.5 

Bias voltage [V] 
Fig. 2 :1-V-characteristic for material B after hydrogenation (diode 

with grain boundary) 
(referred to as GB-diodes) or intra-grain diodes (referred to as IG-diodes) are shown in Table I as 
a function of hydrogenation. The geometrical average was taken for Rsh, J0l, Jo2 and Jieak- F°r 

ni and n2 the arithmetic average was calculated. 

Rsh 
[ohm-urn2] 

Jleak 
[A/um2] 

Jol 
TA/um2] 

ni 
[mV/decade] 

Jo2 
rA/um2l 

A 
no hydrogen 

IG 
GB 

lel4 
2el3 

2e-14 
6e-14 

le-16 
2e-16 

85 
88 

8e-15 
2e-14 

A 
hydrogenated 

IG 
GB 

3el5 
lel5 

2e-15 
3e-15 

3e-18 
4e-18 

70 
71 

9e-16 
le-15 

B 
no hydrogen 

IG 
GB 

3el2 
2el3 

6e-13 
2e-13 

2e-16 
6e-17 

83 
82 

2e-14 
2e-14 

B 
hydrogenated 

IG 
GB 

2el5 
3el4 

le-14 
2e-14 

4e-17 
4e-17 

79 
82 

4e-15 
4e-li 

C 
no hydrogen 

3el4 le-13 4e-15 95 2e-14 

C 
hydrogenated 

5el5 9e-16 4e-18 71 3e-16* 

Table I: Overview of averaged values for ten diodes before and after hydrogenation 
* no part with a slope of 120 mV/decade was found in the characteristics. The average slope in the region between 
0.1 and 0.3 V is 94 mV/decade 
This table deviates from the results reported in an earlier paper9 because of the more effective sidewall passivation 
by the a-Si:H deposition and different calculation of the averages. 

From Table I one can deduce the following trends. In all cases, the hydrogenation leads to a 
substantial improvement of the reverse and forward characteristics. The leakage current is 
reduced by a factor of 10 (20) in the material A IG (GB)-diodes. For B the behaviour is different 
in the sense that in this case the improvement is most pronounced for the IG-diodes (reduction 
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by a factor of 60), while for the GB-diodes the reduction is only a factor of 10. One parallel is 
seen for material A and B: after hydrogenation the leakage currents in IG- and GB-diodes 
become comparable. 

For the forward characteristics a comparable conclusion can be made : after hydrogenation the 
intercept current J0i becomes similar for IG- and GB-diodes both in material A and B. A detailed 
analysis however reveals a quite surprising result. Whereas the improvement in material A goes 
together with a substantial increase of the slope of the I-V-curve (nj), the slope for material B 
remains more or less unaffected. This is very well illustrated by the scatter plots in Fig. 3a and b. 
For material C we observed a behaviour very similar to material A. 

Material A Material B 
10-15' 

S 

I 
o 

10-16, ; 

10-17; 

10-18- 

10-19. 

e Jol-IG-H 
♦ Jol-GB-H 
■ JoiaG-noff) 
O Jol(GB-noH) 
— ■ 1 

£ 

60 70 80 
slope [mV/decade] 

90 70 80 90 
slope [mV/decade] 

Fig. 3a and b: scatter plots revealing the effect of hydrogenation in J0] -n i -plot 

Finally in Table I one can also see the evolution of the second diode current J02 as a function 
of material and treatment. The improvement is most pronounced for material A. The IG(GB)- 
diode improves by a factor of 10 (20) and, just as for the J0i, one sees that after hydrogenation 
the second diode saturation current is the same for the IG and GB-diodes. For material B the 
improvement is smaller (a factor of 5 for both GB- and IG-diodes). Again one can remark for 
material B the fact that before and after hydrogenation the J02 for IG- and GB-diodes are nearly 
equal. 

The most surprising observation on the level of the I-V-characteristics is the drastic 
improvement of the diodes in material C. Although it is unclear what exactly the effect of a 
hydrogenation on a monocrystalline material would be, one must remark that material C behaves 
in most respects like material A, not only for the trends observed but also for the absolute values; 
the J0i and ni after hydrogenation can be seen to be nearly equal. 

2. DLTS-measurements 

Emphasis was on the study of minority carrier traps. Therefore, the junction capacitance 
was pulsed from -5V to 0.5V. In reference 9 we already reported in detail about the DLTS- 
measurements on material A. The basic features can be found in that publication. The main 
trends observed are the disappearance of the shallow minority carrier traps (especially in the GB- 
diodes) after hydrogenation, with a peak remaining around 230-250K. 

For material B the situation is less clear (see Fig. 4). Before hydrogenation, one also sees a 
tendency, although less pronounced, towards a large tail at low temperatures in the DLTS- 
spectrum of GB-diodes, whereas for IG-diodes the spectrum has a clearer peak around 230K. 
The peak density of traps in the IG-diodes however is larger than in the GB-diodes (a factor of 3 
in the shown spectra), which corresponds with the higher J0's, observed on material B before 
hydrogenation. After hydrogenation, the low-temperature tail disappears. The DLTS-spectra are 
having their peak between 230 and 250K, but also a tail at higher temperature remains. The last 
observation explains why the dark I-V-characteristics of the material B-diodes after 
hydrogenation are less good than for material A. 
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Fig. 4 DLTS-spectra before and after hydrogenation of material B 

3. Results on the level of solar cells 

Together with the diodes we also processed solar cells. The only difference with the process- 
flow outlined on page 2 is that after the evaporation of the back contact, the front side 
metallisation is done by evaporation of Ti/Pd/Ag (50nm/50nm/5u.m) and lift-off. The results of I- 
V-measurements under AM 1.5 illumination are shown in Table II. The cells were 4 cm2 large. 

Table II: I-V-measurements under AMI .5-illumination for solar cells of 2x2 cm2 

Material H- 
passivation 

■Isc 
[mA/cm2] 

Voc 
[mV] 

FF 
[%] 

Efficiency 
[%] 

A no 23 580 76.5 10.2 
A yes 23.7 586 76.8 10.7 
B no 21.7 567 76.9 9.5 
B yes 23.5 586 76.7 10.5 

One can see that the hydrogenation leads to increased efficiencies both for material A and B. For 
material C, no cells were made for this comparison. 

Concerning the discussion of these results and their relation with the small devices, it is 
interesting to return to Fig. 3. According to elementary diode-theory, one can write for the open- 
circuit voltage Voc of a solar cell: 

V0c = ni.ln(Jsc/J0i) (1) 

The current which flows through the cell when short-circuited is denoted Jsc- Since the dark 
current in these devices is still determined by the properties of the base (and not by the emitter) 
and the effect of the hydrogenation is most pronounced on the level of J0i (the Isc-change is only 
in the order of a few percent), one can write the following expression : 

Voc = ni(k - ln(J0i)) (2) 

Equation 2 indicates that the iso-Voc-lines in a ni-ln(I0i) graph will be shifted hyperbolic curves. 
In Fig. 3a and b such iso-Voc-curves are included for voc = 20,21,22 and 23 where voc stands for 
the normalised open-circuit voltage (= qV0C/kT). From these curves one can see that the 
improvement of Voc after hydrogenation in material A and B should be less than kT/q, which is 
indeed found back in the solar cell results of B. For A the improvement in Voc is smaller 

DISCUSSION 

The above results indicate a quite different behaviour of a multicrystalline Si-material with 
low oxygen content at one side and materials with an intermediate concentration of oxygen and 
impurities at the other side. 
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Elgamel 

Depth (um) 
Fig. 5 : Deuterium SIMS-profile 

In the SIMS-profile (fig. 5) of deuterium it is 
seen that the penetration is deeper in material B. 
Despite this difference, the improvement seems 
to be stronger in material A. One can clearly see 
that in a ln(J0)-n-graph hydrogenation leads only 
to a reduction of J0 for material B, while in the 
material A both n and J0 are reduced. Such a 
behaviour can be explained qualitatively by 
realising that the defect level distribution in the 
two materials is basically different after 
hydrogenation. For the materials with 
intermediate oxygen content it was found that 
after hydrogenation the shallow states were 
removed and the only clear peaks remaining were 
mostly centred around Er-Ei = 0.45 eV.9 

For the material with low oxygen content the spectra revealed a rather broad band of states 
with a tail at higher temperature, which did not disappear after hydrogenation. The effect of the 
hydrogenation in this kind of materials is mainly a reduction of a broad band of states around 
midgap without fully eliminating them. In the dark I-V-characteristics the effect of the 
hydrogenation is however not fully revealed. When illuminating the sample, most of these 
remaining traps are filled because of the much higher minority carrier concentration existing in 
the bulk under these conditions. Therefore, the effect of the remaining traps is reduced when 
used under normal illumination conditions. 

CONCLUSIONS 

In this paper we report on the effects of hydrogenation on multicrystalline materials with 
different oxygen content. It was found that hydrogenation affects the characteristics in a quite 
different manner. It was seen that in the low-oxygen content material IG- and GB-diodes show 
similar characteristics before and after hydrogenation, whereas in the moderate-oxygen content 
material both types of diodes become only similar after hydrogenation. DLTS showed that after 
hydrogenation the remaining trap levels are centred around 230K. For the low-oxygen content 
material DLTS showed however a high-temperature tail which points to a subsisting trap density 
around midgap. 
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ABSTRACT 

We applied the ultrasound treatment (UST) to improve properties of poly-Si thin films on 
glass substrates for thin-film transistor applications. A strong decrease of the sheet resistivity in 
hydrogenated films subjected to UST was observed. UST improves the film homogeneity as 
monitored by spatially resolved surface photovoltage mapping. Studies of hydrogenated thin- 
film transistors demonstrated remarkable UST induced improvement in transistor characteristics, 
especially, a reduction of leakage current by as much as one order of magnitude. All these 
effects are explained in terms of UST enhanced hydrogenation of poly-Si film. 

INTRODUCTION 

Hydrogenation is a critical process for improving properties of polycrystalline silicon for 
thin-film transistors. Proper hydrogenation has been shown to passivate traps, reduce device 
leakage current, and improve drive current by increasing carrier mobility [1]. The degree of 
poly-Si hydrogenation is often inferred from time consuming analytical measurements or from 
end-of-line transistor parameter characteristics. Recently, we found that poly-Si hydrogenation 
can be also monitored in a quick, non-contact manner by surface photovoltage (SPV) 
measurement [2], which provides a convenient real-time feedback for process control. In this 
paper we present results on enhanced hydrogenation in poly-Si thin films on a glass substrate 
stimulated by the ultrasound treatment (UST). Ultrasound waves propagating through a 
semiconductor are known to produce lasting changes in recombination properties related to 
point and extended defects. As was found recently, UST applied to p-type Cz-Si [3,4] and 
solar-grade polycrystalline Si [5] caused significant changes in the dissociation-association 
kinetics of metal-acceptor pairs. These results support a growing evidence that by coupling the 
ultrasound vibrations to semiconductor materials, one can expect it to vary properties of point 
and extended defects not only in compound semiconductors, but also in silicon. Stimulated by 
UST, the processes of point defect generation by releasing them from traps as well as point 
defect gettering by sinks can be of particular importance for UST of polycrystalline silicon thin 
films. In this work an emphasis is given to UST in hydrogenated poly-Si films. The hydrogen 
passivation of dangling bonds at grain boundaries and at the surface is recognized as a key 
process improving film quality. The new approach to enhance the efficiency of hydrogenation in 
thin poly-Si films by ultrasound treatment is reported in this paper. 

EXPERIMENTAL DETAILS 

Semi-insulating as-grown Si films with thicknesses ranging from 0.35 to 0.55 urn were 
deposited at 625 °C or 550°C on Corning 7059 glass substrates by low pressure chemical vapor 
deposition using SiH4 pyrolysis. X-ray diffraction proved that 625°C films had a crystallite 
structure with (110) orientation, while the films deposited at 550°C were amorphous. 
Subsequent prolonged annealing (8 to 75h) of 550°C films under nitrogen flow at 550°C caused 
a gradual development of the crystallite structure oriented predominantly along (111) direction. 
The films were selectively hydrogenated using a pattern defined by an opening in an Al mask. 
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This enabled us to study the UST effect by comparing hydrogenated ("H") with non- 
hydrogenated ("non-H") areas on the same film. The hydrogenation was performed at 300°C in 
a plasma system operating at a lOOccm H2 flow with 0.3Torr pressure and 200W radio 
frequency power for 1 to 3 hours. 

The hydrogenation efficiency was monitored by measuring the sheet resistivity using the 
four-point-probe method. Complimentarily, the surface photovoltage (SPV) measurements 
were performed on the same films by utilizing the approach developed in Ref.2. According to 
the principles of SPV method, the surface potential can be modulated by photo-induced carriers, 
therefore, the magintude and phase of AC voltage is a sensitive measure of bulk and surface 
recombination properties of material. Using chopped optical excitation with 514nm Ar-laser line 
(light penetration of 0.3|i,m in poly-Si) and a lock-in response measurement technique, both the 
amplitude and the phase shift can be determined. The phase shift technique provides the 
information regarding recombination lifetime in the conditions of a strong trapping effect [2]. 
SPV measurements were performed with a modified Semiconductor Diagnostics CMSIII 
analysis system using an Ar -laser as photo-excitation source. 

For UST experiments, ultrasonic vibrations were applied to the poly-Si sample through the 
glass substrate by external circular piezoceramic transducers of 1.5" or 2.9" diameter and 0.125" 
thickness as shown in Fig.l. The transducers were driven by a function generator and power 
amplifier adjusted to the resonance frequency of the radial or thickness vibrations. Each UST 
can be specified by the following parameters: ultrasound mode and frequency (25 to 650kHz); 
amplitude of acoustic strain generated by transducer, (typically, on the order of 10-5); 
temperature (20 to 120°C); and UST time (5 to 120min). The sample temperature during UST 
was measured in-situ by a remote infrared pyrometer, while the amplitude of acoustic vibrations 
generated into the sample was controlled by a miniature piezoelectic detector (Fig.l). UST 
induced changes in film properties and their post-UST relaxation were monitored by measuring 
poly-Si sheet resistivity and SPV signal. 

SPV probe 

IR pyrometer 
(T-control) 

poly-Si 
on glass   —>-ff 

u 
acoustic wave 

detector 

ultrasound, 
transducer 

radial 
vibrations 

thickness 
vibrations 

Fig.l    General scheme of ultrasound treatment in poly-Si 
thin films with SPV as diagnostic technique of hydrogenation. 
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Fig.2 Surface photovoltage map of selectively hydrogenated 
poly-Si thin film on glass ("H"-character) 

RESULTS 

The surface photovoltage measurements show increased SPV signal magnitude in the 
hydrogenated areas compared to non-hydrogenated regions of the same sample. This is 
demonstrated in Fig. 2 by SPV map of a thin poly-Si film selectively plasma hydrogenated with 
a pattern of the letter "H". These results were published previously [2], and are consistent with 
the known role of hydrogenation in thin film poly-Si. The hydrogen passivates traps, thereby 
reducing minority carrier recombination and as a consequence changes the SPV amplitude and 
phase. The four point probe resistivity measurement on the same film have shown a resistivity 
drop by approximately 1 order of magnitude in the H-region compared to the non-H region. 
This is consistent with published data on hydrogenation effect on poly-Si film resistivity. In the 
present work, we used resistivity and SPV measuraments as two independent techniques for 
monitoring the hydrogenation efficiency. 

e 

Initial UST1 
(30°C/40min) 

UST2 
(45°C/40min) 

UST3 
(60°C/40min1 

Fig.3   Effect of ultrasound treatment on hydrogenation 
efficiency in poly-Si for thin-film transistors application 
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The results of UST on sheet resistance of hydrogenated and non-hydrogenated samples are 
shown in Fig.3. The "H"-sample demonstrates a dramatic one to two orders of magnitude 
decrease in resistance after UST. In comparison, the same UST applied to "non-H" sample 
produced only 30 to 40% reduction of resistance. The UST effect is specified by a time constant 
of 25 min at 55°C. We notice, that this low temperature UST processing of poly-Si on glass 
can be specifically beneficial for thin-film transistor technology, where thentemperature stability 
of the glass substrate is a critical parameter. 

We have also observed that UST improves the homogeneity of hydrogenated poly-Si 
films. In Fig.4 a comparison is given between the resistivity of two different regions of the same 
plasma hydrogenated sample. It is obvious that UST stimulated two effects: (a) decreases the 
absolute value of film resistivity, and (b) it reduces differences between film regions. In the 
case presented in Fig.4, the resistivity ratio in the two regions was reduced from one order of 
magnitude before the UST to less than 10% after treatment. This result is confirmed by a 177- 
point SPV mapping (spatial resolution of 2mm) of 2 inch diameter poly-Si film subjected to a 
set of consecutive UST. As shown in the Table, the 177-point SPV signal standard deviation 
gradually decreased after UST by a factor of 2.5. Therefore, we conclude that the 
improvement of the film homogeneity after UST is documented by both resistivity and SPV 
measurements. 

Table. Changes in standard deviation of 177-point SPVmap after UST in a poly-Si film. 

State of poly-Si Standard Deviation (%) Average SPV 
Amplitude (mV) 

Before UST 
UST1 (30min/70°C) 
UST2 (120min/100°C) 
Relaxation (12h/20°C) 

42 
28 
24 
17 

1.32 
1.21 
1.26 
1.60 

The transient character of UST effect and post-UST relaxation are of special concern in 
practical utilization of this treatment. The relaxation for 12h at room temperature to a new, but 
lower than initial value of resistance had been observed for "H" samples subjected to UST as 
shown in Fig.5. This relaxation process can be noticeably suppressed by cyclic UST-relaxation- 
UST procedure (Fig.5). This scheme enabled a permanent reduction of the sheet resistivity in 
hydrogenated poly-Si film by as much as one order of magnitude. 
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Improvement of resistance homogeneity in hydrogenated 
poly-Si film versus time of Ultrasound Treatment 
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Fig.5 Stabilization of UST effect by using cyclic 
UST-relaxation-UST procedure 

Finally, we applied the UST procedure to commercial poly-Si thin-film transistors 
subjected to plasma hydrogenation processing. The effect of UST on transistor characteristics is 
illustrated in Fig.6 by two ID-VG curves measured before and after poly-Si film with fabricated 
transistors was subjected to UST. A substantial decrease of the leakage current by a factor of as 
much as 10, was observed for a number of transistors with practically no change in the threshold 
voltage and drive current. At the present time, we do not have adequate data to specify a 
relevant mechanism responsible for UST reduction of the leakage current. However, the leakage 
current improvement is consistent with the hydrogenation of grain-boundary interface states 
after UST observed in this paper in the resistivity and SPV study. 
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Fig.6    I-V characteristics of hydrogenated poly-Si thin film 
transistor demonstrating UST improvement of leakage current. 

DISCUSSION 

The phenomenon of the resistivity decrease due to poly-Si hydrogenation is the recognized 
as the passivation of inter-grain boundary trapping centers by hydrogen resulting in a decrease of 
grain boundary barriers [6]. Present experimental results imply that this process can be 
substantially enhanced by UST. We propose the following mechanism to tentatively account for 
the UST effect in poly-Si thin films. It is known that after hydrogenation of poly-Si thin films 
the total hydrogen concentration in the film exceeds the number of dangling bonds by as much 

409 



as two orders of magnitude [7]. Furthermore, it is also known that the fraction of passivated 
dangling bonds is often very iow_ Therefore, a significant reservoir of hydrogen is available in 
the hydrogenated film for the passivation of dangling bonds. It had been observed that this 
hydrogen in the reservoir is weakly bound (presumably, in the form of complexes or small H- 
induced platelets) and can be released by a low temperature annealing (460K) followed by rapid 
quenching [8]. The process of thermal liberation of hydrogen from the reservoir has an 
activation energy of about leV. This atomic hydrogen after fast diffusion to grain boundary 
regions can be captured by dangling bonds and form stable centers at room temperature or, 
alternatively, can form electrically active metastable H-related complexes. The Si-Si bonds 
strongly distorted by tensile stress at grain boundaries are a reasonable place to accommodate the 
atomic H released from H-reservoir. It is known that such centers are metastable defects and 
show a room-temperature relaxation of resistivity change [8]. We can postulate that UST 
enhances the hydrogen liberation from the reservoir ( 25min at 55°C), presumably, by 
decreasing the binding energy of atomic hydrogen in the reservoir. Moreover, UST can also 
increase the diffusivity of atomic hydrogen by reducing the activation energy of H-diffusion [9]. 
These suggestions follow examples of the established UST stimulated reduction of activation 
energy for dissociation of Fe-B pairs [3] and association of Cr-B pairs in silicon stimulated by 
the ultrasound [4]. The cyclic UST-relaxation-UST procedure finally brings together the 
released hydrogen and the dangling bonds at grain boundaries, by forming stable Si-H centers. 
This stable decrease of the sheet resistance may be in fact similar to the cyclic process of low 
temperature annealing - light activation of dangling bonds reported previously in thin film poly- 
Si [10]. 

CONCLUSIONS 

We observed for the first time that ultrasound treatment applied to hydrogenated 
polycrystalline Si films provides the change of transport and recombination properties relevant to 
TFT applications. The process shows a relaxation behavior, but can be stabilized by cycling 
consecutive ultrasound treatment and relaxation. Ultrasound enhanced hydrogenation can be 
explained as UST stimulated release of atomic hydrogen from the H-reservoir followed by 
subsequent hydrogen trapping by the dangling bonds at grain boundaries and surface interface 
states. This UST mechanism can be responsible for the reduction of leakage current presently 
observed for commercial hydrogenated thin film transistors. By analogy with other 
semiconductors with grain boundaries, dislocations and point defects, UST may be an 
alternative (or complimentary) technique to improve the properties of polycrystalline silicon thin 
films and thin-film transistors for active matrix LCD application. 

This work was supported by a grant from the Advanced Research Projects Agency. 
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ABSTRACT 

The effect of hydrogen passivation on photovoltaic performance of 1 MeV 

electron irradiated polycrystalline cast silicon solar cells is described. These cells 

were processed on cast p'-type boron doped polycrystalline silicon substrates using 

standard technology. Passivation was made by low-energy hydrogen ion implantation 

on the front side. Cells performance was measured as a function of fluence, 

and it was found that the hydrogenated cell had the higher radiation resistance. 

Defect behavior were studied using deep level transient spectroscopy and 

infra-red spectroscopy. It was shown that the concentration of vacancies 

(Ee -0,09 eV), divacancies (Ec -0,23 eV) and A-centers (Ec -0,18 eV) is significantly 

lower in hydrogenated samples. This consistency strengthens the belief that 

hydrogen interacts with vacancy-type defects to prevent formation of the secondary 

radiation defects. It is confirmed by IR-measurements. 

INTRODUCTION 

The use of hydrogen in solar cells started when a grain boundaries and 

dislocations passivation in poly-Si was reported by C.H. Seager and D.S. Ginley [1]. 

Since this time the research and development efforts are concentrated in extending 

of H-passivation application. It is well known that the hydrogenation increases the 

efficiency of poly-Si solar cells due to passivation of electrical activity defects [2,3]. 

It was as well shown that the passivation by low-energy hydrogen ion implantation 

is preferable than by hydrogen plasma treatment due to the shorter processes time 

and the capability of controlling the ion energy [4]. The new very promising 

utilization of hydrogen passivation is the improvement of radiation characteristics of 

poly-Si   solar   cells     for     space application [5]. 
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In this study the effect of hydrogen passivation on photovoltaic performance of 

1 MeV electron irradiated polycrystalline silicon solar cells is presented. The defects 

occurring from radiation was studied using both deep level transient spectroscopy 

(DLTS)   and infra-red spectroscopy (IR). 

EXPERIMENTAL DETAILS 

Samples (20mm x 20mm x 0,5mm) were cut from a directionally cast large grained 

(1-2 mm) polycrystalline silicon ingot, obtained as described in [6]. The substrates 

werep-type boron doped with a resistivity of 1-2 Q cm. The n-p junction was formed 

by phosphorus diffusion at a depth of 0,7 fim. The frontal contacts were obtained by 

vacuum deposition of Ti-Cu-Ni. On the backside of the samples Al was evaporated. 

Subsequently the samples were annealed at 300 °C for about 10 min in order to form 

an ohmic contact. 
Hydrogenation was carried out by hydrogen ion implantation using a Kaufman 

ion source with an energy of 1,2 keV and a current density of 0,25 mA/cm2. 

The detailed description of hydrogenation procedure was made in [7]. The finished 

solar cells were irradiated by electrons with an energy of 1 MeV and an integral fluence 

of D=10" - 1016 cm2. The radiation intensity was 10" cm2 sec1. 

DLTS samples with area from 0,01 to 0,02 cm were obtained by sawing a 

2x2 cm2 cells, etching and mounting them to TO-5 headers. DLTS measurements 

were taken using a 28-MHz capacitance bridge. All samples were stored in liquid 

nitrogen immediately after irradiations and after any measurements to prevent 

annealing at room temperature. The IR measurements were effectuated by means of 

a "SPEQORD - M80" and "PYE-UNICAM SP-3-300" equipped with a continuous-flow 

cryothermostat in the range of wavenumber 4000 - 400 cm1. The measuring 

temperature was in the range number 100 - 400 K and the resolution was 0,5 cm1. 

RESULTS AND DISCUSSION 

Fig.l shows the 1^ and V^ parameters of the hydrogenated (*) and untreated 

(•) polycrystalline silicon solar cells versus 1 MeV electron fluence. With increasing 

irradiation dose the difference between the degradation rates of the passivated and 

untreated solar cells increases, reaching 6% of the maximum power at electron dose 

D=1016 cm'2. The critical integral electron fluence at which the IK decreases by 25% 

is 1,7 10" cm'2   for hydrogenated and 10"   cm2   for the   untreated   solar   cell.   The 
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V^ decreases by 12% and 16% respectively for hydrogenated and untreated cell after 

D=1016 cm2. Therefore the radiation degradation of maximum solar cells power is 

determined mainly by the degradation of Isc . In turn, I decreases due to decreases 

in the minority carrier diffusion length. 

The spectral responce measurements of hydrogenated and untreated solar cell be- 

fore and after 1 MeV electron irradiation shows the distinct shift in the decreasing 

in the minority carrier diffusion length. As was earlier shown the spectral responce 

decreases by more than a factor of 3 when D=1015 cm2 in the longwave region, 

while in the shortwave region the spectral responce nearly constant up to an electron 

fluence of 10" cm2 [5]. In this case the slight shift of the peak toward shorter wavelength 

in hydrogenated solar cell is due to the increase in minority carrier diffusion length. 

The minority carrier diffusion length, which was determined from spectral responce 

measurements is a factor of 1,5 higher in the hydrogenated than in the untreated 

solar cell. 
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The energy levels of the radiation-induced defect states found in electron - 

irradiated untreated polycrystalline silicon samples are given in Table 1. The 

identification of the radiation defects induced by electron irradiation was carried out 

in   previous   work [8]. 

Table 1 

Type of defect Charge state Position of level 

Divacancy v2-2 E -0,23 

v;1 E -0,40 
c         7 

A-center (V+O)- E -0,18 

Boron vacancy (V+B)+ Ev +0,45 

Vacancy v- E -0,09 

V* Ev +0,11 

Interstitial Si Si+ Ev +0,40 

The concentration of above mentioned defects especially divacancies 

(Ec -0,23 eV) and A-centers (Ec -0,18 eV) is an order of magnitude lower in the 

hydrogenated specimens, and the defects (Ec -0,09 eV) and (Ev +0,4 eV), which 

represent singly charged vacancies and interstitial Si atoms respectively, are not 

observed in hydrogenated samples. The A-center has been passivated by binding 

of Si dangling bonds with two hydrogen atoms. This thermal stable center is annealed 

only at 450 °C. In addition to direct passivation, hydrogen - vacancy interaction 

decreases the probability of secondary vacancy defects such as divacancies, 

A-centers etc. 
The comparison of IR - spectrums before and after e-irradiation clearly shows 

the following. The absorption intensity at the some defects induced by electron 

irradiation in hydrogenated samples much lower than in untreated specimens. And 

absorption bands at 3571 cnr1 (Ev +0,33 eV), 3030 cnr1 (Ev +0,38 eV), 2632 cnr1 

(E +0,33 eV) and 2439 cnr' (Ev +0,3 eV) observed in untreated samples are not 

appeared in hydrogenated specimens. It is obvious that hydrogen neutralizes some 

of the radiation defects, and judging from effectiveness of passivation, the 

hydrogen is captured just immediately in defect formation process. On the other hand, 

one cannot exclude passivation due to the probable radiation-stimulated diffusion 

of    free     interstitial hydrogen atoms through the polycrystalline silicon. 
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CONCLUSION 

Electron radiation testing of hydrogenated polycrystalline silicon solar cells 

indicates that the hydrogenation increases the radiation resistance. The absence some 

electron induced radiation defects in hydrogenated samples and the decrease of 

the other defects concentration is due to the hydrogen incorporation with radia- 

tion defects. Therefore this hydrogenation technique may have significant implications 

in the area of photovoltaic space power. This study leads the way for more research 

on   the   hydrogenated polycrystalline silicon solar cells. 
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CHALCOGENS IN GAAS 
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ABSTRACT 

The passivation by hydrogen of the shallow donors sulfur, selenium, and tellurium in 
GaAs was studied by infrared absorption spectroscopy (FTIR), capacitance-voltage (C- 
V) depth profiling, and secondary ion mass spectroscopy (SIMS). Local vibrational mode 
(LVM) frequencies due to hydrogen-donor complexes agree with a microscopic model where 
the hydrogen atom is bound in the antibonding position to one of the donor's neighboring 
gallium atoms. Our results suggest a hydrogen penetration depth much greater than the 
passivated region, however the infrared active region coincides with the passivated part of 
the material. 

INTRODUCTION 

Hydrogen incorporation into semiconductors has been shown to be a very common pro- 
cess that occurs both during growth and during post-growth processing such as plasma 
etching, wet chemical etching or surface cleaning. These treatments can lead to a hydrogen 
diffusion up to several micrometers into the material. Hydrogen electrically passivates both 
shallow dopants as well as deep defects. Shallow dopant passivation leads to a decrease 
of free carrier concentration of up to one order of magnitude near the surface. This effect 
has been explained by a hydrogen bonding to the dopant atom rather than a compensa- 
tion effect. Microscopic details of the hydrogen complexes can be obtained by infrared 
absorption spectroscopy. Vibrational excitation of the hydrogen atom (LVM) leads to very 
narrow absorption lines with frequencies very similar to those known for hydrogen contain- 
ing molecules. 

In the case of GaAs it is observed that all shallow dopants (CA«, SIA», GeAs, BeG», ZnGa, 
CdG., SiG», SnG«, SA», SeA„ and TeA.) are passivated by atomic hydrogen and for most 
of them vibrational lines have been reported[l]. Recently, we have reported vibrational 
modes after hydrogen treatment for the chalcogen donors sulfur, selenium, and tellurium[2] 
that have been confirmed at the same time by R. Rahbi et al.[3]. The analysis of the 
frequency dependence on the donor species led to a model where the hydrogen atom binds 
in the antibonding position to one of the gallium atoms next to the donor atom with 
the gallium-hydrogen bond along a <111> direction. This picture is in agreement with 
theoretical calculations performed by K. J. Chang[4] and by R. Rahbi et al.[3]. The complex 
has trigonal symmetry and the two absorption lines observed for each donor species are 
interpreted as a non-degenerate stretching mode and a lower lying two-fold degenerate 
bending mode. 

In order to correlate the absorption measurements with the electrical passivation of the 
donor atoms, we have performed C-V depth profiling of the free carrier concentration after 
hydrogenation. 
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EXPERIMENTAL DETAILS 

The samples used in this study for infrared absorption measurements consist of S- and 
Se-doped layers grown by metal-organic vapor phase epitaxy (MOVPE) and Se- and Te- 
doped layers grown by liquid phase epitaxy (LPE) on undoped semi-insulating GaAs sub- 
strates. The layer thicknesses varied between 2 and 10 /im with carrier concentrations from 
2 • 1018 cm-3 to 1 • 1019 cm-3. In addition, Te-doped bulk material, grown by the liquid en- 
capsulated Czochralski (LEC) technique, was used for the C-V depth profile measurements 
(n = 2 • 1017 cm"3). 

For passivation, the samples were exposed for 3 to 50 hours to a remote hydrogen or 
deuterium dc plasma in a parallel plate system with a plate voltage of 600 V. The samples 
were mounted on a heater block held at a temperature of 180-200° C and placed 10 cm 
downstream from the plasma with a bias voltage of about -300 V, that fixed the bias 
current to 50 /»A. The gas pressure was held at 1 mbar. 

Infrared transmission was measured at normal incidence with a BOMEM DA3.01 Fourier 
transform spectrometer, equipped with a liquid nitrogen cooled MCT detector as well as 
a liquid helium cooled Si:B detector. To avoid mounting stress, the samples were free- 
standing in the sample compartment of an exchange-gas cryostat, where the temperature 
was measured with a calibrated germanium resistor. 

For C-V depth profile measurements, Schottky diodes were fabricated by evaporat- 
ing Au Schottky contacts of 0.6 mm in diameter after dipping the sample into a dilute 
H2S04/H202/H20 etch. Ohmic contacts were produced on the back side of the bulk sam- 
ples by scratching an In/Ga alloy. 

Secondary ion mass spectroscopy (SIMS) was performed on deuterated samples with 
a CAMECA IMS 4F apparatus, using a primary-ion source of cesium. A Talystep stylus 
profilometer was used for the depth calibration and a H-implanted GaAs specimen for the 
calibration of the absolute SIMS intensity. 

S-Hl 

-i—|—i—i—i—i—|—i—i—r- 

S-H2 

WAVENUMBER (cm) 
1510        1515 

WAVENUMBER (cm1) 

Figure 1:  Typical spectra of the absorption lines found after hydrogen plasma treat- 
ment (0.025 cm'1 apodized resolution for X-Hl and 0.1 cm'1 for X-H2 lines). 
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Table I: Summary of LVM frequencies, their full width at half maximum (FWHM), 
relative integrated intensities, and r-values (r = ^*=B-) at T = 10 K. 

absorption 
line 

line position 
(10 K) 

FWHM 
(10 K) 

relative 
intensity 

r- value 
(10 K) 

S-Hl 
S-H2 
S-Dl 
S-D2 

780.58 cm"1 

1512.30 cm-* 
556.1 cm-* 
1088.4 cm"* 

0.045 cm-1 

0.071 cm"* 
0.3 cm-1 

0.4 cm-1 

7.8 
1 

7.6 
1 

1.4035 
1.3895 

Se-Hl 
Se-H2 
Se-Dl 
Se-D2 

777.95 cm"* 
1507.46 cm"* 
554.3 cm-* 
1084.8 cm"* 

0.08 cm-1 

0.08 cm-* 
0.6 cm-1 

0.7 cm"1 

7.3 
1 

«20 
1 

1.4035 
1.3896 

Te-Hl 
Te-H2 
Te-Dl 
Te-D2 

771.81 cm"* 
1499.93 cm"* 
550.0 cm"* 

not detected 

0.09 cm-1 

0.13 cm"* 
0.6 cm-1 

5.5 
1 

RESULTS 

Localized vibrational modes 

After hydrogen plasma treatment, two new absorption lines were found for each donor 
species, a stronger one around 780 cm"1 labeled X-Hl (X=S,Se,Te) and a much weaker 
one, X-H2, around 1500 cm-* (Figure 1). Substituting hydrogen by deuterium shifts the 
spectral positions of the lines to lower frequencies by a factor r close to \/2 as expected for 
hydrogen LVMs that are very well described by a simple harmonic oscillator model. The 
precise ratios together with the line positions, line widths and relative intensities at T = 10 
K are summarized in Table I. The intensity ratio of X-Hl to X-H2 is constant to within 
experimental error, manifesting that they originate from the same complex. We attribute 

E o 

fr 
CO 

CD 

0     50   100 150 200 250 0     50   100  150 200 250 

temperature (K) temperature (K) 
Figure 2: (a) Shift with temperature of the hydrogen absorption lines X-Hl andX-H2 
(X=S,Se, Te). (b) The same for the line width (full width at half maximum). 

419 



—i     i     i—|     i     i—t—i—i—r—i—|—r ' i     i 

ts
) 

K                                        - 
c N» 
3 \ 
,0  0.75 \ 
nj, \ 

\                             : 
S o-50 :               \ \ 

"■•■* \ 

°  025 
\                     : 

(0 \ 
n 1     I     1     1     I     1     1.—1—1—1—1—^—1—1—1— 

0 02 0.4 0.6 0.8 
removed layer thickness (p.m) 

Figure 3: Decrease of absorption intensity of the Te-Hl line after successive removal 
of the surface layer. The doping level was n=2.1 • 1018 cm~3 and the hydrogenation 
was performed at T = 200° (7 for 6 hours. 

X-Hl to the bending mode of the bound hydrogen atom and X-H2 to the corresponding 
stretching mode. 

All of the observed lines exhibit a strong temperature dependence. Increasing the mea- 
surement temperature above T = 40 K leads to a pronounced line broadening and a shift to 
lower frequencies (Figure 2). The weaker higher frequency lines X-H2 are observable only 
until T = 50 K, the stronger lower frequency lines X-Hl up to 240 K. 

In order to determine the layer thickness of the absorbing complexes, material was 
etched step-by-step from the surface by a H2SO4/H2O2/H2O etch. As a concequence, the 
absorption intensity decreases progressively. Extrapolating the absorption intensity to zero 
(cf. Figure 3) leads to a infrared active region with a thickness of «0.6 jtm. 

E 

3x10 

2x10 

1x10' 

-1—1—1—1—1—1—1—1—1—1—i- 

without plasma treatment 
o-*-» 'a"8'"88»<»»B»ngM>yuyygMoa 

after 3 hours deuterium plasma 
treatment at 200°C 

0.08 0.12 0.16 
depth (um) 

0.20 

Figure 4:  Electrical passivation of Te-doped GaAs after S hours hydrogen plasma 
exposure at T = 20(PC. 
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Figure 5: SIMS measurement of GaAs:Te (n = 2-1017 cm~3) after 3 hours deuterium 
plasma treatment at T = ZOCfC. 

Electrical passivation and hydrogen penetration depth 

We have monitored hydrogen trapping and detrapping from tellurium donors by capaci- 
tance-voltage profiling. By measuring the capacitance of a Schottky diode as a function 
of reverse bias voltage the depth dependent free carrier concentration can be calculated. 
These measurements were performed on the Te-doped bulk material (n = 2 • 1017 cm-3). 
They show a passivation, after three hours of deuterium plasma exposure at 200°C, to a 
depth of about 0.2 fun. In this region the carrier concentration has decreased by a factor 
of ten (Figure 4). 

Simultaneously, a second sample of the same material was deuterated. Figure 5 shows 
the result of a SIMS measurement performed on this sample. Deuterium instead of hydro- 
gen is used in order to increase the experimental sensitivity. The diagramm shows that 
the deuterium penetrates much deeper into the sample than indicated by the electrical 
passivation. In contrast to the passivation depth of about 0.2 /im, deuterium concentration 
decreases by a factor of 10 only after 2 /un, and it is still detectable at a depth of 4 fim. 
Up to a depth of 2 /tm the total deuterium content is much higher than the donor concen- 
tration. 

DISCUSSION 

From Figure 1 it is evident, that there is a systematic dependance of the vibrational 
frequency on the mass of the donor atom. Increasing the donor mass leads to a decrease 
of the absorption frequency, indicating that the vibrational mode includes the donor atom. 
However, compared with the frequency-mass relationship found for hydrogen-group IV 
donor or for hydrogen-acceptor complexes[l], the chalcogen donor complexes exhibit only 
a very small mass dependance. This indicates that the hydrogen atom can not be directly 
bound to the donor but it must bind at least to a neighboring gallium atom. 

A similar case is known for the hydrogen passivated group VI donors P, As, and Sb 
in silicon[5]. Substituting the phosphorus donor (mass: 31 a.u.) by antimony (mass: 122 
a.u.) shifts the hydrogen stretching LVM only by 5 cm-1 from 1555 cm-1 to 1562 cm-1. 
For these complexes a model has been proposed, where the hydrogen atoms binds in the 
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so-called antibonding position to a neighboring silicon atom of the donor. Applying this 
model to our case suggests a hydrogen-gallium bond at the antibonding site. The stretching 
frequency measured is in good agreement with Ga-H stretching mode frequencies of ~ 1500 
cm-1 encountered in molecules [6], whereas the As-H stretching modes found in molecules 
are considerably higher (~ 2100 cm-1). 

This picture further is in agreement with the model proposed by Chang[4], which is 
based on ab initio pseudopotential calculations and that predicts a trigonal complex with 
a strong hydrogen-gallium bond along a <111> direction. The gallium-donor bond is 
weakened and the gallium atom relaxes by 0.78 A away from the donor to the hydrogen 
atom. However, no vibrational frequencies have been calculated. Similar calculations were 
performed by Rahbi et al.[Z] confirming these results. The predicted frequencies are ~ 845 
cm"1 (~ 600 cm-1) for the X-Hl (X-Dl) line and ~ 1592 cm"1 (~ 1131 cm"1) for X-H2 
(X-D2). 

CONCLUSION 

By application of high-resolution FTIR spectroscopy to hydrogen passivated chalcogen 
donors strong evidence for a microscopic model was found, where the hydrogen atom binds, 
in the antibonding position, to a gallium nearest neighbor of the donor species. This model 
explains the very weak frequency dependance on the donor mass and is in agreement with 
ab initio pseudopotential calculations[4, 3]. 

Furthermore, we have compared the depth of the infrared active region, the free carrier 
concentration profile, and the hydrogen penetration depth. The results suggest that the 
LVM absorption originates from the electrically passivated part of the sample and supports 
a microscopic picture for the donor passivation. In contrast, however, the total hydrogen 
content is much in excess of the donor concentration and its penetration depth is much 
deeper. Only a small part closer to the surface forms complexes with the donor species. 
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ABSTRACT: 
Hydrogen passivation effects in In doped n-CdTe upon exposure to rf hydrogen plasma 

have been studied by electrical and photoluminescence measurements. Shallow dopant 
passivation of approximately an order of magnitude at 150°C and 50% at 170°C is ob- 
served. No visual damage is seen. Reverse bias annealing effects are also studied. Results 
are discussed. 

Introduction: 
There has been increasing interest in hydrogen incorporation in semiconductors, as it 

causes profound modifications in the electrical and optical properties of these materials 
[1,2]. Most of the work reported so far has been mainly concerning the properties of hy- 
drogen in silicon and gallium arsenide [3,4]. Relatively, few studies are reported in II-VI 
compounds. The first report of hydrogen incorporation was in polycrystalline CdTe films 
deposited by evaporation in H atmosphere and investigated by PL measurements [5] which 
showed that hydrogen contributed to reducing the incorrect bonds and improving the crys- 
tallinity. There have been reports of neutralization of acceptors in p-CdTe by implantation 
of hydrogen [6,7] and passivation of donors in n-CdTe by annealing under molecular H or 
D in sealed ampoules [8]. Svob et al [9] have demonstrated that hydrogen plasma could 
be used for etching cadmium telluride, thereby leaving a clean and nearly stoichiometric 
surface. On the other hand, substantial loss of cadmium has been reported when CdTe is 
exposed to atomic hydrogen [3]. Native oxide and thin tellurium layer removal from CdTe 
using H plasma has been reported by Nishibayashi et al [ 10]. Recently, incorporation of 
atomic hydrogen in CdZnTe has been studied by PL [11]. Here, we report new results on 
the passivation and reactivation of donors in indium doped n-CdTe upon exposure to rf 
hydrogen plasma, studied by I-V, C-V and PL measurements. 

Experimental: 
Single crystals of CdTe used in the present investigation were grown by the asymetrical 

Bridgman technique [12]. Crystals were doped by Indium appropriately to obtain n type 
material of 3 X 1017 cm"3 donor concentration as well as high resistivity material. Samples 
were prepared from wafers cut parallel to (111) orientation and mechanically polished. 
They were degreased, chemically etched in 1% bromine in methanol for 5 mins followed by 
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rinsing in methanol for lh to remove traces of bromine. After this, the samples were treated 
in IN KOH in methanol for 5 mins to remove the tellurium film resulting in the bromine 
methanol etch [13]. Indium was deposited on the backside of the wafer and annealed at 
160°C for 2 mins in a hydrogen atmosphere to form ohmic contacts. Gold Schottky dots of 
0.6 mm diameter were deposited through a shadow metal mask at a pressure of 1 X 10~ 

torr. 
Hydrogenation was carried out by placing the samples in downstream plasma in a 

home-made plasma reactor operating at the frequency of 13.56 MHz. The plasma treat- 
ment was carried out at different temperatures for 1 h duration. The rf power density was 
fixed at 0.5W/cm2 and the pressure maintained at 0.5 torr. 

Room temperature I-V and C-V measurements were carried out on all the samples. 
The active donor concentration profile was extracted out from the C-V measurements. 
Reverse bias annealing was carried out at different temperatures to study the thermal sta- 
bility of dopant passivation. PL measurements on the control and hydrogenated samples 
were carried out at 4.2 K with a resolution of 0.5 meV using a MIDAC Fourier Transform 
PL system. Excitation source was the 5145 Ä line of argon ion laser and the detector used 
was a liquid nitrogen cooled Ge-photodiode. 

Results and Discussions: 
The I-V curves for the control and hydrogenated diodes are shown in Fig. 1. Clearly, 

there is no significant difference between the two characteristics. This indicates that exp- 
posure to downstream hydrogen plasma 
in our system causes no surface damage. 
This is also verified by microscopic ob- 
servations. This result is in contrast to 
earlier reports where significant surface 
degradation was observed after H plasma 
exposure [3]. Svob et el. [9] studied the 
temperature dependence of the etching 
rate and showed that exposure of CdTe to 
plasma at temperatures lower than 170°C 
would result in samples covered by a pow- 
dery layer. There is also no Schottky bar- 
rier modification due to hydrogen bom- 
bardment induced defects, unlike that re- 
ported for Si and GaAs [14]. These differ- 
ences are perhaps due to the low energy 
and remote nature of hydrogen plasma 
employed in our experiments. 

C-V depth profiles of the active donor concentration in the control and hydrogenated 
diodes are shown in Fig. 2 & 3. When sample is kept at 150°C, the passivation is over one 
order of magnitude but at 170°C the donor concentration is reduced only by factor of 2. 
The thermal stability of the dopant passivation was studied by carrying out reverse bias 

-0.5 0 
Vollage (Volts) 

Fig.l. I-V Characteristics of (a) control and 
(b) hydrogenated Au/n-CdTe diodes. 
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Fig.2. Net active donor concentration pro- 
files for (a) control (b) hydrogenated at 170°C 
(c) hydrogenated at 150°C (d) RBA at 150°C 
for 10 mins, samples. (RBA carried out at 3V 

applied bias and on the sample hydrogenated 

at 150°C.) 

Fig.3. Net active donor concentration pro- 
files for (a) control (b) hydrogenated at 150°C 
(c) RBA at 100°C for 30 mins (d) RBA at 
125°C for 15 mins (e) RBA at 125°C for 45 

mins, samples. (RBA carried out at 3V ap- 
plied bias and on the sample hydrogenated at 

150°C.) 

annealing (RBA) [15] experiments at temperatures ranging from 100-150°C under a 3V 

applied bias. RBA at 100°C for 30 mins shows no reactivation, but further movement of 

hydrogen into the bulk as seen in Fig. 3 (curve c). At 125°C, 15 min treatment reveals 
interesting features. The active donor concentration is low near the surface but shows a 

plateau between 0.15 to 2/xm and the edge of the passivation zone is further shifted into 
the bulk. When the treatment is for 45 mins at 125°C, the plateau is higher and shifted 

towards the surface. RBA treatment at 150°C, for 10 mins shows the plateau to shift to 
0.1/xm, with nearly complete reactivation of donors. This is shown in Fig. 2 curve (d). 
However, donors near the surface remain still passivated. 

The donor profiles obtained here after RBA are different from those reported for silicon 
[16], GaAs [17,18] and InP [19]. The main difference is the low reactivation of donors in 
the surface region. During RBA following processes are likely to be taking place: 

(i)      Release of atomic hydrogen, perhaps H~ from (InH) complexes. 
(InH) -> In+ + H- 

This may be accompanied by, H~ —> H° + e~ 

(ii)     Drift of H~ towards the bulk under the influence of electric field. 

(iii)    Retrapping of H~ by In donors to form passivated donors. 
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In+ + H- -> (InH) 
This is the dominant process during H plasma exposure and 
passivation. 

(iv)    Diffusion of H" into the bulk. This is likely to be dominant at the 
edge of the passivation zone. 

RBA of the hydrogenated diodes results in the reactivation of the dopants near the 
surface and their passivation deeper inside the bulk. This is generally attributed to the 
thermal disassociation of the dopant hydrogen complexes (process (i)) and subsequent 
field directed drift of the charged hydrogen into the bulk (process (ii)). However, as the 
observed profiles are different from those reported for Si, GaAs and InP, it can be un- 
derstood if we assume that there is considerable extra hydrogen available in the surface 
region. This is not unexpected since CdTe is likely to have more defects than group IV and 
III-V materials, which can share extra hydrogen. For the same reason hydrogen mobility 
will be smaller in CdTe. Hence, the supply of hydrogen from the surface region is slow 
and process (iii) seems to be dominant near the surface region. However, the hydrogen 
from the middle region seems to be escaping faster into the bulk thereby giving rise to 
the plateau. Passivation seen up to a greater depth can be explained by the diffusion and 
trapping of hydrogen by the donors in the bulk (process (iv)). Detailed modeling of the 
profile and reaction kinetics is being carried out. 

The influence of hydrogen plasma passivation is seen in PL spectra of the control and 
hydrogenated high resistivity In: CdTe which is shown in Fig. 4. The PL intensity of the 
commonly found 1.42 eV band shown in Fig. 4a was found to increase after hydrogena- 
tion suggesting the passivation of non-radiative centers. Also, better resolution of the 
phonon replicas of the 1.42 eV band after hydrogenation indicates improvement in the 
crystallinity by passivation [5]. With regards to the 1.42eV defect peak there has been a 
lot of controversy, with different groups assigning different transitions to it [20]. Despite 
the prominence of 1.42eV bands and their long history of observation, the possible origin 
of this band still remains a matter of dispute and conjecture. 

Evidence of the donor passivation can be seen from Fig. 4b wherein after hydrogena- 
tion the emission at 1.589 eV is found to have appeared. This peak is attributed to exciton 
bound to neutral ~V°cd [21]. The absence of this excitonic peak in the In-doped samples 
suggests that there are very few isolated V£d's present in the In-doped material. In view 
of the accepted self-compensation models for II-VI compounds in which VM plays a major 
role [22], it is more plausible that a considerable number of Vcu's are present but in the 
form of complexes with In atoms. The passivation of In donors by hydrogen, releases Vod 

to trap excitons giving rise to 1.589 eV line. Additionally, we have seen that this peak dis- 
appears after cadmium annealing in uncompensated CdTe samples thereby confirming its 
relation to ~V°cd. The 1.586 eV also appears after hydrogenation. However, its origin is not 
well established. The PL spectra of low resistivity n-CdTe, used for electrical studies, also 
show similar behaviour for these two peaks after hydrogenation, though not pronounced. 
The peak at 1.544 eV in Fig. 4b (spectrum a) is attributed to a C-A like transition, with 
the acceptor being a singly ionized cadmium vacancy [23]. The hump seen at 1.523 eV is 
the LO phonon replica of 1.544 eV. However, a hump on the higher energy side of 1.544 
eV which corresponds to a peak at 1.548 eV, remains after hydrogenation. This peak at 
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Fig.4. PL spectra at 4.2K of high resistivity CdTe:In (a) 1.42eV band and (b) edge 

emissions. 

1.548 eV is also a C-A like transition from residual impurities [24]. The presence of this 
peak even after hydrogenation tells that it is the donors in the material that are passivated. 
The absence of any deep level peak at 1.1 eV which is generally attributed to doubly ion- 

ized cadmium vacancies [20] in control as well as hydrogenated samples points to the fact 

that there has been no loss of cadmium from the surface or the bulk of the sample during 
plasma treatment. 

In conclusion, we have seen that atomic hydrogen incorporated by exposure to rf hy- 

drogen plasma in n-CdTe at 150°C does not create any surface damage and has strongly 
reduced the indium donor activity. This effect must be considered if hydrogen plasma is 
to be used for etching of CdTe or for the removal of its native oxide. The reactivation ki- 

netics of donors under RBA seems to be different from other well studied semiconductors. 
Manifestation of the donor passivation is seen in PL by the appearance of the acceptor 
bound excitonic peak. 
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ABSTRACT 

Deep electron traps in n-InP introduced during plasma exposure have been studied 
by means of isothermal capacitance transient spectroscopy (ICTS). Three electron traps, 
(Ec-0.21 eV), (£„-0.34 eV) and (£c-0.54 eV), which are designated E2, E3 and E4, re- 
spectively, are detected in n-InP treated with H2 plasma and by subsequent annealing. The 
E2 trap is induced by plasma exposure and the E3 trap is produced by thermal anneal- 
ing. The E4 trap is generated by both plasma exposure and thermal annealing. These 
three traps are passivated with hydrogen atoms. The E2 trap density near the surface of 
hydrogen-plasma-treated samples is strongly enhanced by applying electric field because of 
dissociation of hydrogen from E2 trap. The E2 trap is annealed out with the activation 
energy of 1.5 eV and the attempt-to-escape frequency of 3.2 x 1014 s_1. Phosphine plasma 
treatment is effective in suppressing generation of these electron traps. 

INTRODUCTION 

In recent years, dry etching processes based on chemical reaction in a plasma have 
been introduced in the fabrication of compound semiconductor devices. A gas mixture 
of CH.4 and H2 is often used for reactive ion etching of InP and related materials.[1] A 
significant drawback of plasma process is unavoidable defect generation at and/or near the 
surface of substrate by impinging energetic particles, leading to deteriorated performances of 
devices. Hydrogenation is effective in passivating the surface defects[2]. Defect passivation 
by hydrogen gives an influence on the Schottky barrier height of GaAs and InP contacts[3]. 
The thermal stability of hydrogen passivation of deep levels is of much interest from the 
point of surface control. 

Our group has reported in a previous paper that five electron traps are detected in n- 
InP which suffers H2 plasma treatment and subsequent annealing in a parallel-plate plasma 
reactor.[4] The five traps were designated El, E2, E3, E4 and E5, the energy levels of which 
are 0.21, 0.51, 0.32, 0.54 and 0.63 eV, respectively, below the conduction band edge. The El 
trap is detected even in the untreated n-InP, while the E2 trap is generated by H2-plasma 
treatment. Although the E3 and E4 traps are not detected in the H2-plasma treated n-InP, 
these traps appear after annealing at 350 °C for 3 min and disappear again by H2-plasma 
treatment after the annealing process. This experimental fact demonstrates that E3 and E4 
traps are passivated by hydrogen atoms. The E5 trap was found during the annealing in the 
limited temperature range from 150 to 300 °C. There is a report on the characterizations 
of the E2 trap, the origin of which was supposed to be related to hydrogen[4]. However, 
it is not clear whether the plasma damage may give an influence on generation of the E2 
trap.   Therefore, it is meaningful to examine InP treated with He plasma, the mass of 
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helium being close to that of hydrogen atom. Moreover, generation of the E3 and E4 traps 
due to plasma damage can be confirmed eliminating hydrogen passivation by investigating 
He-plasma treated InP. 

In this paper, it is described that E2 and E4 traps are introduced in n-InP by He-plasma 
treatment, while the E3 trap is produced by annealing. Also described are occurrence 
of hydrogen passivation of the E2 trap and reactivation under the applied electric field. 
Thermal annealing process of the E2 trap is also studied. It is demonstrated the reduction 
of E3 and E4 trap densities by PH3-plasma treatment for the sample which E3 and E4 traps 
were generated intentionally. 

EXPERIMENTAL 

The samples used in the present experiment were n-type bulk InP grown by liquid encap- 
sulated Czochralski (LEC) method. The (100) InP substrates had the electron concentration 
of 5-6 x 1015 cm-3. Ohmic contacts were prepared on the back side of the InP substrate 
by evaporating AuGeNi followed by alloying at 370 °C for 3 min. After the substrate was 
cleaned with acetone and deionized water, the surface was chemically etched with a solution 
consisting of H2S04, H202 and H20 (5:1:1) at 50 °C for 3 min. 

After InP samples were placed on a grounded pedestal, which was located 18 cm away 
from the plasma region, the chamber was evacuated down to 3 x 10~6 Torr. Pure H2 or 
He gas was introduced at the flow rate of 15 seem. The gas pressure was regulated at 0.2 
Torr. The substrate temperature was maintained constant at 95 °C. Plasma treatment was 
carried out in a remote plasma chamber in the present experiment[5]. Glow discharge was 
obtained by supplying RF power (13.56 MHz) of 35 W. Treatment time was fixed at 20 min. 
He-plasma treatment was carried out in order to examine whether E2 trap is inherent in H2- 
plasma treatment or introduced simply by plasma damage. Immediately after the plasma 
treatment was finished, Schottky junctions were formed on the plasma-treated surface by 
in-situ evaporating Au. 

ICTS measurement was carried out on the Schottky junctions to investigate deep electron 
traps induced at and/or near the surface of the plasma-treated InP by using an automated 
equipment (Horiba DA-1500). The diffusion potential of the Schottky junction necessary 
for setting the flat band condition was estimated from the true Schottky barrier height, 
which was obtained from the Richardson plot of the temperature dependence of the satura- 
tion current density, and the Fermi level position determined from the equilibrium electron 
concentration. 

RESULTS AND DISCUSSION 

Prior to investigation of the plasma treated InP, ICTS measurement was carried out for 
the sample annealed at 350 °C for 3 min in dry N2 gas without plasma treatment. This is 
because it is necessary to understand the influence of annealing on trap generation in order 
to carry out the isochronal annealing experiment. Figure 1 shows the ICTS spectra for the 
annealing sample. E3 and E4 traps are detected at measurement temperatures of 200 and 
300 K, respectively. The measurement region was from the surface to 0.1 /im in depth. 
The densities of the E3 and E4 traps were estimated to be 9.9 x 1013 cm-3 and 4.2 x 1013 

cm-3, respectively. The E2 trap generated by H2-plasma treatment was not detected for the 
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annealed InP, respectively. He-plasma treated InP. 

annealed sample. 
Figure 2 shows the ICTS spectra of the samples treated with H2 and He plasmas. The 

ICTS measurement was carried out at 300 K. In the sample treated with H2 plasma, only 
E2 trap with a time constant r of 2.0 x 10_1 s is detected. In the case of the He-plasma 
treatment, on the other hand, two peaks of ICTS signals are observed at the time constants of 
2.0 x 10-1 s and 2.4 x 10-2 s, corresponding to E2 and E4 traps, respectively. However, E3 
trap was not detected at the temperature of 200 K in both samples treated with H2 plasma 
and He plasma. It is demonstrated in the present experiment that E2 trap is induced by 
both H2 and He plasmas. Although E2 trap was tentatively related to hydrogen diffused into 
InP in a previous report[4], the present result suggests that E2 trap is attributed to plasma- 
induced defect. The E4 trap was generated by both annealing and He-plasma treatment, 
while the E3 trap was produced only by annealing. The activation energy and capture cross 
section of these electron traps detected here are summarized in Table I. It makes clear in 
the present experiment that the E2 and E4 traps are induced by the plasma treatment. 

Table I: Summary of activation energy Ea, capture cross section <re, emission time constant T 

and measuring temperature T for three traps of E2, E3 and E4. 

State Ea (eV) cc (cm2) r(s) T(K) 

E2 0.51 3.9 x 10-18 2.0 x 10"1 300 

E3 0.32 1.2 x 10~18 1.6 x 10-1 200 

E4 0.54 8.8 x 10~18 2.4 x 10-2 300 
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The effect of reverse bias stress on the E2 trap density for a sample treated with He 
plasma is investigated where Schottky junctions suffered reverse bias stress (—1 V on Schot- 
tky metal electrode) for 60 min at room temperature. No marked variation in the in-depth 
profile is observed after the reverse bias stress as shown in Fig. 3. In clear contrast to this, 
the E2 trap density in H2-plasma-treated sample was remarkably enhanced over the range 
0.2 /im deep from the surface by applying reverse bias stress as shown in Fig. 4. The density 
averaged over the range from the surface to the depth of 0.08 /im increases up to 5.0 x 1013 

cm-3. The E2 trap in the H2-plasma-treated sample has the same activation energy and the 
capture cross section as those of the E2 trap generated by He plasma treatment. It was also 
confirmed that the E2 trap generated by He plasma treatment was partly passivated by H2 

plasma treatment. Therefore, there exist possibly the E2 trap and the hydrogen-passivated 
E2 trap in the H2-plasma-treated sample. Increase of the E2 trap density in H2-plasma- 
treated sample by reverse bias stress is suggested to be not due to generation of the E2 trap 
but due to reactivation of hydrogen-passivated E2 traps by dissociation of hydrogen. 

The isochronal annealing experiment of E2 trap was carried out using He-plasma-treated 
samples. The samples were annealed in dry N2 ambient for a constant time of 3 min. The 
annealing temperature was varied from 87 to 187 °C. The bias condition was chosen to 
permit detection of relevant traps located in the region from the surface to 0.28 /im deep. 
The E2 trap density was not changed up to the annealing temperature of 127 °C , being 
nearly equal to the initial value of 8.8 x 1013 cm-3 before annealing. The trap density began 
to decrease at annealing temperatures above 127 °C. The trap density became undetectably 
low at annealing temperature above 187 °C in the present isochronal annealing condition. 
In Fig. 5 the trap density N normalized to the initial value N0 before annealing is plotted as 
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Fig. 6 In-depth profiles of E4 trap for InP 
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a function of the absolute temperature T during annealing. The variation in the normalized 
trap density after each annealing is modelled by assuming first-order kinetics of the annealing 
process[6]. 

^ = exp{-i,exP(-§)} (1) 

Therein t is annealing time. The values of attempt-to-escape frequency v and activation 
energy £» were adjusted to fit the calculated curve to the experimental points. The activation 
energy for annealing process of E2 trap and the attempt-to-escape frequency were finally 
determined to be 1.5 eV and 3.2 x 1014 s_1, respectively. These values are close to the values 
obtained in samples which were treated with H2 plasma, followed by reverse bias stress [7]. 

The annealing out of E2 trap at a rather low temperature of 187 °C may imply that 
E2 trap is possibly due to simple point defects like Frenkel pairs and isolated vacancies. It 
has widely been reported that the irradiation with high-energy electrons and X-ray photons 
introduces simple lattice defects[8, 9] which can anneal rather easily with an activation 
energy, for example, of about 1 eV in n-InP[10]. 

It is well known that H2-plasma treatment causes preferential etching of phosphorus 
at the InP surface[ll]. Therefore, PH3-plasma treatment was carried out in parallel-plate 
plasma reactor in order to make sure whether E4 trap may be related to phosphorus vacan- 
cies. Figure 6 shows the in-depth profiles of the E4 trap densities after various processes. 
E4 trap appears in the sample annealed at 350 °C for 3 min after H2-plasma treatment. 
However, the subsequent PH3-plasma treatment at 250 °C for 60 min leads to the marked 
reduction of E4 trap density in the depth region from the surface to 0.17 p.m. This exper- 
imental result implies that E3 and E4 traps are associated with phosphorus vacancies or 
their complexes in InP. A behavior of the E3 trap was also observed similar to that of the 
E4 trap. 

433 



SUMMARY 

The plasma-induced traps in n-InP have been investigated by ICTS measurement. It is 
demonstrated by He-plasma treatment that E2 trap (Ec—0.51 eV) and E4 trap (Ec—0.54 eV) 
are attributed to plasma-induced defects. H2-plasma treatment leads to the generation of 
E2 trap and simultaneous passivation of some fraction of the generated E2 trap. The reverse 
bias stress on Schottky junction can reactivate E2 trap passivated by hydrogen resulting in 
a remarkable increase in the E2 trap density in the surface region. The isochronal annealing 
experiment on the He-plasma-treated sample shows that the E2 trap is annealed out at a 
temperature as low as 187 °C. Assuming the first-order kinetics, the activation energy and 
the attempt-to-escape frequency of the annealing process are estimated to be 1.5 eV and 
3.2 x 1014 s-1, respectively. E3 and E4 traps are perfectly passivated with hydrogen. It is 
observed that densities of these two traps are reduced in the case of PH3-plasma treatment 
indicating that these traps are related to phosphorus vacancies. 
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ABSTRACT 

It has recently been shown that deuterium diffusion experiments can provide 
information on the deepening of the hydrogen acceptor level in the band gap of 
AlxGa-|_xAs alloys with increasing x. In the present work, we report on the influence 
of hydrostatic pressure on deuterium diffusion in n-GaAs:Si. SIMS analysis reveals 
that the deuterium profiles in n-GaAs:Si are sensitive to hydrostatic pressure: the 
diffusion depth decreases and a plateau appears in the diffusion profile as the 
pressure is applied. The results are interpreted in terms of an increasing amount of 
the H" species as pressure is applied. This increase is mainly attributed to a 
deepening of the H acceptor level with respect to the bottom of the r conduction 
band of GaAs. Qualitatively, this effect is similar to the deepening of the H acceptor 
level in AlxGa-].xAs alloys as x increases. 

INTRODUCTION 

It is well established that hydrogen diffusion in n-GaAs and n-AIGaAs results in a 
neutralization of shallow donors and DX centers [1-3]. This neutralization effect arises 
from the formation of Si-H complexes which have been detected by vibrational 
spectroscopy [4,5]. It is also accepted now that hydrogen behaves as a deep 
acceptor in n-GaAs and n-AlxGa-i_xAs alloys and that the formation of the complex is 
due to a coulombic attraction between H~ and the Si+ ionized donors [6]. 

Recently, hydrogen diffusion has been studied in n-GaAs:Si and n-AlxGa-|.xAs:Si 
(0 < x < 0.30) as a function of temperature, silicon doping level and alloy composition. 
The hydrogen diffusion profile is strongly sensitive to these parameters which all vary 
the relative position of the Fermi level with respect of the hydrogen acceptor level and 
consequently the relative concentrations of H" and H° [7]. From a modeling of these 
experimental data, we have been able to conclude that the hydrogen acceptor level 
deepens below the r conduction band as the alloy composition x increases. 
Extrapolation to GaAs indicates that the hydrogen acceptor level is located 0.10±0.05 
eV below the T conduction band of GaAs [8]. 

In this work, we report on the influence of hydrostatic pressure on the hydrogen 
diffusion in n-GaAs:Si since pressure is able to increase the band gap energy of 
GaAs in a manner somewhat similar to alloying. 
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EXPERIMENTS 

It is clear that hydrogen diffusion experiments in n-GaAs:Si under hydrostatic 
pressure are very difficult to perform during hydrogen plasma exposure. For this 
reason, we applied a different procedure. 

Buried silicon doped GaAs layers were grown by molecular beam epitaxy on semi- 
insulating GaAs substrates. The samples consisted of: 5000 A of non intentionally 
doped (nid) GaAs buffer, 2 urn of silicon doped GaAs and 1 urn of nid GaAs. We used 
two different doping levels for the buried silicon doped GaAs layer: 5 x 10l8cm-3 and 
1.5x1018cm-3. 

In a first step, deuterium was loaded in the nid GaAs top layer by exposing the 
samples to a r.f. deuterium plasma under the following conditions: r.f. power density = 
0.12 W.crrr2, T = 150°C and t = 40 min.. SIMS experiments indicate that, under these 
conditions, deuterium diffusion is limited to the nid GaAs layer which will act as a 
hydrogen reservoir. 

In a second step, samples were thermally annealed under argon pressure in the 
range of 1 to 700 MPa. Under these conditions, part of the hydrogen which is present 
in the reservoir diffuses into the buried silicon doped GaAs layer. These experiments 
were performed under three sets of annealing conditions: 

- buried layers with [Si] = 5 x 10l8cm-3 were annealed at 200°C during 60 minutes 
under 1, 300, 500 and 700 MPa, 

- buried layers with [Si] = 1.5 x IO^cm'3 were annealed at 160°C during 3 hours 
under 1, 500 and 700 MPa, 

- another series of buried layers with [Si] = 1.5 x 1018crrr3 were annealed at 
145°C during 8 hours under the same hydrostatic pressure conditions. 

Secondary ion mass spectrometry (Cameca IMS 4f) was used to measure the 
deuterium profiles in the samples after each step. By comparison with deuterium 
implanted standards the absolute deuterium concentration was derived. 

EVOLUTION OF THE HYDROGEN PROFILE WITH ANNEALING TIME. 

Figure 1 shows the deuterium diffusion profile after exposure to the deuterium 
plasma (0.12 W.cnr2, 150°C, 40 min.), to create the hydrogen reservoir in the nid 
GaAs layer. The profile is correctly fitted with a complementary error function 
indicative of the diffusion of a free hydrogen species which is taken to be H° [9]. The 
solubility of deuterium near the surface is close to 1020cm_3 and progressively 
decreases to 3 x 10^cm_3 near the nid/silicon doped GaAs interface. 

In this figure, we also report the evolution of the deuterium profile with time at 
150°C in the samples with [Si] = 1.5 x 1018cm_3 under thermal annealing in an argon 
atmosphere. During annealing, the deuterium partly diffuses towards the silicon 
doped buried layer and partly effuses out of the sample. After one hour annealing 
time, the deuterium concentration in the buried layer is still negligible. However, after 
about 1h30min., a deuterium diffusion regime is established in the buried layer with a 
constant hydrogen concentration Cs at the nid/silicon doped GaAs interface. This also 
holds true for 17h30 min.annealing time. The profiles are correctly fitted by a set of 
erfc functions with an effective diffusion coefficient« 7 x lO'^cm^/s at 150°C 
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provided we take into account a time delay t0 of 1h30min, which is necessary to 
establish the diffusion regime with Cs = constant. 

GaAs NID GaAs:Si 

17.5h 

'''Ad/7 

2 
depth (ym) 

Figure 1: Deuterium diffusion 
profiles in a nid GaAs/silicon 
doped GaAs structure after 
plasma exposure at 150°C, 60 
min., 0.12 W.cnr2 and plasma 
exposure followed by annealing 
at 150°C for different durations. 

The effective diffusion coefficient has also been deduced from the time 
dependence of the total amount M(t) of deuterium diffusing into the silicon doped 
buried layer. Since the deuterium diffusion profile follows an erfc function 
dependence, the total amount M(t) of deuterium can be expressed by the well known 

expression: M2(t) = 4C D(t-t0)/7i, where Cs represents the deuterium concentration 

at the nid/silicon doped interface, and D is the effective diffusion coefficient. The 
experimentally deduced value of D was again: 7 x 10~14 cm2/s. 

Finally, we have found that this value is in very good agreement with the diffusion 
coefficient deduced from the deuterium diffusion profile in a n-GaAs:Si sample doped 
at the same level of 1.5 x lO^cnr3 and directly exposed to the r.f. plasma at the 
same temperature. 

We have checked the existence of the neutralization effect of silicon donors under 
hydrogen diffusion in the buried silicon doped layer after annealing. Electrical 
measurements have been performed on a thinner silicon doped buried layer (e = 
0.2um, n = 3 x 1018Cnr3, un = 1627 cm2A/.s.), in order to establish a uniform 
hydrogenation in the buried layer after annealing. The thickness of the undoped cap 
layer was 0.5um. The deuterium reservoir was formed by exposing the as-grown 
sample to the r.f. deuterium plasma (r.f. power =0.12 W.cnr2, T = 150°C and t = 10 
min.). No change is observed in the electron concentration and the electron mobility 
of the buried silicon doped layer. The plasma exposure step was then followed by 
thermal annealing at 200°C for 60 min.. The deuterium concentration in the buried 
layer matches the silicon dopant concentration. The corresponding decrease of the 
free carrier concentration (2 x 1018cnr3) and the increase of mobility (1975 cm2A/.s.) 
prove the existence of the neutralization effect of silicon donors. 
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HYDROGEN DIFFUSION IN n-GaAs:Si UNDER HYDROSTATIC PRESSURE. 

Figures 2 and 3 show the deuterium profile of the reservoir after exposure to the 
plasma and the depth profiles of deuterium under annealing, while hydrostatic 
pressure is applied, for two structures with a buried GaAs:Si layer doped at a level of 
5 x 1018 cm"3 and 1.5 x 1018cm"3 respectively. As previously observed, we note an 
increase of the solubility of deuterium at the nid/doped GaAs interface which is equal 
to the dopant concentration as a result of the H-dopant interactions [10]. In the more 
highly doped buried layer, one observes a modification of the deuterium diffusion 
profile, as the hydrostatic pressure is increased. We note that the erfc function is 
progressively replaced by a diffusion profile characterized by a plateau followed by a 
rapid decrease of the deuterium concentration. In both samples, the diffusion depth 
decreases as hydrostatic pressure is increased. 

Figure 2: Deuterium diffusion profiles 
in a nid GaAs/silicon doped GaAs 
structure (n = 5x1018cnr3) after 
plasma exposure at 150°C, 40 min., 
0.12 W.crrr2 and after plasma 
followed by annealing at 200°C, 1 
hour under different hydrostatic 
pressures. 
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Figure 3: Same as figure 2 for a 
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DISCUSSION 

Since hydrogen introduces a deep acceptor level EA in the band gap of n-GaAs:Si 
and n-AIGaAs:Si, we expect that the free hydrogen diffusing species are H° and H~ 
[8]. For this reason, a possible explanation of the modification of the deuterium 
profiles in the silicon doped buried layer, as the pressure is applied, would be that the 
diffusion coefficient of the various hydrogen diffusing species is pressure dependent. 
To check whether this assumption holds true for H°, we have studied the deuterium 
redistribution in semi-insulating GaAs bulk material as pressure is applied. We first 
exposed two semi-insulating GaAs samples to the deuterium plasma at 150X during 
40 min.. The plasma power was 0.12 W.crrr2. Then, one of them was annealed under 
1MPa argon atmosphere at 200°C for 60 min. and the other was annealed under 550 
MPa argon pressure under the same time-temperature conditions. Figure 4 shows the 
deuterium diffusion profiles in semi-insulating bulk GaAs after exposure to plasma 
and also after plasma followed by annealing with and without the pressure applied. By 
estimating the diffusion coefficient of H° in samples where deuterium has been 
redistributed under thermal annealing with and without the hydrostatic pressure, we 
find a ratio DH°(550MPa)/DH°(lMPa) * 0.8. Assuming that the diffusion coefficient 
of H~ is affected in a similar way by pressure, we conclude that the variations of the 
hydrogen diffusion coefficient with pressure are insufficient to explain the modification 
of the deuterium profiles in the silicon doped buried layer. 
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Figure 4: Deuterium diffusion profiles in 
bulk semi-insulating GaAs after plasma 
exposure at 150°C, 40 min., 0.12 W.crrr2 

and after plasma followed by annealing at 
200°C, 1 hour under two different 
hydrostatic pressures of 1 and 550 MPa. 
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The hydrogen diffusion profile is also strongly sensitive to the position of the 
hydrogen acceptor level EA with respect to the Fermi level Ep in GaAs because a 
modification of the energy difference Ep - EA implies a relative change in the 
concentrations of H" and H°. The modifications of the hydrogen diffusion profile as 
hydrostatic pressure is increased strongly suggest an increase of H-/H° with pressure 
and correspondingly an increase of EF/'EA, assuming that Ep follows Ep . We also 

note a strong similarity between the above pressure dependence of the hydrogen 
diffusion profile in GaAs and the alloy composition dependence of these profiles in 
AlxGa-|_xAs (0 < x < 0.30) published previously [7,8]- In both cases, we assign the 
modifications of the hydrogen diffusion profile to a deepening of the hydrogen 
acceptor level with respect to the bottom of the r conduction band of the material. 

CONCLUSION 

Hydrogen diffusion has been studied in n-type GaAs:Si under hydrostatic pressure. 
The modifications of the diffusion profiles with pressure have been interpreted as the 
result of a deepening of the hydrogen acceptor level with respect to the conduction 
band minimum. This result is qualitatively similar to the deepening of the hydrogen 
acceptor level in AlxGa-|.xAs alloys as x increases. 
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ABSTRACT 

GaAs grown at low temperatures by MBE has been doped with shallow impurities to -10 
cm"3. A layer doped with Be acceptors was completely compensated and the simultaneous 
detection of AsGa

0 and AsGa
+ confirmed that the Fermi level was close to midgap and that 

compensation was partly related to AsGa defects. There was no evidence for the incorporation of 
VGa in this layer. For Si-doped samples, more than 80 % of the donors were compensated and 
the detection of SiGa-VGa Pail"s by infrared localized vibrational mode (LVM) spectroscopy 
indicated that VGa were at least partly responsible. Increasing the Si concentration suppressed 
the incorporation of AsGa. Exposure of the Be-doped layer to a hydrogen plasma, generated a 
LVM near 2000 cm"1 which may be the stretch mode of a AsGa-H-VAs defect complex. For Si- 
doped layers, two stretch modes at 1764 cm"1 and 1773 cm"1 and a wag mode at 779 cm' 
relating to a H-defect complex were detected and we argue that the complex could be a 
passivated As antisite. The detection of characteristic hydrogen-native defect LVMs may 
provide a new method for the identification of intrinsic defects. 

INTRODUCTION 

Undoped GaAs grown at low temperatures of 200-250°C by molecular beam epitaxy (MBE) 
under high As^Ga beam equivalent pressure ratios ( > 4) is As-rich1,2. In as-grown material, this 
excess As is accommodated as interstitial defects (Asj)1, AsGa, and VGa: according to theory, the 
latter defect can transform by a single atomic jump to a AsGa-VAs nearest neighbor pair complex3. 
Previous studies have led to estimated concentrations of [Asj (at least some as complexes with 
other native defects) in the range ~1020-1021 cm"3, [AsGa°] ~1019-1020 cm"3, [AsGa

+]~l-5xl018 cm"3 

and [VGa]~l-5xl018 cm"3. The presence of shallow impurities is expected to modify these 
concentrations so that the total energy is minimized3. For example, it should require less energy to 
form VGa defects (deep electron traps) in Si-doped LT-GaAs than in undoped and Be-doped LT- 
GaAs. Likewise, Be-doping should lower the formation energy for deep donor defects (AsGa or 
AsGa-VAs defects). 

In this paper we report a wide  range of measurements on LT-GaAs to determine native 
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defect concentrations and their dependence on shallow impurity concentrations including positron 
annihilation (PA), near-bandedge infrared (NBE-IR) absorption, electron paramagnetic resonance 
(EPR), Hall and x-ray diffraction. A novel procedure has been to expose layers to a radio 
frequency (RF) hydrogen plasma and investigate the resulting hydrogen-native defect complexes 
spectroscopically using IR LVM absorption. 

EXPERIMENTAL DETAILS 

The GaAs epilayers were grown at a substrate temperature of 250°C by MBE on (001) SI LEC 
GaAs substrates. The growth rate was 1 |J.m /h with an As^Ga beam equivalent pressure ratio 
(BEP) in the range 4-6. It has been reported previously2 that varying the BEP ratio in this range 
has a negligible effect on the electrical and optical properties of LT-GaAs. Details of the layers 
examined are given in the table. The layer thicknesses were between 3 and 7.2 p.m. 

TABLE. Dopant concentrations measured by LVM spectroscopy and defect concentrations 
measured by NBE-IR absorption, LVM absorption, positron annihilation, x-ray and EPR. 

Sample Dopant n(p) 
xlO19 

LVM 
xlO19 

AsGa° 
xlO 

AsGa
+ 

xlO18 
ASJ 

xlO20 
VGa 

xlO18 

(cm3) 
(cm"3) (cm"3) (cm"3) (cm"3) (cm"3) 

1 Undoped - - 4 <0.4 1.4 >l(a) 

2 Be <0.001 1.8 1 6 0.4 (a) 
<0.01 

3 Si 0.08 1.5 1 <0.4 - 2(b) 

4 Si 0.02 1.2 0.7 NM - 2(b) 

5 Si 0.4 1.9 <0.05 NM - 4(b) 

NM - not measured, (a) obtained from positron annihilation measurements and (b) obtained from 
LVM IR absorption of SiGa-VGa pairs- 

LVM spectra were obtained using a Bruker IFS 120 interferometer operated at a resolution of 
0.25 cm"1 and with the sample at a temperature of -10 K. The concentrations of dopants 
occupying lattice sites were estimated from the integrated absorption coefficients (IA) of the 
LVMs using the calibrations for SiGa donors4 and BeGa acceptors in GaAs. NBE-IR absorption 
was detected at a sample temperature of 77 K using a double beam spectrometer and the 
concentrations of neutral AsGa° defects were determined from the absorption coefficient at 1.18 eV 
using the 5 K calibration of Martin6. The excess As concentration was estimated from the lattice 
mismatch, Aa/ao, between the epilayer and substrate (x-ray). The spin concentrations of AsGa

+ 

defects were measured by EPR as described elsewhere7 and positron annihilation (PA) 
measurements8 to detect vacancy-type defects were performed at various sample temperatures (20- 
470 K) using slow, monoenergetic positrons implanted so as to reach different depths (up to ~2 
Um). Hydrogen atoms were in-diffused by heating the layers at their growth temperature (250°C) 
for 6-72 h in an inductively-coupled RF hydrogen plasma (13.56 MHz, 50 W, 2 mbar). 
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RESULTS 

Details of the defect concentrations measured in the various layers are given in the table. The 
salient points are that by comparison with the undoped layer, [VGa] decreased by at least two 
orders of magnitude by doping LT-GaAs with Be to 2x10 cm" while [AsGa] decreased by at 
least one order of magnitude by doping LT-GaAs with Si to 2xl019 cm"3. 

After exposure of the Be-doped layer to a hydrogen plasma, the H-BeGa stretch mode5 was not 
detected but a strong hydrogen stretch mode was observed at 1997 cm'1 with a half width at full 
maximum, A= 1.1 cm" and IA=150 cm" (Fig. la). Treatment in a deuterium plasma led to the 
observation of an isotopically shifted LVM at 1442.2 cm'1 with A=0.7 cm"1. Since there were no 
changes in the lineshape or IA of the isolated BeGa it was concluded that the passivated complex 
(designated H-ZO does not incorporate a Be atom. To our knowledge the H-Zi LVM line has not 
been reported previously for passivated epitaxial GaAs. After plasma treatment, antisite 
concentrations of [AsGa°]=(9±l)xl0'8 cm"3 and [AsGa

+]=(8±l)xl018 cm"3 were measured for 
sample 2 implying, by comparison with the corresponding concentration for the as-grown 
material, that Ef had moved towards the valence band. This change in Ef is small even though 
the concentration of passivated centers was of the order of 1019 cm"3 (assuming the dipole moment 
of the H-Zj complex is the same as that for H-BeGa

5). To investigate the thermal stability of the 
defect Z1; separate pieces of sample 2 were annealed (250-792°C) prior to hydrogen plasma 
treatment. Fig. 1 shows the associated LVM spectra. The IA of the H-Zj line decreased with 
increasing anneal temperature corresponding to the annealing behavior of AsGa° and AsGa
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Fig. 1. IR absorption spectra from 
hydrogenated Be-doped LT-GaAs (a) 
unannealed and samples pre-annealed at 
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Fig. 2. IR absorption spectra from (a) sample 
3, (b) electron irradiated sample 5 and (c) a 
stoichiometric Si-doped sample following 
electron irradiation. Irradiation with 2 MeV 
electrons removes the free carrier absorption. 
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defects in undoped LT-GaAs7. For the sample pre-annealed at 550°C, the stretch mode of the H- 
BeGa complex was just detectable indicating that Ef had moved towards the valence band after this 
anneal, as confirmed by Hall measurements. For the sample pre-annealed at 792°C, only the H- 
BeGa mode was detected. 

The H-Z] line was detected as a weak feature with IA=8 cm"2 and A=1.2 cm"1 following plasma 
treatments of the undoped layer along with another weak hydrogen related stretch mode, H-Z2, at a 
frequency of 1835 cm'1 with IA-20 cm"2 and A=2.5 cm"1. [AsGa

0] did not change following plasma 
exposure and post treatment EPR measurements were not made. 

LVM measurements of the Si-doped samples showed that all of the Si-atoms occupied Ga 
lattice sites (Fig.2) although the electron concentrations were much lower than the concentration 
of SiGa donors (table). The detection of SiGa-VGa second nearest neighbor pairs by LVM 
spectroscopy indicated compensation by deep VGa acceptors (Fig.2). VGa were also detected by 
PA measurements of sample 3 (> 1018 cm"3) and the positron trapping showed a temperature 
dependence below 300 K indicating the presence of negative ion-type centers8. After exposure of 
the Si-doped layers to a hydrogen plasma, the H-SiGa stretch mode was detected at 1717 cm" for 
all layers (Fig. 3) and, for samples 3 and 4, two new absorption lines were detected at 1764 cm" 
and 1773cm"'.TheH-SiGawag mode at 897 cm"1 was also observed for all Si-doped samples 
(Fig. 4) and another new line was detected at 779 cm"1 for samples 3 and 4. The relative 
strengths of the new absorption lines were independent of both passivation time and sample 
implying that they should be identified with a single complex. We attribute the two high frequency 
lines to stretch modes and the low frequency line to a wag mode of a hydrogen-native defect 
which we designate H-Z3. For reasons which are not understood, we were unable to incorporate 
deuterium into samples 3 and 4 to establish the number of H atoms in the complex9. For sample 
3 , there was a decrease in [AsGa°] by 30 ±15 % (~3xl018 cm"3) from its as-grown value 
following plasma treatment. 

1200r^ 1 1  

950 

H - Sica      H - Z3 

I        I         I 

- 

^L^~ 
4 

~X 
(a) ^ ̂  

■ H - Z3 

H - SiGa - 

,    , , 
1680       1720       1760      1800 

Wave number (cm-1) 
Fig. 3. IR absorption spectra from hydrogenated 
layers of (a) sample 3, (b) sample 5, and (c) a 
stoichiometric Si-doped sample. 

100 
760  800  840  880  920 

Wave number (cm-i) 
Fig.4. IR spectra from hydrogenated layers 
of (a) sample 3, (b) sample 5, and (c) a 
stoichiometric Si-doped sample. 
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DISCUSSION AND CONCLUSIONS 

For the Be-doped layer, the concentration of Voa acceptor defects was below the detection limit 
(1016 cm"3) indicating a suppression of at least two orders of magnitude compared with the 
undoped material. Conversely, doping layers with Si donors suppressed the formation of Asoa 
donor defects by at least one order of magnitude to below the detection limit (1018 cm"3). These 
results are in agreement with theoretical predictions3 relating to the formation energy of native 
defects and their concentrations as a function of the Fermi level. The electrical activity of As; 
complexes is not known but according to theory10, isolated Asi atoms are negative-U centers that 
can be donors or acceptors and self-compensation could occur. It is therefore difficult to predict 
how [Asi] will depend on the concentrations of grown-in shallow dopants. The lattice mismatch 
between the epilayer and substrate was greatest in the undoped LT-GaAs implying that the 
incorporation of Beoa or Sioa limits the incorporation of excess As atoms (Asi and Asoa)- 

The layer doped with Be (2xl019 cm"3) was completely compensated but no LVM lines from 
Beoa paired with deep donor defects were detected. Since [AsGa°]~[AsGa+], it is inferred that EF 

was pinned at the AsGa ionization level, close to midgap. The detection of only [Asoa+]=6xl018 

cm" , however, implies that some other native donor defect with an energy level above that of 
AsGa was also present. Possible hole traps are ASGü-VAS or Asi defects. For the undoped layer, no 
Asoa+ defects were detected while [Voa" ] >1018 cm"3 was measured by PA. Since a high 
concentration of Asoa° was determined, EF must be more than a few kT above midgap. It is again 
inferred that some other deep donor center, shallower than Asoa, must have been present in a 
concentration of at least 1018 cm"3. The presence of ASGü-VAS and/or As; hole traps could also 
explain the compensation mechanisms in undoped material. 

Less than 20 % of donors in Si-doped samples contributed electrons to the conduction band and 
LVM measurements showed that 10-20 % of Sioa were complexed with VGa- Although each Voa 
may trap three electrons it is necessary to invoke the presence of another compensating defect at a 
concentration of ~5xl018 cm"3 for each layer to account fully for the compensation. While this 
other defect may be the isolated Voa, we cannot confirm this proposal from PA measurements as it 
was only possible to determine a total vacancy concentration in excess of 1018 cm"3. PA 
measurements did demonstrate the presence of a negative-ion center, however, which could 
account for the additional compensation. A possible candidate is a Asi" defect. 

It is found commonly that hydrogen passivation of shallow impurities moves EF towards the 
midgap position. In our Si-doped LT-GaAs, this process is observed by the formation of H-Sioa 
pairs after which there is passivation of a deep donor defect (Z3). During this second stage of 
passivation, [AsGa°] decreased by -30 % for sample 3 while the H-Z3 LVMs were not detected 
following passivation of the Si-doped sample that showed no IR absorption from Asoa" in its as- 
grown state (sample 5). Since Asoa0 is a double donor, its complete passivation would require two 
H atoms to form an H2-AsGa complex. The detection of two stretch modes and one wag mode 
from a common complex would be similar to the observations9 for the H2* defect in Si. In this 
defect, one hydrogen atom occupies a bond-centered site between two adjacent Si atoms while the 
other hydrogen atom is located in an anti-bonding (AB) site. Both hydrogen atoms give rise to a 
stretch mode and the atom in the AB site also gives rise to a wag mode. A similar arrangement of 
two hydrogen atoms around a neutral Asoa defect has been shown to be a possible equilibrium 
configuration from pseudopotential local density functional calculations". 

For the as-grown Be-doped layer, the Beoa acceptors were compensated and their passivation 
by hydrogen was not expected, in agreement with observations. Instead there was passivation of a 
deep level defect (Zi) giving rise to an LVM at 1997 cm"1. LVMs at 1998 cm"1 and 2001 cm"1 

have been detected previously in proton implanted12 and as-grown13 LEC GaAs respectively. The 
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application of uni-axial stress13 caused the line at 2001 cm-1 to shift to lower energies, opposite to 
the usual response of LVMs due to hydrogen-shallow acceptor complexes, and was attributed to 
an H-As bond with a Vß, nearest neighbor. We did not detect VGa in our Be-doped material and 
so alternatively the H-Zi defect could be a hydrogen atom paired with the As atom in a AsGa-VAs 

complex, that is, the transformed Voa- A puzzling feature of these results is that although a high 
concentration (~1019 cm"3) of H-Zi defects was formed following passivation of the Be-doped 
layer, there was only a small change in EF. Such behavior can be explained if Zi was a negative-U 
center with two levels straddling the 0/+ electronic level of the Asa, defect. 

H-Zi complexes (~5xl017 cm"3) were also detected in the undoped layer along with another 
defect-H complex (H- Z2). This latter complex has been detected previously in proton implanted 
LEC GaAs12 and was attributed to a H-Ga stretch mode. It is difficult to understand how such an 
interpretation could be valid for LT layers since hydrogen complexes involving VGa, Asi or Asoa 
should give rise to stretching vibrations of H-As bonds. 

In conclusion, we have identified point defects and established their role in compensation 
processes in LT-GaAs. Although it has not been possible to make definitive assignments of some 
compensating centers (e.g. Asi defects), we have found that electron traps other than Voa must be 
present in Si-doped LT-GaAs and deep donors other than ASQ, must be present in undoped and 
Be-doped LT-GaAs. Finally, we have demonstrated how the passivation of native defects by 
hydrogen in LT-GaAs can be investigated by IR absorption spectroscopy. 
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HYDROGEN-RELATED ELECTRON TRAPS IN GaAs 
AND THEIR RELATION TO CRYSTAL STOICHIOMETRY 

TATSUYUKI SHINAGAWA AND TSUGUNORI OKUMURA 
Department of Electronics and Information Engineering, Tokyo Metropolitan University 
1-1, Minami-ohsawa, Hachiohji, Tokyo 192-03, Japan 

ABSTRACT 

Deep-level formation upon plasma hydrogenation has been studied with n-GaAs grown by various 
methods. Four electron traps (EH0-EH3) were generated in As-rich n-GaAs crystals. No electron 
traps were observed in the LPE layer before and after hydrogenation. The hydrogen as well as 
excess arsenic defects are responsible for the formation of these deep levels. Two of the generated 
levels in our study, EH0/EH2, exhibit metastability and are identical to the M3/M4 levels reported 
by Buchwald et al. It can be speculated that both diffused hydrogen and already existing As 
antisite defects are responsible for the generation of the metastable defects. 

INTRODUCTION 

The properties of hydrogen impurities in semiconductors have been of much interest since 
hydrogen is a technologically important impurity present in virtually every step during the processing 
of semiconductor devices.1' The introduction of hydrogen into semiconductors is well known to 
passivate both shallow donor2) and acceptor3* impurities. While several deep levels in GaAs are 
deactivated by hydrogenation,4> new deep level defects not present in the original material are 
created in the hydrogenated region.5"9* Among these defects, a metastable pair of defects (M3 and 
M4), which were directly observed by deep level transient spectroscopy (DLTS), was found in n- 
GaAs grown by the metalorganic chemical vapor deposition (MOCVD) method by Buchwald er 
al 10,11) fjjg defect configuration can be completely converted from M3 to M4, and vice versa, by 
thermal annealing with and without applied bias. First indication that hydrogen is in some way 
responsible for the presence of the metastable states in MOCVD materials was done by Leitch et 
al/> However, the structure of the defect-hydrogen complex (M3/M4) is not clear. 

In this paper, we present experimental evidence that hydrogen as well as arsenic antisite (AsGa) 
defects are responsible for the generation of the metastable defects. Plasma hydrogenation was 
carried out on several kinds of GaAs crystals grown by different methods which provide different 
off-stoichiometric compositions. The DLTS data for the M3/M4 levels were examined in relation 
to the presence of the EL2 level in the as-grown state. 

EXPERIMENTAL PROCEDURES 

The GaAs crystals used in this study were grown by various methods: liquid phase epitaxy 
(LPE), vapor phase epitaxy with AsCl (VPE), molecular beam epitaxy (MBE), boat grown method 
(BG), horizontal Bridgman method (HB) and liquid encapsulated Czochralski method (LEC). The 
donor (Si) concentration was 1-3x10" cm-3 for almost all crystals except for LPE (undoped, «=4xl015 

cm-3) and one LEC (#2: undoped, n=lxl016 cm"3) crystals. The substrates were cleaned in organic 
solvents (trichloroethylene, acetone and ethanol) and etched in a solution of 5H2S04+H202+H20 
at 50 °C for lmin. After etching, In-Sn alloy and Ag were deposited by resistive-heating evaporation 
on the back of the substrate, followed by heat treatment at 400 °C for 5 min. Just before loading 
the substrates into a plasma processing chamber, the substrate surface was soaked in a HC1:H20=1:1 
solution at 50 °C for 2min in order to remove a native oxide layer formed during the above process. 
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The hydrogen plasma treatment was carried out in a remote RF (13.56 MHz, 50 W) plasma 
system with three electrodes in the chamber. The chamber was evacuated below ICHTorr prior to 
feeding a hydrogen gas (99.9999% pure). The distance between the glow-discharge plasma and 
the substrate holder was 15 cm and the substrate temperature was kept at room temperature. In this 
experiment, polarity of the substrate bias as well as insertion of the grid electrode between the 
plasma and the substrate did not affect the basic results except for the defect concentration due to 
different dosage of atomic hydrogen. 

In order to characterize shallow donors as well as deep levels, Schottky diodes were fabricated 
by evaporating Al or Au on the top of the hydrogenated surfaces through a metal mask with openings 
of 0.3, 0.5, 0.7 and 1.0 mm in diameter. Standard current-voltage (I-V) and capacitance-voltage 
(C-V) measurements were carried out before deep level transient spectroscopy (DLTS) 
measurements. Deep levels were detected by using a homemade DLTS system with YHP 4280A 
1MHz capacitance meter, which is computer automated with transient signals being digitally 
recorded for subsequent analysis. The capacitance difference signals were obtained by using the 
rectangle weighting function and the rate window was set to 400 ms for the purpose of spectrum 
comparison. 

A series of isochronal anneals (10 min) were carried out at temperatures within 370 K < T < 
420 K under specific bias conditions. For this experiments, the DLTS measurement was done 
only below 300 K in order to minimize the bias anneal effects during measurements. 

RESULTS AND DISCUSSION 

The crystals used in this work can be sorted into three groups in terms of crystal off-stoichiometry 
summarized in Table I: Group A includes LPE crystals grown from a Ga-rich solution, Group B, 
MBE, VPE and BG crystals considered to be slightly As-rich, and Group C, LEC#1, LEC#2 and 
HB crystals containing a large amount of excess As atoms. 

TABLE  I 
THREE GROUPS IN TERMS OF CRYSTAL OFF-STOICHIOMETRY. 

_ Donor concentration 
Group    Crystals    Off-stoichiometry   Dopant fxl017crrr3-) 

A LPE Ga-rich undoped 0.04 

MBE Si 2 

B VPE     moderately As-rich      Si 3 

BG Si 1 

HB Si 1 

c LEC#1       highly As-rich Si 1 

LEC#2 undoped 0.1 

DLTS spectra for the as-grown samples are shown in Fig. 1. All signals are due to electron 
traps because of the use of Schottky diodes on n-type substrates. Neither LPE (Group A) nor VPE 
layers (Group B) showed any detectable peak in the as-gown state within the detection limit of 
5xl012 cm-3. No EL2 signal was observed in MBE and BG crystals (Group B), although some 
broad signal was detected. On the other hand, the EL2 level was the dominant deep level in Group 
C (highly As-rich) crystals. In addition to the EL2 level, the EL5 and EL8 levels were detected in 
the undoped LEC crystal (LEC#2) and the HB crystal, respectively. These results are consistent 
with the literatureI2); LPE GaAs layers are free from electron traps and the EL2 level is not observed 
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in MBE layers grown at regular temperatures (550- 650 °C). No detection of the EL2 level in the 
present VPE and BG samples can be partly attributed to suppression of As antisite formation due 
to donor doping over 10" cnr3.13) 

-200      -100        0 100 
TEMPERATURE(°C) 

Fig. 1. DLTS spectra before hydrogenation 
for n-GaAs. 

-200 -100 0 
TEMPERATURE (°C) 

Fig. 2. DLTS spectra after hydrogenation 
for n-GaAs. 

Figure 2 shows the DLTS spectra for the samples plasma-hydrogenated at room temperature. 
For the LPE crystal (Group A), no electron trap was generated even after exposure to hydrogen 
plasma. On the other hand, DLTS spectra were completely changed for Groups B and C after 
hydrogenation. The dominant peak, labeled EH1, was commonly observed around -40 °C except 
for the undoped LEC crystal (LEC#2), in which the depletion layer expands down to about 0.5 urn 
from the surface due to low electron density while in the other samples the depletion layer width 
ranged between 0.1 and 0.2 urn. Therefore, the EH1 level might be attributed to a hydrogen- 
related defect introduced in the near surface region, or Si atoms might be responsible for the 
formation of this level since all crystals in which the EH1 level was detected are intentionally 
doped with Si,. 

The second largest level commonly observed in the hydrogenated samples was labelled EH2, 
whose peak appeared in the very vicinity of the EL6 level.1*' At present, we cannot conclude 
whether the EH2 level is identical with the EL6 level. It is noted that the EH2 concentration was 
extremely high in the undoped LEC crystal (LEC#2) with high concentration of the EL2 level in 
the as-grown state. Closer look at the spectra indicates that a weak shoulder and a low peak 
appeared on the higher temperature side of the curves for two LEC crystals. These signals are 
attributed to one of the metastable states, labeled EH0 here, which grew by annealing above 400 K 
with forward bias. There was another minor level (EH3) which appeared after hydrogenation, 
although it was observed only in the LEC crystal (#1: n=lxl017 cm-3). 

The Arrhenius plots for four hydrogen-related levels (EH0-EH3) are shown in Fig. 3 and 
compared with the electron traps labelled by Martin et o/.14)and the hydrogen-related levels 
reported by several research groups.6,10, "■ ^ Among them, a pair of levels, M3 and M4 which 
exhibit metastability, were for the first time found in MO VPE GaAs reported by Buchwald et 
a/.10'"> A complete conversion between the two configurations (M3/M4) can be achieved by 
thermal annealing under forward or reverse bias. The signature plot suggests that EH0, E315), 
A6> and M310' "> possess similar trap parameters, and that so do EH2, EL614», Elis>and M4.10' "> 
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Fig. 3. Arrhenius plots of the four electron traps observed in hydrogenated n-GaAs 
compared to hydrogen-related metastable defects. 

EL3.EL6: Martin et al., M3.M4: Buchwald et al., E1-E4: Tabata et al., A~E: Jalil et al. 

In order to investigate the nature of the hydrogen-related levels (EH0-EH3) detected here, 
bias-annealing was carried out at temperatures of 390K- 420K with reverse bias of -3 V as well as 
forward bias of 0.4V. Figure 4 shows a typical variation of DLTS spectra upon bias-annealing for 
the LEC crystal (#1: «=lxl017 cm"3), in which the EL2 peak was clearly observed in the as-grown 
crystal (Group Q. The EH2 level disappeared upon forward-bias annealing at 410- 420 K for 10 
min, and recovered after annealing with reverse bias. The EHO peak was clearly observed after 
annealing at 410 K with forward bias. The behavior of the EHO level was opposite to that of the 
EH2 level; it appeared and vanished after annealing at 420 K with forward and reverse bias, 
respectively. The conversion was completely reversible at this temperature. This metastability of 
the EH0/EH2 pair is identical with that of the M3/M4.10'"» Furthermore, the EHO level showed a 
strong Poole-Frenkel effect, which indicates a donor nature of defects, as shown in Fig. 5; the M3 
level is also well known to show the Poole-Frenkel field emission of electrons.11' Therefore, it is 
concluded that the EH0/EH2 couple is exactly the same as the M3/M4 pair with metastability 
reported by Buchwald et al.10'u) Two other crystals of Group C (HB and LEC#2) also showed the 
appearance of the EHO level and the metastability between the EHO and EH2 levels upon bias- 
annealing at 420 K. 
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4. Variation of DLTS spectra upon 
bias-annealing GroupC : LEC #1. 
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Fig. 5. Dependence of the DLTS spectra of 
the EHO level on applied electric fields. 
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On the other hand, the crystals of Group B showed 
a different annealing behavior of deep levels, although 
they gave basically similar DLTS spectra in the as- 
hydrogenated state (see Fig. 2). Figure 6 shows a 
typical variation of DLTS spectra for the MBE layer 
upon bias annealing at 420 K. The EH2 level in the 
MBE layer completely vanished after the first 
annealing with reverse bias, while the reverse-bias 
annealing increased the concentration of the EF12 (M4) 
level in Group C (see Fig. 4). No DLTS signal for the 
EHO (M3) level appeared in crystals of Group B even 
after annealing with forward bias. VPE and BG 
samples exposed to hydrogen plasma showed the same 
behavior as the MBE crystal. Therefore, the M3/M4 
pair was not generated upon hydrogenation of Group 
B crystals without the EL2 defect in the as-grown state. 
It is not clear at present whether the state EH2 in Group 
B is identical with the EH2 in Group C or not.     p.    g 

420K GroupB : MBE 

„  (0.4V) X10 
0 ^>.wv»«tor »«w4«iW*tf>w*,*WH 

(-3V) xio 

n X0-4V)  xio 

-200 -100 0 
TEMPERATURE (°C) 

Variation of DLTS spectra for the MBE 
layer ( Group B ) upon bias-annealing 

Table II summarizes the appearance of the metastable pair of hydrogen-related defects in 
relation to the existence of the EL2 level. This result indicates a strong correlation between formation 
of the M3/M4 pair and the EL2 level (the AsGa related defect). Although the crystals in Group B 
are also thought to be As-rich or grown in an As-rich atmosphere, the M3/M4 pair was not generated 
by exposure to hydrogen plasma. Tabata et al.is) showed that the presence of an electron trap 0.33 
eV below the conduction band (El in Fig. 3) is dependent on the As/Ga ratio in the MOCVD 
growth; they stated that arsenic interstitials could be responsible for the El level showing 
metastability, probably identical to M4. It is well known that the EL2 level is a major electron trap 
in MOCVD GaAs,16) but they did not state the correlation between the EL2 level and the metastable 
defect. Very recently, Pfeiffer and Weber17) concluded from the experiments with GaAs containing 
a high concentration of oxygen that both the oxygen impurity and diffused hydrogen are involved 
in the formation of the M3/M4 defects; the EL3 level, which is tentatively assigned to the off- 
center oxygen defect O ,18) was observed in their as-grown samples. However, we have not 
found any EL3 signal in the as-grown crystals even in Group C. 

The dominant level (EH1) introduced in Groups B and C by hydrogenation monotonically 
decreased in concentration upon annealing irrespective of bias polarity. The signature plot apparently 
indicates that the EH1 corresponds to the EL3 level.18' However, the annealing behavior as well as 
the slope in the Arrhenius plots are different between the EH1 and EL3 levels. The EH1 level 
might be identical with one of the ion sputter induced defects (E^IO) reported by Auret et a/.19'20) 

TABLE H 
SUMMARY OF THE RELATION BETWEEN THE METASTABLE DEFECTS AND THE EL2 LEVEL . 

Group Crystals EL2 level metastable defects 

A LPE X X 

B 
MBE 

VPE 

BG 

X 

X 

X 

X 

X 

X 

C 
HB 

LEC#1 

LEC#2 

O o 
o 

O 
O 
o 



CONCLUSIONS 

(1) During plasma hydrogenation, four electron traps (EH0-EH3) were generated in As-rich 
n-GaAs crystals. No electron traps were observed in the LPE layer before and after 
hydrogenation. The hydrogen as well as excess arsenic defects are responsible for the formation 
of these deep levels. 

(2) Two of the generated levels in our study, EH0/EH2, exhibit metastability and are identical to 
the M3/M4 levels reported by Buchwald et al. 

(3) It can be speculated that both diffused hydrogen and already existing As antisite defects are 
responsible for the generation of the metastable defects. 
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HYDROGEN PASSIVATION OF SHALLOW DOPANTS IN InP 
STUDIED BY PHOTOLUMINESCENCE SPECTROSCOPY 
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ABSTRACT 

The effect of hydrogenation on the photoluminescence (PL) of InP : Mg, InP : Zn and 
undoped n-InP is presented. An increase in the near band edge PL intensity due to passivation of 
non-radiative centers was observed in all the samples. A donor - acceptor pair transition was 
observed before hydrogenation in the InP : Mg sample and after hydrogenation in the InP : Zn 
sample due to the acceptor deactivation. In n-InP the enhancement of donor bound exciton after 
hydrogenation points to the absence of donor passivation. 

INTRODUCTION 

It is now well known that atomic hydrogen passivates shallow dopants as well as deep 
levels in virtually all semiconductors [1-5]. Hydrogen containing plasma has been used widely 
for IH-V material processing [6]. Hydrogen passivation of non-radiative defect centers in the 
semiconductor bulk [7] and at interfaces of quantum wells [8,9] have also been reported. 
Photoluminescence (PL) spectroscopy has been used to study the passivation effects of hydro- 
genation. In GaP, Weber and Singh [3] have observed an increase in PL after hydrogenation 
along with the electrical deactivation of donors and acceptors. Hydrogen passivation of deep 
levels accompanied by an increase in PL was observed in n-GaAs [4]. Swaminathan, et al. [7] 
have observed a PL rise in p-InP after hydrogenation. In this paper, we report the effect of 
hydrogenation on the PL of InP : Mg, InP : Zn and undoped n-InP. We find a significant increase 
in the near band edge PL efficiency after hydrogenation along with acceptor passivation effects. 

EXPERIMENTAL 

The samples used in the present study are <100> oriented, liquid encapsulated 
Czochralski grown InP : Mg, InP : Zn and undoped n-InP crystals with room temperature carrier 
concentrations of 5.8 X 10l6 cm~3, 3 X 10^ cm~3 and 6 X 10^ cm-3 respectively. The samples 
were degreased, etched in H2SO4 : H2O2 : H2O (1:1:8) solution, treated with dilute HF for 
native oxide removal and rinsed in running deionized water. Hydrogenation was carried out in a 
home-made plasma reactor operating at a radio frequency of 13.56 MHz following a 
method [10] to reduce preferential P loss during the treatment. The plasma treatment was carried 
out for a duration ranging from 1 to 2 hr at a temperature of 180 + 2°C. The RF power was fixed 
at 0.5 W/cm^ and the pressure maintained at 0.5 torr. 

PL measurements were carried out using a Midac Fourier Transform spectrometer. The PL 
spectra were recorded primarily at 4.2 K with the samples immersed in liquid He. The 5145 Ä 
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line of the argon ion laser with a beam diameter of 1.1 mm was used as the excitation source. 
The PL signal was detected by a liquid nitrogen cooled Ge photodetector. 

RESULTS AND DISCUSSION 

Figure 1 shows the PL spectra of Mg doped InP before hydrogenation (control) recorded 
at 4.2 K with three different laser powers along with the spectrum after hydrogenation. In the 
control sample, for a laser excitation power of 1 mW, it can be seen that there are two peaks, one 
at 1.348 eV (referred to as low energy band (LEB)) and at 1.375 eV (referred to as high energy 
band (HEB)). In these samples, the conduction band to Mg acceptor (C-A) transition which occurs 
at an energy of 1.383 eV [11] is not observed. At an excitation power of 10 mW, the LEB shifts 
to 1.362 eV and hence, the 1.375 eV peak is not well resolved. The peak shift is calculated to be 
about 14 meV per decade change in excitation power. A peak shift of this magnitude suggests 
that the shallower center participating in this D-A pair transition has a higher ionization energy 
than the commonly observed shallow donors [12]. 

After hydrogenation, the D-A pair transition is below observable limits and only the HEB 
is observed as shown by curve (d) in Fig. 1 recorded for 1 mW laser power. The peak at 
1.332 eV is the phonon replica of the HEB. The energy of the HEB does not change when the 
excitation intensity was varied over two orders of magnitude. The intensity of this transition is 
larger by a factor of 16 when compared to that of the control sample. This increased PL is due to 
the passivation of non-radiative 
recombination centers after 
hydrogenation and the suppression of the 
competing D-A pair transition. The 
absence of the D-A pair transition can be 
attributed to the passivation of acceptors 
by hydrogen wherein hydrogen bonds to 
the acceptors rendering them inactive as 
recombination centers. From the 
observation that the peak at 1.375 eV is 
present even after hydrogenation, we 
conjecture that it originates from a donor 
to valance band (D-V) transition as hy- 
drogen is known to be an efficient 
passivant of acceptors in InP [5]. Since in 
the control sample, with increasing 
excitation, the D-A pair transition satu- 
rates at the energy position of this D-v 
transition, we observe that the same 
donor should be involved in both the 
transitions. 

1.3 1.32       1.34        1.36      1.38 

PHOTON  ENERGY (eV) 

Fig. 1 4.2 K PL spectra of control (a-c) and 
hydrogenated (d) InP: Mg samples recorded 
at different laser powers; (a) 1 mW, (b) 10 mW 
(c)100mWand(d)1 mW. 
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The PL spectra of InP: Zn 
recorded before and after hydro- 
genation are shown in Fig. 2 and 
Fig. 3 respectively. In the spectrum 
of the control sample recorded at an 
excitation intensity of 150 mW 
(Fig. 2) a deep band centered around 
0.94 eV attributed to phosphorus va- 
cancy related complexes [13] is 
observed. The near band edge 
emission occurs at 1.3862 eV which 
has been previously observed by 
Swaminathan et. al. [7]. In our 
sample, this band does not show any 
variation in peak position with 
excitation intensity and could not be 
involving any prominent D-A pah- 
transition. 

C-A 
1.3862eV 

A 
0.8 1.0 1.2 

PHOTON ENERGY (eV) 

1.4 

Fig. 2   4.2 K   PL   spectrum   of   InP: Zn   sample 
recorded at 150 mW laser excitation power. 

After hydrogenation (Fig. 3) the deep band is not observed pointing to the efficient pas- 
sivation of the radiative deep centers by hydrogen. The C-A emission peak at 1.386 eV disap- 
pears and a new (D-A) emission is observed whose energy position depends on the excitation 
intensity. There is an increase by a factor of 50 in the near band edge emission after hydro- 
genation. The peak shift of the new D-A transition amounts to 7 meV per decade change in 
excitation power. A shift of this 
magnitude points to the involvement of a 
donor deeper than the commonly 
observed shallow donors. Recalling the 
results on InP : Mg samples where we 
observed an energy shift of about 14 
meV per decade change in excitation 
power, a shift of 7 meV in InP: Zn 
samples leads to a conjecture that the 
donors present in the two samples are not 
the same. Li Cd coped InP, a donor with 
E > 56 meV has been previously 
reported [12]. We thus note that donors 
of higher ionization energy than the 
normally observed shallow donors are 
present in p type InP crystals. 

In InP : Zn samples, the D-A pair 
transition is observed after hydrogenation 
unlike in the case of InP: Mg. The 
reason for this can originate from the 
dopant and its concentration levels. In the 
InP: Zn samples, the acceptor Fig. 3 
concentration is high and the presence of 
the donors in smaller amounts may not 

D-A 

1.3528CV 

> X15 
/          l.36eV\ 

(a) 
1/1 z 
lul 

2 

_| / 1.36«2sv\ 

X2 

LO 

\(b) 

\(c) 
1       1       1       1 1 

1.29 1.31        1.33       1.35       1.37 
PHOTON ENERGY (eV) 

1.39 

4.2 K pi spectra of hydrogenated InP : Zn 
samples recorded at different laser excitation 
powers; (a) 5 mW, (b) 50 mW, and (c) 15 mW 
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give rise to any observable D-A pair transition. After hydrogenation, the active acceptor 
concentration is brought down which may facilitate the D-A pair emission to show up. In the case 
of InP : Mg, as the acceptor doping is moderate, the D-A pair transition is observed even in the 
control sample. After hydrogenation, D-v transition becomes dominant due to acceptor pas- 
sivation. In an earlier work by Swaminathan and co workers [7], a new near band edge peak was 
observed which was attributed to hydrogenation induced damage. We observe such a peak in 
InP : Zn samples and explain it as the D-A pair transition which becomes observable following 
acceptor passivation by hydrogen. As it is observed after hydrogenation only in InP : Zn samples 
and not in InP : Mg samples we find that it is not created by hydrogenation. 

Figure 4 shows the 4.2 K PL spectra of the control and hydrogenated n-InP. The 
transition observed at 1.4171 eV is due to neutral donor bound exciton (D-X) and the emission at 
1.3738 eV is a D-A pair transition as it exhibits a shift of 0.4 meV towards higher energy per 
decade change in excitation intensity. The EL spectra of the hydrogenated InP sample shown in 
Fig. 4 exhibit a remarkable increase in the intensity of the bound excitonic transition in 
comparison with that of the control. An increase in the PL by a factor of about 265 is observed 
for a laser power of 50 mW. This enhancement clearly points to the passivation of non-radiative 
centers by hydrogen. The increase in intensity of the donor bound exciton after hydrogenation is 
in contrast to the earlier result obtained on n-GaAs [15]. In their case, a decrease in the intensity 
of the donor bound exciton was observed and was attributed to the passivation of donors by the 
formation of neutral donor-hydrogen complexes which was in accordance with the electrical 
measurements [16]. In the present work, the increase in the PL of donor bound exciton after 
hydrogenation suggests that there is negligible passivation of donors in n-InP though it does not 
rule out the donor passivation because the PL rise can be brought out by the passivation of non- 
radiative centers. But, C-V profiling of active donor concentration supports the fact that the 
donor passivation by H is negligible in n-InP. 

CONCLUSION 

In summary, we have studied the dopant passivation in InP due to hydrogenation by PL 

1.38    1.405    1.410      1.415     1.420   1.425 
PHOTON  ENERGY (eV) 

Fig.4    4.2 K PL spectra of unhydrogenated (dotted curve) and hydrogenated 
(solid curve) n-InP sample. The laser excitation power is 50 mW. 
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measurements. On hydrogenation, we observe a rise in near band edge PL intensity of all the 
samples studied which is attributed to the passivation of non-radiative centers by hydrogen. We 
observe a D-A pair transition before hydrogenation in the InP: Mg sample and after hydro- 
genation in the InP : Zn sample due to acceptor passivation by hydrogen. In n-InP, the increase 
in the PL of donor bound exciton after hydrogenation suggests negligible passivation of donors. 
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ABSTRACT 

We study the hydrogen-induced passivation of interface traps in n-GaAs:Si, 
grown by MBE at 580°C, with a buffer layer grown at 200 to 250°C (LT-buffer). In the 
as-grown samples, the LT-buffer contains As-precipitates, with a density of 4x10 cm" 
and a diameter that depends on the LT-buffer growth temperature and takes values in 
the range 4-8nm. The epilayer/LT-buffer interface in the as-grown samples is 
characterised by interface related traps which dominate the electrical behaviour of the 
epitaxial layer. Secondary ion mass spectroscopy profiling of deuterated samples 
reveals that 2H has a nearly uniform concentration throughout the epilayer, while it 
accumulates at the interface. Hydrogenation induces a reduction of the interface trap 
concentration and a significant improvement of the carrier mobility values. 

INTRODUCTION. 

Recently, the interest in GaAs buffer layers grown at low temperatures (LT-buffer 
layers) became a subject of considerable interest. These layers are used as buffer layers 
for FET and HEMT applications1 because, due to the high resistivity of the LT-buffer, 
the parasitic effects like side- and back-gating, which are due to the insufficient 
insulation between devices, are shown to be significantly reduced . In general, the 
quality of the active layer is acceptable for device fabrication, while the annealed LT- 
buffer suffers from point defects, such as Asi, As^V^, and As precipitates . The 
dimensions and density of the As precipitates depend on the growth conditions 
(temperature and PA^/PQ, 

rat'°) ar|d annealing temperature ' ' . The beneficial effect 
of atomic hydrogen into highly defective materials is of immediate interest, since it is 
known to passivate impurity and defect states in semiconductors , while its thermal 
stability is often higher when it forms complexes with native defects . However its 
effect on LT-buffer GaAs has not been studied in the past. In this paper we report on 
the effects of plasma hydrogenation on the electrical, transport and structural 
properties of GaAs/LT-GaAs structures, while the depth profile of the diffused 
hydrogen is determined by secondary ion mass spectroscopy (SIMS). 

SAMPLE GROWTH AND EXPERIMENTAL DETAILS. 

The samples were grown on (100) SI-GaAs substrates, by molecular beam epitaxy 
(MBE), using As4 and Si as the n-type dopant. The growth rate was lum/hr and the 
beam equivalent pressure PA^/Poa was 15. After the initial decreasing, etching and 
outgasing of the substrates, an undoped buffer layer of 250nm was grown at 580°C. 
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Then the substrate temperature was ramped down to 200-250°C and lpm LT-GaAs 
was grown. The 1.2pm thick n-GaAs epilayer was grown at 580°C, therefore, the LT 
buffer layer has been subjected to in-situ annealing at 580°C for 70 min . The epilayer 
was capped by a lOOnm n -GaAs:Si doped layer (10 cm"), which was used for the 
fabrication of improved ohmic contacts and as a protective layer against plasma 
induced surface damage during a number of hydrogenations. 

The samples were subjected to hydrogenation using deuterium ( H) and hydrogen 
(hereafter called H-genation and H-genation, respectively). The H-genations were 
performed in a hydrogen glow discharge, at 13.56MHz, in a capacitively coupled quartz 
reactor. The samples were placed downstream from the RF electrode and they were H- 
genated at two different temperatures, 30°C and 150°C, for 4 hrs, at 150-300mTorr, 
with a power density of about 0.2W/cm . The hydrogenations using deuterium were 
performed in a parallel plate reactor operating at 13.56MHz, at 200°C, for 4hrs, with a 
power density of 0.05-0.08W/cm . The H profile was measured using SIMS. 

The AuGe ohmic contacts were fabricated with electron beam evaporation and 
subsequent annealing in N2, at 380°C for 10min, while the Schottky barriers were 
fabricated with Au evaporation. The samples were characterised prior and after 
hydrogenation with Hall measurements, I-V and C-V characteristics, deep level 
transient spectroscopy (DLTS), SIMS and cross section transmission electron 
microscopy (XTEM). 

RESULTS AND DISCUSSION. 

The presence of arsenic precipitates in the LT-buffer, with a density of 4 
xlO cm", is identified with XTEM measurements. The As precipitate diameter 
depends on the LT-buffer growth temperature and takes the values 4+0.5 nm and 
8±2nm, for growth temperatures 200 and 250°C, respectively. A cross-section image 
from the sample grown at 250°C is shown in Fig.l. There is a characteristic difference in 
the distribution of the precipitates at the SI-GaAs/LT-buffer and the LT-buffer/n-GaAs 
interfaces. The distribution at the SI-GaAs/LT-buffer interface is a step-like function, 
i.e. the precipitates are confined in the LT-buffer (inset A in Fig. 1). Contrary to that, the 
LT-buffer/n-GaAs interface is diffuse and the As precipitates extend to a distance of 
about 0.2pm from the interface, into the epilayer. The interface morphology is the same 
in the samples grown at 200 and 250°C. Even though the existence of As precipitates in 
the epilayer has been observed in the past , the thickness of the n-GaAs that contains 
As precipitates was not reported. 

The free carrier concentration (n) and mobility (p) as a function of temperature (4- 
300K), in the as-grown and hydrogenated film, after H-genation at 210°C, for 75min, 
with a power density of 0.05Wcm , are shown in Fig.2(a) and (b), respectively. The LT- 
buffer layer was grown at 200°C. The free carrier concentration in the as-grown 
samples is 10 cm" and decreases to 1.7x10 cm", i.e. by a factor of 6, after 
hydrogenation at 210°C. In addition to that, the electron mobility at 100 K increases 
after hydrogenation from 11,750 to 12,750cm /Vs. The corresponding changes, at room 
temperature, in the values n and p for the sample with the LT-buffer grown at 250°C 
are : n=2.0xl0 cm", p= 5000 cm /Vs in the as-grown state and n=4.6xl0 cm", p= 
5840 cm /Vs after hydrogenation. These results indicate that, as expected, the 
hydrogen atoms neutralise donor impurities by forming neutral H-donor complexes. 
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Fig. 1 : XTEM image of the 
sample with the LT-buffer 
grown at 250°C. The SI- 
GaAs/LT-buffer and LT- 
buffer/n-GaAs interfaces are 
shown, under magnification, in 
the insets A and B, respectively. 

The barrier height and the ideality factor n of the Schottky barriers, as measured 
from I-V characteristics, on the as-grown samples are 0.8-0.9eV and n=l.l-1.3, 
respectively. The barrier height does not change upon hydrogenation while the ideality 
factor increases to 1.2-1.5. The deterioration of the value on n could be related to 
residual surface damage induced by the H-genation. 

The as-grown samples are characterised by a DLTS peak which has a strong bias 
dependence. The peak position , recorded for an emission rate of 200s", shifts from 
269 to 300K, when the applied reverse bias varies from 0 to -4 V, as shown in Fig.3. 
The spectra were recorded with a filling pulse height 0.5V larger than the 
corresponding bias, and filing pulse width equal to 5ms. This strong bias dependence is a 
characteristic property of interface traps ' which, at the present case, are localised at 
the n-GaAs/LT-GaAs interface. This interface is expected to be heavily defective . 
Furthermore, it has been reported that the LT-buffer prior to annealing is characterized 
by a relative lattice expansion Aa/a up to 0.15%, in the direction of growth. Although 
this lattice mismatch disappears after annealing at 580°C, due to the formation of As 
precipitates512, the first layers of n-GaAs are grown on non-relaxed LT-GaAs material. 
As a consequence, the existence of residual outdiffused point defects at the interface is 
likely. These defects could favor the diffusion of excess As from the LT-GaAs into the 
n-GaAs epilayer, giving rise to As precipitates in the epilayer. Furthermore, it is 
expected that, beyond the geometrical interface, additional interfacial regions exist 
between the As precipitates and the surrounding GaAs . It should be pointed out that 
interfaces related to the As precipitates introduce additional depleted areas in the 
interface region . Therefore, the distinction between the electrical phenomena related 
to the geometrical interface and the interfaces around the As precipitates is difficult. 
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Fig 2 : Free carrier concentration (a) and mobility (b), as a function of temperature, prior and 
after hydrogenation. 

DLTS measurements in the as-grown samples reveal that the interface trap 
concentration is reduced by a factor of 2-4 for an increase in the LT-buffer growth 
temperature from 200 to 250°C. After hydrogenation the DLTS peak decreases by a 
factor of 3 and 10 for hydrogenation temperatures of 30 and 150°C, respectively. 
Furthermore, H-genation at 210°C appears to be even more efficient for the 
passivation of the interface traps and reduces the DLTS peak to the detection limit. 
Even though a number of deep levels in highly resistive LT buffers have been identified 
in the past by thermally stimulated current measurements ' , we have not identified 
outdiffusion of deep bulk levels in the epilayer. 

The heavy incorporation of hydrogen at the interface is also indicated by SIMS 
profiling. The strong H pile-up at the n-GaAs/LT-GaAs interface, obtained after a H 
plasma exposure of 2hrs, at 210°C with a power density of 0.08W/cm , is shown in 
Fig.4. This accumulation results from the bonding of hydrogen with defects and/or 
impurities at the interface, which could have resulted from the outdiffusion of the 
growth defects from the LT buffer during the in-situ annealing process. 

Local charges in the region near the interface seem to be also related with the 
anomalous capacitance (C) versus temperature (T) behaviour of the Schottky diodes. 
C-T measurements performed under 0 V bias in the T-range 100-400K, show that the 
C increases as T decreases. This increase of the capacitance at low temperatures is not 
well understood, but after hydrogenation, although the trend remains the same, the 
relative changes between the capacitance C at 100 and 400K, i.e. the ratio 
AC/C=[C(100)-C(400)]/C(100), decreases by a factor of 3 to 10, as the degree of 
hydrogen incorporation, as determined by the hydrogenation conditions, increases. 
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We can assume that the defects responsible for the C-T behaviour are acceptor type, 
i.e. they are neutral when empty and negatively charged when filled. Thus the local 
charges increase when the traps are progressively filled, as the temperature decreases. 
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CONCLUSIONS 

Our results, indicate that atomic hydrogen is effective in passivating interface- 
related defects in GaAs/LT-GaAs structures. Possible origin of these defects are the 
structural defects at the geometrical interface in combination with the interface regions 
surrounding the amorphous As precipitates, which are detected in the n-GaAs epilayer. 
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The existence of As precipitates in the annealed LT buffer and in the broad (=200nm) 
n-GaAs/LT-GaAs interface, with a density of 4x10 cm" and a diameter in the range 4- 
8nm, was verified by XTEM measurements. The reported interface broadening is 
attributed to outdiffusion and precipitation of excess As from the LT-buffer. The LT- 
buffer/n-GaAs interface is characterised by electrically active interface traps, as 
detected by DLTS, with a concentration that depends on the growth temperature of 
the LT-buffer layer. Upon hydrogenation the trap concentration is reduced by a factor 
of 3-10, for hydrogenation temperatures 30 and 150°C, respectively. Furthermore, H- 
genation at 210°C causes a reduction of the trap related DLTS signal to the detection 
limit of DLTS. An anomalous C-T behaviour, observed in these layers was not fully 
understood, but the value of AC/C decreases by a factor 3-10 after hydrogenation. The 
fact that hydrogen passivates efficiently the interface states was also supported by 
SIMS profiling, where the H accumulation indicates the existence of a highly defective 
n-GaAs/LT-buffer interface. However, future work, including thermal stability studies 
would be useful for a more complete understanding of the interface related DLTS 
active defect. Finally, the decrease of the carrier concentration, as observed by C-V 
and Hall measurements, indicates the hydrogen induced passivation of shallow donors in 
the epilayer. 
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ABSTRACT 

We discuss the application of state-of-the-art first-principles calculations to the problem 
of defects, impurities, and doping levels in semiconductors. Since doping problems are of 
particular relevance in wide-band-gap materials, we focus here on studies of ZnSe and GaN. 
For ZnSe, we discuss our latest insights in the influence of compensation and dopant solu- 
bility on the experimentally observed limitation of the free carrier concentration in p-type 
ZnSe. For GaN, we focus on the role of native defects in doping or compensation of the 
material, with particular emphasis on the ra-type conductivity of as-grown GaN. 

INTRODUCTION 

First-principles calculations have had a major impact on the understanding of defects 
and impurities in semiconductors. The first applications of electronic structure methods 
focused on obtaining defect wave functions and levels in the band gap.1'2 With the advent 
of the capability to calculate total energies, it became possible to investigate the atomic 
structure of the defect; i.e., the stable position in the host lattice, the relaxation of the 
surrounding atoms, as well as the energy along a migration path.3'4,5 Calculations of hyper- 
fine parameters also enabled more direct comparisons with experimental observations.6,7 

More recently, formalisms have been developed to use the total energy of the defect to 
calculate its concentration, under the assumption of thermodynamic equilibrium.8,9 The 
same formalism can also be applied to the calculation of impurity solubilities.10,11 

The methods and computational approaches are, in principle, general in nature, and can 
be applied to any defect or impurity in any semiconductor. Some of the more interesting 
problems related to defect formation and doping occur in wide-band-gap semiconductors; 
these materials have therefore become a focus of intense theoretical research activity, in 
spite of the fact that they tend to be computationally more difficult to treat. 

Wide-band-gap semiconductors have many exciting applications, ranging from high- 
temperature electronics to visible (or even UV) light emission. Groundbreaking research 
activities during the 1960's and 70's revealed problems related to doping of the materials 
- an obstacle that proved insurmountable at that time, and inhibited device applications. 
These problems were commonly attributed to self-compensation: the speculation was that 
formation energies for certain native defects (vacancies, self-interstitials, or antisites) can 
become very low in these materials, causing the defects to occur in such large quantities 
that they eliminate the electrical activity of the dopants. 

It has recently become clear that self-compensation is not the show-stopping problem it 
was purported to be. State-of-the-art computations indicate that the formation energies of 
native defects are of the same magnitude as those in other semiconductors, such as Si or 
GaAs.9,12 Simultaneously, experimental successes in ZnSe and GaN have provided an exis- 
tence proof for adequate doping levels - squelching the hypothesis that self-compensation 
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due to native defects would make doping impossible. Nonetheless, doping levels are still 
limited, and lower than desirable for certain device applications. The cause of conductivity 
in not-intentionally-doped material, specifically in GaN, is also still being debated. State- 
of-the-art first-principles calculations can fruitfully contribute to resolving such issues. 

We will focus here on calculations for defects and impurities in ZnSe and in GaN, two 
semiconductors which have recently shown great promise as blue light emitters. We will 
first briefly review the underlying theoretical formalism and computational approach. In 
the remainder of the paper, we will discuss how the numerical results for native defects and 
dopant impurities can be used to understand the various factors that may limit doping, 
and to provide guidelines on how doping can be controlled or improved. 

For ZnSe, we will focus on nitrogen doping, which has proven to be the most efficient way 
of obtaining p-type conductivity. Hole concentrations, however, are still lower than desired, 
a limitation which has been attributed to various causes, including solubility of the acceptor 
species11; configurations, other than the substitutional site, assumed by the acceptor13'14; 
and compensation by native defects, as well as formation of complexes between native 
defects and the nitrogen acceptor.11'15 We will describe our latest results and insights. 

For GaN, we will mainly concentrate on the issue of n-type conductivity in the as-grown 
material. This n-type behavior has traditionally been attributed to nitrogen vacancies. We 
find, however, that nitrogen vacancies have a rather high formation energy in ra-type mate- 
rial; therefore, in thermodynamic equilibrium, their concentration would be very low. We 
discuss various aspects of this problem, including kinetic limitations, formation of defect 
complexes or clusters, and doping by unintentional impurities. 

FORMALISM 

The equilibrium concentration, C, of a defect or impurity in the semiconductor is deter- 
mined by its formation energy, Efolm: 

C = ./Vsites exp 
Etc 

kT (1) 

where Naites is the appropriate site concentration; e.g., for a substitutional impurity on the 
Se site in ZnSe, Naites is the number of Se sites, 2.2xl022cm-3. Whether the assumption of 
thermodynamic equilibrium is satisfied or not depends on the mobility of various defects at 
the temperatures of interest.9 For ZnSe, the mobilities of native defects are high enough16 

to justify invoking thermodynamic equilibrium. The mobility of the N vacancy in GaN, 
and its effect on our assumption, is discussed below. The energy appearing in Eq. (1) is 
in principle a Gibbs free energy. At the present stage of our work, we are not explicitly 
calculating vibrational entropies (a computationally very demanding task). Such entropy 
contributions cancel to some extent,17 and are small enough not to affect any qualitative 
conclusions; however, accurate calculations of vibrational entropies are gradually becoming 
feasible and will no doubt be carried out for various systems in the near future. The effect 
of entropy is included in an approximate way in the results we will present for ZnSe. 

The formation energy of a N acceptor on a substitutional Se site (Nse) in ZnSe is de- 
termined by the relative abundance of Zn, Se, and N atoms in the environment in which 
the crystal is grown. In a thermodynamic context, these abundances are described by the 
chemical potentials (energies of reservoirs) for the Se and N atoms, ßse and /ZN. The Zn 
chemical potential is not an independent variable, since the sum of /izn and /is«? has to be 
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constant and equal to the energy of a two-atom unit of ZnSe. Forming a substitutional 
Nse acceptor requires the addition of one N atom to the crystal and the removal of one Se 
atom; the formation energy of the nitrogen acceptor in the negative charge state (which 
the acceptor assumes after donating a hole to the valence band) is therefore 

£form(ZnSe: Nge) = £(ZnSe: NgJ - w + ßSe - EF, (2) 

where £(ZnSe:Nse) is the total energy derived from a calculation for substitutional N, and 
Ep is the position of the Fermi level, which acts as the reservoir for electrons. Equation (2) 
illustrates the basic form of the expression for the formation energy; the expression is easily 
generalized to other defects and impurities.9'11 

The Se and N chemical potentials are variable parameters; they are, however, subject 
to the following boundary conditions. The upper limit of the Se chemical potential is given 
by ZnSe in equilibrium with bulk Se, while the lower limit is for ZnSe in equilibrium with 
bulk Zn; ßse can therefore vary over a range given by the heat of formation of ZnSe, AH. 
Following the notation of Garcia and Northrup,15 a parameter A is introduced which varies 
between zero (Zn rich) and one (Se rich): 

/*Se = /^Se(bulk) - (1 - A)Aff. (3) 

To establish an upper bound on the chemical potential of the impurity (nitrogen), one needs 
to consider which other phases the element can form, either by itself, or in its interactions 
with the constituents of the host material. In the case of nitrogen, the bounds are due to 
formation of N2 molecules, as well as formation of the compound Zn3N2- 

The energy £(ZnSe: Nse) is a quantity which can be obtained from first-principles cal- 
culations. Our well-tested approach is based on density-functional theory18 and ab initio 
pseudopotentials.19,20 Pseudopotential-density-functional calculations are commonly car- 
ried out with a plane-wave basis set (essentially expanding wave functions, etc., in Fourier 
series). The strong potential of the first-row element, nitrogen, and the strong localiza- 
tion of the 3d electrons in Zn and in Ga make such an approach challenging: high Fourier 
components have to be included in the expansions, significantly increasing the size of the 
matrices in the eigenvalue problem. 

For the case of ZnSe, our choice was to use a mixed basis approach, in which a modest 
set of plane waves was supplemented by localized orbitals centered on the Zn atoms.21 

For GaN, we have returned to the pure plane-wave method, but utilizing more tractable 
pseudopotentials20 and a highly optimized code.22'23 The role of the Ga 3d electrons in GaN 
was discussed in Ref. [24]. All our calculations are carried out in a supercell geometry; two 
shells of host atoms around the defect or impurity are relaxed. More details about conver- 
gence and other aspects of the calculations can be found in Refs. [12] and [21]. 

DOPING LIMITS IN NITROGEN-DOPED ZnSe 

Our first-principles calculations for ZnSe9,11,21 addressed in detail the atomic and elec- 
tronic structure of all native defects (isolated point defects), as well as various acceptor 
impurities (Li, Na, and N). The main conclusions emerging from that work were as follows: 
(a) The formation energy of all native point defects, for the allowed range of chemical 
potentials and Fermi-level positions, is high enough (and their concentration low enough) 
not to cause large amounts of compensation,  (b) The acceptor impurities investigated in 
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our study all have a limited solubility at typical growth temperatures; the calculated trend 
in the solubilities also agrees with experimental observations of hole concentrations (Na 
exhibiting very low incorporation, Li rather higher, and N performing best, but still with 
limited hole concentrations). The calculated difference in solubility of these acceptor im- 
purities in ZnSe versus ZnTe is also in agreement with experiment.25,26 (c) Incorporation 
of Li on interstitial sites (where it acts as a donor) is not a serious problem. We found that 
growth conditions (chemical potentials) which are optimized to maximize Li incorporation 
simultaneously minimize the occurrence of Li interstitials. We now elaborate on some of 
these findings, in light of more recent theoretical as well as experimental work. 

The selenium vacancy 

In (a) we pointed out that the formation energy of isolated native point defects was high 
enough for point defects not to pose a serious concern for compensation. In our study9 

we carefully investigated many defect configurations and host relaxations. Nonetheless, 
one can never exclude the possibility of an unexpectedly large relaxation or a peculiar 
defect configuration, which may be overlooked in a standard search. In our original work,9 

we argued that even if large additional relaxations would occur, they would be unlikely to 
affect our qualitative conclusions because the estimated relaxation energy27 is small enough, 
and the formation energy of the unrelaxed defects large enough, not to lead to very small 
(relaxed) formation energies. 

Garcia and' Northrup15 have recently shown that this argument does not hold in the 
case of the Se vacancy in the +2 charge state (K?+). Indeed, they found that the Zn atoms 
surrounding the Se vacancy move outward by 0.51 Ä, lowering the energy by a whopping 
1.6 eV. Taking this relaxation into account, Garcia and Northrup found the Se vacancy to 
be the lowest-energy point defect in ZnSe. 

In Ref. [9], such a large relaxation of Vs
2

e
+ was not taken into account; the formation 

energy of the unrelaxed Se vacancy, under Zn-rich conditions (^zn = ^Zn(bulk))> and for a 
Fermi-level position at the top of the valence band, was found to be 1.87 eV; an estimated 
relaxation energy of 1.0 eV was then subtracted from this value. We have repeated the 
first-principles calculation for Vg^, taking the large lattice relaxation predicted by Garcia 
and Northrup into account, and find a relaxation energy of 1.58 eV - essentially the same 
as obtained in Ref. [15]. This relaxation energy lowers the formation energy to 0.29 eV, 
making the Se vacancy energetically slightly more favorable than the Zn interstitial, which 
we had previously found to be the dominant point defect. 

This formation energy is still higher than the value obtained by Garcia and Northrup.15 

The reason for the discrepancy is not clear at this time. Some differences exist between 
the computational approaches: Garcia and Northrup have used an approximation (the so- 
called nonlinear core correction) which allows them to treat the Zn d electrons as part of 
the atomic core, rather than explicitly including them as valence states. In addition, both 
types of calculations are carried out using density-functional theory in the local-density 
approximation and hence suffer from the well-known band-gap problem; it is conceivable 
that the resulting errors in the band positions (of defect levels as well as band edges) affect 
the formation energies in different ways, depending on whether the d electrons are explicitly 
included or not. More work will be needed to sort out these subtle points. 

Irrespective of the discrepancy in the actual value of the formation energy, we agree with 
Garcia and Northrup that the Se vacancy is the dominant point defect, and may occur in 
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large enough concentrations to allow experimental observation. [We note that Ando et a/.28 

have reported a deep hole trap which exhibits a strong temperature dependence of the hole 
capture/emission rates, indicative of a center with large lattice relaxation.] However, we 
find that it would still not constitute a major form of compensation of the material. Garcia 
and Northrup15 have also pointed out that compensation by an isolated point defect such 
as the Se vacancy may lead to a reduction of the hole concentration, but cannot cause a 
saturation of the free carrier concentration. 

Complexes between native defects and substitutional acceptors 

In our earlier work11 we pointed out that Zn interstitials may form complexes with 
substitutional nitrogen acceptors. Such complexes are formed if a positive binding energy 
exists between the native defect and the acceptor; if this binding energy is large enough, 
the overall formation energy of the complex may be lower than that of the indivual point 
defect. For this to happen, the binding energy of the complex needs to exceed the formation 
energy of the individual native defect. Garcia and Northrup have addressed this issue for 
the case of As as the substitutional acceptor.15 They found that the binding energy of 
a (Vse-Asse) complex is 0.3 eV - a rather low value, ostensibly due to the fact that the 
constituents of this complex are only second-nearest neighbors in the lattice. They find, 
however, that a (Zn,-Asse) complex has a large binding energy, approximately 1.2 eV. 

We have carried out calculations for a (Zn;-Nge) complex, yielding a binding energy of 
~0.6 eV; i.e., not as large as the value obtained in Ref. [15] for (Zn;-Asse), but large enough 
to make the (Zn,-Nse) complex the prime candidate for a compensating center in ZnSe. We 
note that our own calculations for the (Zn,-Asse) complex produce a binding energy of 
0.6 eV, i.e., the same as for (Zn;-Nge), and smaller then the value found in Ref. [15]. 

Vse-Nse complexes have been discussed in the literature; Hauksson et al. proposed this 
complex to explain the compensation observed in their samples.29'30 If (Zn;-Nse) complexes 
indeed occur in appreciable quantities, it should be possible to detect them experimentally. 
One possible technique of observation would involve dissociation of the complex, followed 
by drift of the Znt- in an electric field - similar to an experiment designed and carried out 
for complexes between Li interstitial donors and Lizn acceptors.31 The resulting change in 
the doping profile can be detected in a C-V or small-signal AC-transmittance measurement. 
Other techniques, such as vibrational-mode spectroscopy, could also be very fruitful. 

Compensation due to native-defect complexes 

Figure 1 illustrates the dependence of the concentration of the acceptor species and the 
various compensating centers on the total nitrogen concentration, at 600 K. The nitrogen 
concentration is changed by varying the nitrogen chemical potential, fi^: subject to the 
upper bounds discussed above. The curves are plotted up to the maximum achievable 
nitrogen concentration (i.e., the solubility limit). In Fig. 1 we also assume that the selenium 
chemical potential is fixed at the value which optimizes the incorporation of nitrogen on 
substitutional Se sites (i.e., maximizes the solubility) (see Ref. [11]); this value corresponds 
to A = 0.06 [Eq. (3)], i.e., quite close to the Se-poor (Zn-rich) limit. 

The formation energies for the native defects are those derived in Ref. [11]; similar to 
our previous work, we have included an estimated vibrational entropy of 5 kß for each 
native defect and native-defect complex (note that, without this entropy contribution, the 

471 



21.00 

20.00 

19.00 

Öß 18.00 
o 

17.00 

16.00 

1   '   1   '   1   '   1   ' 

— 
/NSe 

< ZnrNSe 
/ '   VSe-NS. 

/     / / 

— 
/     ' ■' ■- VSe -p 

/'rf-- — 
/■' / -,' 

■ 

//      /     :  ■ 

/       /      >   '   / 

/ 
•' / 

1 /.  l'./ 1  .  1  , \ ,     1     , 15.00 
15.00    16.00    17.00    18.00    19.00    20.00    21.00    22.00 

log[N] 
Figure 1: 

Concentrations (per cm3) of various species in N-doped ZnSe, as a function 
of total nitrogen concentration, at 600 K. The Se chemical potential is chosen 
to yield maximum solubility of Nse [corresponding to A = 0.06, Eq. (3)J. The 
curves are labeled according to the type of impurity or defect they correspond 
to; "p" indicates the hole concentration. 

concentrations of the compensating defects would be almost two orders of magnitude lower 
than in Fig. 1). (Zn,-NSe) and (Vse-Nse) complexes are also included in Fig. 1, with binding 
energies of 0.6 eV and 0.3 eV, and appropriate degeneracy factors taking the equivalent 
geometries of the complexes into account. Note that the concentration of the isolated 
Zn interstitial is lower than in Fig. 5 of Ref. [11]; the reason is that most interstitials 
are now bound in Zn,-Nse complexes. Under the conditions described here, the Zn;-Nse 

complexes are the dominant compensating defects, causing a noticeable reduction in the 
hole concentration, which is also plotted in Fig. 1. 

Figure 1 reflects the concentrations of various species at 600 K. If a sample is grown 
at this temperature, and subsequently cooled to room temperature, the concentrations of 
the defects may change, because various species (for instance, the Zn interstitial) are quite 
mobile. The room-temperature concentrations will depend on the mobility of the defects, 
the binding and dissociation energies of the complexes, and on the cooling rate. 

Compensation by (Zn;-Nse) complexes causes the saturation of the hole concentration 
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Figure 2: 

Same as Fig. 1, except that the Se chemical potential is chosen corresponding 
to A = 0.15. 

observed in Fig. 1. Such a saturation of the carrier concentration as the nitrogen concen- 
tration is increased has been experimentally observed.32,33 However, it bears pointing out 
that the results displayed in Fig. 1 are quite sensitive to the Se chemical potential (i.e., 
to the details of the growth conditions). To illustrate this point, Fig. 2 shows the results 
obtained for a value of the Se chemical potential (A = 0.15) which is only slightly different 
from the choice made in Fig.l (A = 0.06). Note that the maximum concentration of nitro- 
gen is now lower, since we have moved away from the point of maximum solubility. More 
importantly, however, note that the concentration of compensating defects has decreased - 
by as much as an order of magnitude, for similar N concentrations. The hole concentration 
is correspondingly increased, and no longer saturates at a plateau value. 

The fact that the hole concentration is lower than the Nse concentration is not solely 
due to compensation; because of the high ionization energy (110 meV, Ref. [34]), only a 
fraction of Nse acceptors are actually ionized, pushing the hole-concentration curve below 
the Nse curve. It has been suggested35 that during device operation a larger fraction of the 
Nse acceptors will actually be ionized than expected from purely thermal ionization. 

If we continue to increase A, we find that the degree of compensation is further reduced; 
at the expense, however, of N incorporation, due to the lower solubility. Our calculations 
show that if A is raised above 0.3, the Nse concentration falls below 1017cm-3. The fact 
that the effects of compensation are reduced as A is increased (i.e., as the system becomes 
more Se rich) was also noted in Ref. [15]; however, the values of A considered in Ref. [15] 
are much greater than in the work presented here.   For values of A as high as discussed 
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in Ref. [15] we find that the calculated N incorporation would become very low. Garcia 
and Northrup did not explicitly consider the formation energy of the Nse species, and they 
allowed incorporation of the acceptor species above the solubility limit. Whether incorpo- 
ration of the acceptor species occurs under equilibrium or non-equilibrium conditions has 
not been decisively established. Fan et a/.36 interpreted their SIMS and transport data 
on N-doped ZnSe and ZnTe as consistent with the notion of equilibrium incorporation, 
governed by solubility limits. More investigations are necessary, however. 

Nitrogen on interstitial sites and nitrogen antisite defects 

The possibility of incorporation of nitrogen on interstitial sites has also been raised. In 
Ref. [11], nitrogen interstitials located on tetrahedral interstitial sites in the lattice were 
examined and found to be prohibitively high in energy; nitrogen on substitutional Zn sites 
was similarly found to be unfavorable. These conclusions have been confirmed in recent 
calculations by Kwak.37 Chadi and Troullier13 proposed split-interstitial configurations for 
nitrogen sharing a substitutional Se site with the Se atom; they did not, however, report 
energies of these configurations relative to the Nse acceptor. Cheong et al.14 found that, 
among the configurations they investigated, neutral N2 molecules would dominate in Se- 
rich material (in addition to Ns« of course), while in Zn-rich material a split-interstitial 
complex consisting of two N atoms occupying a Se site would dominate. 

Discussion of doping saturation effects 

Various groups have published experimental results for carrier concentrations as a func- 
tion of the total nitrogen concentration in the layer.32,33'38 [We presume that the quantity 
referred to as NA — No in these papers is actually the hole concentration, as measured in 
C-V measurements. In order to obtain the actual acceptor concentration, a further analysis 
would need to be carried out, taking into account that, due to the large ionization energy 
of the N acceptor, only a fraction of the dopants are ionized.] When the nitrogen con- 
centration approaches 1018cm-3, the carrier concentration appears to saturate, and then 
decreases as [N] is further increased. A saturation in the hole concentration would be con- 
sistent with a compensation mechanism, as described above and illustrated, for instance, in 
Fig. 1. However, a precipitous decrease in the carrier concentration for high [N], as observed 
by Nishikawa et al?2 and by DePuydt et al.40 cannot be attributed to compensation; some 
other mechanism needs to be invoked. 

Kuo et al.39 have reported an increase in the density of threading dislocations in ZnSe 
grown on GaAs substrates when the N concentration exceeds a certain critical value. We 
have previously suggested26 that this increase is triggered by the fact that the dopant 
incorporation approaches the solubility limit; excess quantities of the dopant impurity 
may be incorporated as microprecipitates, which can act as nucleation sites for dislocation 
loops. This proposed explanation is consistent with the observation by the 3M group that 
the "critical acceptor concentration", above which the hole concentration decreases (and 
the crystal quality degrades), depends on the type of acceptor. The measured values are 
1016, 1018, 1019 cm-3 for Na, Li, and N doping, respectively; the trend in these values agrees 
very well with our calculated solubility limits for these acceptors. 

Since the experimental observations reveal a decrease in the hole concentration at high 
acceptor concentrations, it is not clear whether the observed "plateau" in the carrier concen- 
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tration (around [N]« 1018cm-3 for nitrogen) should always be interpreted as a saturation 
effect that is due to compensation, or rather as the onset of an approaching downturn in 
the hole concentration. We have pointed out that the occurrence of compensation may 
also be a rather sensitive function of the growth conditions, as illustrated by Figs. 1 and 2, 
which differ only by a slightly different choice of Se chemical potential. Plots of carrier con- 
centration vs. dopant incorporation therefore offer, in our opinion, no conclusive evidence 
regarding compensation. Other experiments, in which compensating defects are actually 
observed and identified, are required for that purpose. And we emphasize that our results 
suggest that compensation is not unavoidable - a careful choice of growth conditions can 
suppress the formation of compensating species. 

DEFECTS AND DOPING IN GaN 

Native defects 

We have calculated the formation energy, as a function of Fermi level and of the atomic 
chemical potentials, for all native point defects in GaN. In previous work, we have found 
that the formation energies are largely insensitive to the structure (zincblende vs. wurtzite) 
of the material.24 The results are displayed in Fig. 3, assuming Ga-rich conditions (which 
appear to be common in experimental growth situations). We immediately notice that the 
self-interstitials (Ga,- and N<) and the antisite defects (Nca and Ga>j) have high formation 
energies, and are therefore very unlikely to occur in any significant concentration. The 
vacancies, on the other hand, have lower formation energies. Under conditions of thermo- 
dynamic equilibrium, a low formation energy is required for the defect to occur in large 
concentrations. We will focus here on the vacancy defects; more information about the 
atomic and electronic structure of all the native defects can be found in Ref. [12]. 

The nitrogen vacancy 

Nitrogen vacancies have commonly been invoked to explain the n-type conductivity of as- 
grown GaN. Fig. 3 shows that the formation energy of the nitrogen vacancy (VN) is actually 
quite high in re-type material (Fermi level high in the gap, near the conduction band). In 
thermodynamic equilibrium, the concentration of nitrogen vacancies should therefore be 
quite low, and they should not be responsible for the observed n-type conductivity. What 
about the possibility that incorporation of nitrogen vacancies occurs via a non-equilibrium 
process? Non-equilibrium implies that the concentration of nitrogen vacancies is prevented 
from reaching its equilibrium value, i.e., the nitrogen vacancies would be frozen in. This is 
only possible if the nitrogen species is sufficiently immobile to prevent any significant flux 
of nitrogen between the bulk of the material and a source or sink of nitrogen atoms. It is 
therefore important to study the diffusion properties. 

Several channels can in principle contribute to the diffusion of nitrogen. Nitrogen could 
diffuse interstitially (and eventually annihilate vacancies); however, the high formation en- 
ergy of the nitrogen interstitial (see Fig. 3) renders this diffusion mechanism unlikely. The 
other mechanism involves diffusion of the nitrogen vacancy. We have studied the migration 
path of the vacancy in detail41; the saddle point, which determines the height of the migra- 
tion barrier, occurs for a position of the N atom midway between two vacancies (a so-called 
split-vacancy structure). The calculated migration barrier is ~4 eV, which should allow for 
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10 

Figure 3: 

Defect formation energies as a function of the Fermi level for all native point 
defects in GaN, under Ga-rich conditions (pGa. = ^Ga(buik)J-   EF = 0 corre- 
sponds to the top of the valence band. 

vacancy diffusion at the high temperatures at which growth of GaN is carried out. If one 
can assume efficient transport between the vacancy defects in the bulk and the reservoir of 
nitrogen atoms, the concentration of N vacancies will be allowed to reach its equilibrium 
value - which, as stated above, is low in ra-type GaN. 

Alternative explanations for the ra-type conductivity in as-grown GaN 

If nitrogen vacancies are not responsible, then what is the cause of the observed n-type 
conductivity? First, we stress that our conclusion about nitrogen vacancies applies to iso- 
lated point defects. It is still possible that a vacancy-related complex or extended defect is 
involved, if it acts as a donor. We also propose an alternative explanation for the ra-type 
conductivity, namely that it is caused by unintentional incorporation of donor impurities. 
Silicon, oxygen, and carbon are common contaminants in the systems typically used for 
growth of GaN. We have performed first-principles calculations for these impurities,42 and 
found that silicon and oxygen indeed behave as donors, and can potentially be incorporated 
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in high concentrations. Carbon, if it is located on the Ga site (CG») also behaves as a donor 
- however, this site is less favorable than the CN site, on which C behaves as an acceptor. 

Native defects as compensating centers 

While we concluded that isolated nitrogen vacancies are unlikely to occur in n-type 
material, Fig. 3 shows that their formation energy is actually very low in p-type material. 
They could, therefore, play a role in compensating acceptors. Similarly, the Ga vacancy 
may have low enough energy to occur as a compensating center in rc-type material. We note 
that our calculations for the Ga vacancy predict a level in the gap slightly more than 1 eV 
below the conduction band. While our error bars on the position of gap levels are rather 
large, it is tempting to suggest that the Ga vacancy may be responsible for at least some 
of the levels that have been experimentally observed in this energy region - and possibly 
also play a role in the infamous "yellow luminescence." 

In addition, in light of the preceding discussion of native-defect complexes in ZnSe, it 
is conceivable that complexes between the vacancies and impurities could occur, which 
could further lower the formation energy. For instance, in Si-doped n-type material, (Vcja- 
SiGa) complexes might occur; however, given that the constituents of this complex are only 
second-nearest neighbors, the binding energy may be modest. In Mg-doped p-type material, 
on the other hand, (VN-MgGa) complexes may be formed, in which the constituents occur 
on neighboring lattice sites, and therefore may be more strongly bound. Our predicted low 
formation energy of the nitrogen vacancy in p-type material would also contribute to the 
likelihood of formation of such electrically neutral complexes. 
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THE ROLE OF IMPURITIES IN HYDRIDE VAPOR PHASE EPITAXIALLY GROWN 
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ABSTRACT 
Gallium nitride (GaN) films grown by hydride vapor phase epitaxy on a variety of substrates 

have been investigated to study what role silicon and oxygen impurities play in determining the 
residual donor levels found in these films. Secondary ion mass spectroscopy analysis has been 
performed on these films and impurity levels have been normalized to ion implanted calibration 
standards. While oxygen appears to be a predominate impurity in all of the films, in many of them 
the sum of silicon and oxygen levels is insufficient to account for the donor concentration 
determined by Hall measurements. This suggests that either another impurity or a native defect is 
at least partly responsible for the autodoping of GaN. Additionally, the variation of impurity and 
carrier concentration with surface orientation and/or nucleation density suggests either a 
crystallographic or defect-related incorporation mechanism. 

INTRODUCTION 
Recently, hydride vapor phase epitaxy (HVPE) of gallium nitride (GaN) has regained 

attention, primarily as a quasi-bulk technique to grow thick, free-standing films for use as 
substrates in the growth of device structures by other techniques, such as metalorganic vapor 
phase epitaxy (MOVPE) or molecular beam epitaxy (MBE)1. While the literature is rich with 
studies of this growth technique, there has been wide speculation as to the origin of the residual 
donors in these films. Maruska and Tietjen speculated that these residual donors might be 
nitrogen vacancy native defects2. While it has been subsequently shown both experimentally3 and 
theoretically4 that nitrogen vacancies are not likely, defect aggregates, possibly involving such a 
vacancy, cannot be ruled out. 

Of course, a very important question is whether the residual donors in GaN (as well as 
InGaN) films can be completely accounted for by impurities. For example, it has been observed in 
the HVPE growth of Al-bearing films that strong exchange reactions between A1C1 compounds 
and quartz reactor walls result in extremely high Si and O concentrations in films5. It is possible 
that, at the elevated temperatures (~1100°C) used in the growth of GaN, similar reactions could 
take place with GaCl compounds. Ilegems and Montgomery6 have reported that impurity levels in 
their films were insufficient to completely account for the residual donors in their HVPE-grown 
films. However, their analytical methods, namely, spark source spectroscopy or uncalibrated 
secondary ion mass spectroscopy (SIMS), were not effective in accurately determining the 
impurities in these films, particularly for oxygen, which is known to act as a donor in GaN7. In 
this paper, therefore, we have investigated the residual donors in GaN films by Hall measurements 
as well as the concentration of suspected donors, i.e., silicon and oxygen, by calibrated SIMS 
analysis. Our results show that while oxygen is a predominate impurity, the sum of silicon and 
oxygen levels in many of the films is insufficient to account for the donor concentration observed 
in these films. In fact, the rather large ionization energy of oxygen donors (-78 meV)7 as well as 
compensation expected in such films strengthen the argument that the electron transport 
properties of GaN are at least partly determined by an as yet unidentified donor, either an impurity 
or native defect. Our results are consistent with the literature in suggesting that the incorporation 
of this defect as well as impurities such as oxygen and silicon is intimately related to the growth 
conditions, particularly during heteronucleation. 
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The films in this study were grown by a 
modified version of the chloride-transport HVPE 
process described by Maruska and Tietjen2. In this 
process the Ga precursor is synthesized upstream in 
the reactor via a reaction of HCI gas (in an H2 

diluent) with Ga metal (at 900°C) to form GaCl. 
This precursor is then transported to the substrate 
area where it is mixed with NH3 (in an N2 carrier) to 
form GaN (at ~1100°C). Our reactor differs from 
Maruska's in that the growth tube is arranged 
vertically to allow rotation of the substrate during 
growth to improve uniformity. Additionally, we 
have provisions to lower the substrate platen 
isothermally into a dump tube in which we 
counterflow NH3 in a N2 carrier (see Figure 1). This 
allows us to abruptly interrupt the growth and either 
change and equilibrate the flow of gas species in the 
main tube or slowly cool the substrate by further 
lowering the platen at the end of the growth. 
Typical flow rates in our system are 5 seem HCI; 
450 seem NH3; 100 seem H2 (HCI diluent); and 

N2+NH3 

Figure 1-Schematic of HVPE reactor. 

2000 seem N2 (main carrier).   Under such conditions, growth rates of-30-50 u,m/h are typical 
depending on substrate position. 

The surface morphology was investigated by both optical and electron microscopy. The films 
grown directly on (0001) A1203 exhibited a faceted hillock structure, as shown in Figure 2(a-d). 
The surfaces of these hillocks were defined predominately by {H01} planes which gave way to 
(OOOl)-truncated surfaces with increasing growth temperature or decreasing growth rate, as has 
been observed in GaN films grown by MOVPE8. Additionally, by utilizing GaCl pretreatment 
methods described be Naniwae et al.9, we have been able to obtain smooth, featureless surfaces, 
as shown in Figure 3. These optically transparent films were determined to be single crystals by 
X-ray diffraction (XRD) with a high degree of internal cracking due to thermal stress at the 
GaN/Al203 interface. 

W 

(a) (b) (c) 

Figure 2 - Various surface morphologies obtained on (0001) A1203. 

(d) 
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Figure 3 - Scanning electron micrographs of surface morphology and cross section of GaN film 
deposited using GaCl pretreatment. 

In addition to the growth directly on (0001) AI2O3, we have investigated the use of sputtered 
ZnO buffer layers as reported by Detchprohm et al.1 The films were deposited in an RF sputtering 
system with a 5 in. diameter cathode, a 1:1 mixture of 02 and Ar at 20 mT and RF power levels of 
200 W. Reflection high energy electron diffraction patterns obtained from such buffers show a 
high degree of in-plane orientation with noticeable twinning, as shown in Figure 4. GaN films 
deposited on these buffers exhibit uniform film growth with large, low-angle hillocks indicative of 
a high lateral growth rate, as shown in Figure 5(a). Additionally, a small number of these hillocks 
(<5%) show spiral growth emanating from screw dislocations, as shown in Figure 5(b). To our 
knowledge, this is the first report of such defects observed in GaN. The dimensions of these 
features again indicate the high lateral growth rate. _ 

We also investigated several other orientations of sapphire, namely the (1100) and (1120) 
planes, as well as (0001) off-axis Si-faced SiC substrates. For GaN films deposited on the (lTOO) 
plane of Al203, XRD indicate them to be monocrystalline and (1103) oriented, similar to that 
reported by Hwang et al.10 The GaN films grown on (1120) AI2O3 surfaces show (0001) 
orientation, as is commonly observed. The surface morphologies of these films are represented in 
Figure 6. It is interesting to note that while (0001) oriented GaN grown on (0001) A1203, ZnO 
and SiC or (1120) A1203 chowed thermally induced cracking originating from the substrate/GaN 
interface, the GaN film grown on the (1100) A12C>3 substrate did not. This may account for the 
somewhat higher mobility obtained for this orientation, as listed in Table I. 

e"||<1100> e"||<1120> 

Figure 4 - Reflection high energy electron diffraction pattern obtained from ZnO buffer. 
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Figure 5 - Surface morphology of GaN films deposited on ZnO buffer. 
The van der Pauw geometry was used to investigate the transport properties of the films. 

Rectangular pieces, ~5 mm on edge, were contacted with In solder and measured at room 
temperature in a magnetic field of 0.5 T and with a test current of 10 mA. For the sample shown 
in Figure 3, the severity of the thermal cracking led to excessive asymmetry in the measurements 
prohibiting'accurate determination of the transport properties. However, the ability to readily 
form rectifying tungsten contacts with high breakdown voltage (-200 V) on this material suggests 
that the films are nondegenerate. Impurities levels in these films were determined by SIMS 
analysis using a Cs sputter beam and comparing signal levels with those obtained from ion- 
implanted GaN calibration standards11. It is reasonable to expect that impurity concentrations 
determined by such normalization are accurate to within a factor of two. Table I shows the 
transport properties and impurity concentrations for Si, O and C as well as several other common 

impurities in the HVPE GaN films. A < sign indicates that impurity levels were at or below the 
detection limit indicated. For comparison, we have also indicated the results of SMS analysis on 
an electron cyclotron resonance (ECR) plasma assisted MBE grown GaN film from our group. 
This sample was grown directly on (0001) A1203 in a similar fashion to Molnar et al.12 except for 
the liner of the plasma source in this case being fabricated from pyrolytic boron nitride. 

wsm 

i-TtlO 'jinj.j "mm 
(a) (b) (c) 

Figure 6 - Typical surface morphology for GaN films deposited on (a) (1100) A1203) (b) (1120) 
A1203 and (c) (0001) SiC. 
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Table 1 - Material parameters of GaN films obtained from Hall and SIMS measurements. 

Substrate Growth 

Method 

u,(cm2 

/Vs) 

n 

(cm"3) 

SIMS Impurity Concentration (cm-3) 

Si 0 c H Cl F 
(0001) 
AI2O3 

HVPE 124 l.OxlO19 3xl017 3xl018 2xl016 7x10" 2xl016 £lxl015 

(0001) 
A1203 

HVPE 57 3.7xl018 4xl015 5x10" <5xl015 8xl016 2xl016 <4xl014 

(1120) 
A1203 

HVPE 44 4.6x10" <3xl015 5x10" <5xl015 4xl018 2x10" <4xl014 

(1T00) 
AI2O3 

HVPE 156 1.5x10" 8xl015 2xl0ls ÖxlO"5 2x10" <7xl015 <lxl015 

(0001) 
ZnO 

HVPE 93 1.7x10" <4xl0'5 2xl016 <5xl015 3x10" 1x10" £4xl014 

(0001) 
SiC 

HVPE 125 1.6xl019 4xl016 lxlO18 2xl016 2x10" lxlO16 <6xl014 

(0001) 
AI2O3 

ECR- 
MBE 

270 2.5x10" <2xl015 2xl018 4xl016 4xl019 4xl0'5 7xl015 

DISCUSSION 
It is clear from the SIMS data that the HVPE films typically show low levels of carbon 

impurities, in many cases below the detection limit. This is likely the result of the high purity of 
the source materials, the extremely high growth rate and the inherent lack of hydrocarbon radicals 
in the Ga precursor, in contrast with MOVPE. This may also explain why HVPE GaN typically 
shows lower carrier compensation than material grown by other methods. The predominate 
impurity appears to be oxygen. While the source of this impurity is not yet known, reduction of 
the quartz cannot by ruled out. In films where dense, uniform nucleation is achieved, as is the 
case for the film grown on sputtered ZnO, the incorporation of impurities as well as residual 
donors is reduced. In fact, the film grown on the ZnO buffer shows oxygen and donor levels 
about a factor often lower than the other samples investigated. This is surprising in light of the 
inherent thermal instability of the ZnO buffer. 

For convenience, the data of Table I is plotted in Figure 7 as the sum of suspected donor 
impurities (Si and O) vs room temperature carrier concentration. It is clear from the data that the 
residual donor levels, in at least some of these films, cannot be accounted for by the sum of the 
silicon and oxygen levels, even if one were to assume that these defects were completely ionized 
at room temperature. The data does, however, suggest that the incorporation of these impurities 
in the films is correlated with the growth conditions in similar ways as the undetermined donor. 
In particular, the nucleation and surface crystallography appear to play predominant roles in 
impurity incorporation, either through a crystallographic or defect-mediated process. Finally, it is 
important to note that, for the sample grown by ECR-MBE, the reduction in Si and O over those 
reported previously" reinforces the notion that the quartz liner used in the previous study was a 
source of impurities in the GaN films. 

CONCLUSIONS 
GaN films have been grown by HVPE. The role that impurities play in determining the 

electronic properties of these films has been investigated. In particular, the levels of Si and O in 
some of the films was found to be insufficient to account for the observed donor concentrations. 
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Figure 7 - SIMS O + Si levels vs carrier concentration for HVPE films investigated. 

This suggests that either a native defect or undetermined impurity is at least partially responsible 
for the observed autodoping behavior in GaN. 
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HIGH RESISTIVITY InAIN BY NITROGEN OR OXYGEN 
IMPLANTATION 
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aSandia National Laboratories, Albuquerque, NM 87185-0603, 
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ABSTRACT 

We report on the isolation properties of InO.75Alo.25N implanted with either 
N or O for several doses and post-implant anneal temperatures. Sheet 
resistance versus anneal temperature data are reported for the various implants 
with a maximum sheet resistance of -1x10^ Q/O achieved for a high dose N- 
implant annealed at 600 or 700 °C and -5x10^ ß/D achieved for a high dose 
O-implant annealed at 600 °C. These sheet resistances correspond to a greater 
than three order of magnitude increase over the as-grown values. The 
compensating defect level for the highest resistance N-implanted sample has 
an estimate ionization level 580 meV below the conduction band edge. Implant 
isolation of InAIN is also compared to oxygen implant isolation of InxGai-xN 
— where only a 50 to 100 fold increase in sheet resistance is observed — to 
study the effect of Al in the isolation scheme. 

INTRODUCTION 

The in-V nitride-containing semiconductors InN, GaN, and A1N and their ternary alloys 
are attracting renewed interest for application to visible light emitters 1>2 and as the basis for 
high temperature electronics.3-5 Their attractive material properties include bandgaps 
ranging from 1.9 eV (InN) to 6.2 eV (A1N), an energy gap (Eg(GaN) = 3.39 eV) matched to 
the short wavelength region of the visible spectrum, high breakdown fields, and relatively 
high carrier mobilities." For heterostructure field effect transistors (HFETs) and 
heterostructure LEDs and lasers, Al-containing ternaries should play a role as a barrier or 
modulation doping layer. In addition, for HFET structures, thermally stable implant isolation 
of the Al-containing layer will be desirable. 

There have been limited reports of the implantation properties of the III-V nitrides or, in 
particular, the isolation properties of In-containing III-V nitrides. Early work by Pankove^ 
focused on the optical properties of GaN implanted with an array of elements while Khan 
investigated the implantation of Be or N in GaN^ and AlGaN" to improve Schottky barrier 
characteristics. For In-containing material the first report of their isolation properties was for 
F-implant Ino.37Gao.63N and InO.75Alo.25N for one dose.*0 The F-implanted InAIN 
showed roughly a factor of 10 increase in sheet resistance to ~5xl06 fi/D after implantation 
and annealing at 500 °C while the InGaN displayed a similar trend but with a slightly lower 
peak sheet resistance. More recently, the isolation properties of a range of In-fractions of 
InGaN has been reported for both F, N, and O implantation at several doses.H'^ in 
addition, implant isolation of p- and n-type GaN by N-implantation has also recently been 
demonstrated.13 
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To further understand the ion/defect interaction in InAIN, we have studied the isolation 
properties of Ino.75AlO.25N implanted with either N or O for several doses and post-implant 
anneal temperatures. Both N and O implantation are candidates for forming thermally stable, 
chemically active, isolation in InAIN for two reasons. First, for N-implantation, a reduction 
in N-vacancies should reduce the as-grown conduction that is widely attributed to excess N- 
vacancies. Second, for O-implantation, an Al-0 complex may be formed as is thought to 
occur in O-implanted AlGaAs. 14,15,16 

EXPERIMENTAL 

The Ino.75Alo.25N was grown by Electron Cyclotron Resonance Metal-Organic 
Molecular Beam Epitaxy (ECR-MOMBE) on (100) semi-insulating GaAs substrates. The 
group III sources were trimethylindium (TMI) and trimethylamine alane (TMAA) with atomic 
nitrogen generated by a 200 W, 2.45 GHz electron cyclotron resonance source (Wavemat 
MPDR).1' 75% InN was selected for the study since below 50% InN, as shown in Fig. 1, the 
layers are highly resistive. The samples are unintentionally doped with an electron 
concentration, as determined by room temperature Hall measurements, of 2xl018 crrr3 that is 
most likely attributable to N-vacancies or other chemical impurities (e. g. O or Si).18 

Implants were performed using multiple energies to achieve an approximately uniform ion 
and damage profile throughout the epitaxial InAIN thickness of -440 nm. Both O and N ions 
were implanted at two dose schedules: 1) medium dose (dose at 40 keV = 5x10*3 cm-2 with a 
corresponding ion peak concentration (Np) equal to 8-10xl018 cm"3) and 2) high dose (dose 
at 40 keV = 5xl014 cm"2 with a corresponding Np = 8-10xl019 cm'3). Figure 2 shows the 
calculated ion profile using TRIM9219 for a medium dose N-implantation scheme. The 
samples where then annealed in a SiC coated graphite crucible in flowing Ar for 15 s. Pd/Au 
contacts were evaporated on the samples corners and room temperature Hall measurements 
were performed. 

£     10ar 

£     10 

20 40 60 80        100 
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Figure 1: Electron concentration and mobility versus percent indium in 
InxAli-xN grown on SI-GaAs by ECR-MOMBE. 
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Figure 2: Example of the multiple energy implantation schemes used 
to achieve a nominally uniform ion and damage profile throughout the 
epitaxial InAIN layer. The profiles are for a medium dose N- 
implantation scheme (base dose = 5x10^3 cm"3 at 40 keV, Np = 8- 
10xl018 cm-3) as calculated with TRIM92.19 

RESULTS AND DISCUSSION 

Figure 3(a,b) shows the sheet resistance versus anneal temperature of the InAIN samples 
implanted with O (Fig. 3.a) or N (Fig. 3.b) at a medium or high dose. As noted on the figure, 
the as-grown resistivity was ~lxl(P Q/D with the high dose O-implanted sample achieving 
sheet resistances of -5x10^ Q./0 after a 600 °C anneal and the high dose N-implanted sample 
achieving a sheet resistance of -1x10^ Q/O after a 700 °C anneal. This greater than 3 order 
of magnitude increase in sheet resistance for both O and N-implantation is in contrast to the 
roughly one order of magnitude increase reported for F-implanted InO.75Alo.25N after a 500 
°C anneal. 10 The higher level of compensation achieved here may be a result of the lower 
initial carrier concentration in our material (-2x10*8 cm"3) compared to that reported in the 
F-implanted material (7.3x10^ cm-3) or indicate some degree of species dependent 
(chemical) compensation. The increase in ps achieved here for InAIN is significantly higher 
than the 50-100 fold increase seen in F- and N-implanted InGaN as reported in ref. 11 or in 
O-implanted Ino.5Gao.5N as seen in Fig. 4 and reported in more detail in ref. 12. The 
different compensation properties seen for InGaN and InAIN suggests a different ion/defect 
interaction in the Al-containing nitride than the Ga-containing nitride. 

To examine the reduction of ps beyond 700 °C extensive surface morphology and 
compositional analysis was performed using Auger electron spectroscopy (AES), Energy 
Dispersion Analysis by X-ray (EDAX), Scanning Electron Microscopy (SEM), Atomic Force 
Microscopy (AFM), and Hall measurements on unimplanted InAIN samples. The details of 
this study will be published elsewhere,20 but several key points are summarized here. SEM 
micrographs of samples annealed at 800 °C and above showed evidence of In droplet 
formation on the surface. The composition of the droplets was confirmed as being primarily 
indium by performing EDAX on individual droplets. Samples annealed at 1000 °C also 
showed N loss as determined by AES.   The combination of nitrogen loss and indium 
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segregation to the surface may contribute to the reduction in ps seen in Fig. 3 for the higher 
temperature anneals and is the focus of additional studies.20 
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Figure 3: Sheet resistance versus anneal temperature for medium and high dose 
(a) oxygen and (b)nitrogen implants in InQ.75Al0.25N. 
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Figure 4- Sheet resistance versus anneal temperature for medium and high dose 
O-implanted Ino.5Gao.5N and Ino.75AlO.25N. The as-grown sheet 
resistances were -lxlO5 and lxlO4 Q/Ö for InAIN and InGaN, respectively. 
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Figure 5: Arrhenius plot of the resistance/temperature product for 
estimating the ionization level of the compensating defect in medium 
and high dose N-implanted and high dose O-implanted InAIN after a 
600 °C anneal. The levels are estimated as being 240, 580, and 490 
meV below the conduction band edge, respectively, for the three 
samples. 

To further probe the nature of the compensating defect, variable temperature Hall 
measurements were performed. Figure 5 is an Arrenhius plot of the sheet 
resistance/temperature product, from which the defect ionization level can be estimated, for 
the highest resistivity medium and high dose N-implanted samples and the high dose O- 
implanted sample annealed at 600 °C. The ionization energy for electrons from the defect 
level into the conduction band is estimated as 240 meV for the medium dose N-implanted 
sample, 580 meV for the high dose N-implanted sample, and 490 meV for the high dose O- 
implanted sample. These levels are high in the energy gap of InO.75Alo.25N (Eg = 2.51 
ev21) which is not optimum for realizing high resistivity material but is more typical of 
implant isolation in n-type InP and InGaAs.^2 These levels are, however, sufficiently deep to 
achieve highly compensated, high resistivity InAIN as seen in Fig. 3. The fact that there is a 
dose dependence of the ionization levels may result from the existence of multiple defect 
states (e.g. damage related levels and chemical complex related levels). 

CONCLUSION 

The key results of this work can be summarized as follows: 

1. Both O- and N-implantation are effective in realizing high resistivity (ps > 5x10° 
Q/D) InO.75Alo.25N after annealing in the 600 to 700 °C range. 

2. The peak sheet resistance occurs at temperatures (600 to 700 °C) higher than the 
500 °C reported for F-implant InO.75Alo.25N. This suggests there may be some 
degree of chemical activity for O- and N-implant isolation. 

3. The ionization level for the compensating defect is high in the bandgap in 
Ino.75Alo.25N which is not optimum for implant isolation. This is similar to the 
defect position that is seen in n-type InP and InGaAs, but different from the situation 
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in other III-V semiconductors such as GaAs where the defect levels are near 
midgap.23 

4. Although the compensating defect is relatively high in the bandgap of InAIN, it is 
still sufficiently deep to realize highly compensated InAIN that is appropriate for 
device isolation. 
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DEEP LEVEL DEFECTS IN GaN CHARACTERIZED BY CAPACITANCE 
TRANSIENT SPECTROSCOPES 
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ABSTRACT 

Electronic defects in MOCVD-grown n-type GaN were characterized by conventional deep 
level transient spectroscopy (DLTS) and by photoemission capacitance transient spectroscopy (O- 
DLTS) performed on Schottky diodes. With DLTS two deep levels were detected with thermal 
activation energies for electron emission to the conduction band of 0.16 eV and 0.44 eV. With O- 
DLTS we demonstrate four new deep levels with optical threshold energies for electron 
photoemission of - 0.87 eV, 0.97 eV, 1.25 eV and 1.45 eV. The O-DLTS apparatus and the 
measurement are discussed in detail. We also report characterization of the Au-GaN barrier height 
of the Schottky diode by internal photoemission. 

INTRODUCTION 

The III-V nitrides are direct wide bandgap semiconductors that show great promise for both 
light emitting devices1,2 and high temperature / high power devices3. Consequently, there is 
intense interest in defect related properties of GaN and its alloys AlGaN and InGaN. For instance, 
the investigation of deep level properties of impurities and native point- or extended defects is 
essential to develop this materials system for device fabrication such as blue laser diodes. 

Deep level transient spectroscopy (DLTS) is a sensitive spectroscopic tool for the 
characterization of electronic levels deep in the bandgap of semiconductors. However, 
conventional DLTS is of limited use in wide bandgap materials because it utilizes thermal energy 
for charge emission. Therefore, the accessible range of level energies in the gap is restricted to ~ 1 
eV of either band edge, for typical trap parameters and practical measurement conditions. The 
application of photoemission capacitance transient spectroscopy (O-DLTS), also termed deep 
level optical spectroscopy4, overcomes this limitation by utilizing monochromatic light for carrier 
emission so that levels in the entire bandgap become accessible for characterization. 

This study demonstrates the application of DLTS5,6 and O-DLTS7 for deep level 
characterization in n-type GaN grown on sapphire. With DLTS or O-DLTS, deep levels are 
commonly investigated in the space charge region of current rectifying devices such as Schottky 
diodes. To achieve reliable results with a high frequency capacitance measurement low series 
resistance of the device is essential. This can be particularly challenging when working with a 
semiconducting layer with low carrier mobility and on an insulating substrate. For this study 
Schottky diodes equipped with an Ohmic back contact and low series resistance were designed. 

GaN MATERIAL AND SCHOTTKY DIODE FABRICATION 

The GaN material used in this study was grown in an horizontal-type MOCVD reactor 
operating at atmospheric pressure. The substrate for heteroepitaxial growth was a polished 
(OOOl)-oriented sapphire crystal. To enable the fabrication of an Ohmic back contact two Si- 
doped epitaxial GaN layers with different doping concentrations were grown over the A1N buffer 
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layer5. The first layer of GaN, grown directly over the A1N, was ~ 1.7 |xm thick and heavily doped 
n+-type with a doping concentration of ~2 x 1018cm"3. A semiconducting layer of n-type GaN was 
then grown on the n+ layer to a thickness of ~5|im with a doping concentration of 1.9 x 1017cm" . 

Schottky diodes were fabricated by vacuum evaporating Au onto the n-type GaN layer through 
a shadow mask. The Ohmic back contacts were subsequently applied by evaporating Al over the 
laterally exposed n+ layer. The metal films were approximately 150 nm thick. 

The Schottky diodes were tested by current-voltage and capacitance voltage (C-V) 
techniques5. They exhibited excellent current rectification with low leakage currents (e.g., < 0.5 
mA / cm2) and sufficiently low series resistance for the 1 MHz capacitance measurement. The 
dopant profile of the n-layer derived from the analysis of the C-V measurement was found to be 
uniform in the measured depth range from 60 to 140 nm below the surface. In anticipation of 
DLTS, C-V measurements were also conducted at various temperatures in the range from 100 K 
to 460 K. Above 130 K the electron concentration was unchanged within experimental 
uncertainty, with evidence for the onset of carrier freeze-out below 130 K. 

DLTS ON MOCVD-GROWN n-TYPE GaN 

The DLTS measurements were performed with a computer controlled system consisting of a 
Boonton (Model 7200) capacitance meter (ac signal: 1 MHz and 50 mV) to monitor the 
capacitance transients and a Nicolet (Model 4094) digital oscilloscope to record and average the 
transients. The trap-filling voltage pulses were supplied by a HP 8116A Pulse/Function generator. 
The reverse bias was set at 2 V and periodically pulsed to 0 V for trap filling. The width of the 
voltage pulse was 100 jxs. Digitally averaged capacitance transients (C(t)) from approximately 
240 individual traces, were recorded for 200 ms after a pulse at 1 K increments over the 
temperature range from 100 K to 460 K, with the temperature held constant to within ±0.1 K. 

A representative DLTS spectrum for an n-type GaN Schottky diode is presented in Fig. 1. The 
DLTS signal, IC(ti) - C(t2)l, is displayed for delay times ti = 2 ms and t2 = 8 ms8. The spectrum 
reveals two DLTS peaks at 317 K (level 1) and 145 K (level 2), respectively, which arise from 
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Fig. 1: DLTS spectrum for a Schottky diode on n-type GaN. The 
DLTS signal IC(ti)-C(t2)l is shown for a spectrometer emission rate 
window eo = 231 s"1 (sampling delay times ti = 2 ms and t2 = 8 ms). 
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electron emission from two electronic deep levels. In the temperature range displayed in Fig. 1, no 
other deep level could be detected with the sensitivity of ~1 fF of our DLTS measurement. 

The activation energies for electron emisson of the deep levels were determined by an 
Arrhenius analysis of the electron emission time constants5. The analysis yields the activation 
energy with values of Ei = 0.46 eV and E2 = 0.16 eV. These energies have not been corrected for 
any temperature dependence of the electron capture cross section Cn (~ T°). The uncertainty of 
these values is dominated by the unknown temperature dependence of <J„. A temperature 
dependence of 0n ~ T

2 yields values of Ei = 0.49 eV and E2 = 0.18 eV. In addition, these values 
may be influences by the Poole-Frenkel effect which significantly lowers the activation energies 
for electron emission from donor levels in the space charge region of a Schottky diode . 

The amplitude of each peak in the DLTS spectrum of Fig. 1 relates to the concentration NT of 
the corresponding peak and was determined from the expression 

NT 

2e A N AC 
(xr ~ XP ) ' [exP(-eoti) - exp(-e0t2)]"' (1) 

where es is the permittivity, A is the diode area, ND is the uniform ionized donor concentration, 
ACpcak is the amplitude of the emission peak in the DLTS spectrum, and eo is the emission rate 
window of the spectrometer given by e0 = ln(t2/ti)/(t2-ti). The parameters xr and xp are the 
distances from the surface at which the defect level intersects the Fermi level (or quasi-Fermi 
level) under reverse bias and pulse bias, respectively.5 The trap concentrations were determined to 
be Ni = (6.3 ± 0.1) x 1014 cm3 for level 1 and N2 = (7 + 1) x 1013 cm"3 for level 2. 

O-DLTS ON MOCVD-GROWN n-TYPE GaN 

A schematic of the O-DLTS apparatus is shown in Fig. 2. It utilized many of the components 
for recording the capacitance transients as described above for DLTS. During the measurement 
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Fig. 2: Schematic of the photocapacitance 
transient apparatus 
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Fig. 3: Timing sequence of O-DLTS. Variations 
with time are depicted in the upper curve for the 
applied bias, the middle curve for the shutter 
position (illumination: on/off), and the lower 
curve for the capacitance of the Schottky diode. 
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the sample was placed in a continuous flow cryostat (C) and maintained at 150 ± 0.01 K. It was 
backside illuminated through the sapphire substrate with monochromatic light from a quartz 
tungsten halogen lamp (LS) and a double-grating monochromator (Mc) (10 nm resolution). The 
relative intensity of the incident light was continuously monitored by using a beam splitter (BS), 
light chopper (Ch) and a pyroelectric detector (D), with standard phase-sensitive detection. 

A measurement cycle is depicted in Fig. 3 and will be described for the n-type GaN Schottky 
diode. Initially, the diode is unüluminated and under an applied reverse bias Vr (= -3 V) which 
induces a depletion width wr (= 116 nm). The cycle is initiated by reducing the magnitude of the 
reverse bias to Vp (= 0) for a duration Atp (= 10 s); this collapses the depletion layer to a width wp 

(= 56 nm) and induces trap filling by capture of free electrons. After reinstating Vr, the newly 
filled deep levels are metastably occupied. At this point in the cycle, with the GaN diode at 150 K 
there was no change in capacitance over a period of minutes. After a delay Atri (= 20 s), the 
shutter is opened and the diode illuminated with monochromatic light. In the present study, the 
photon energy hv was restricted to values less than one half of the bandgap in order to exclude 
minority-carrier transitions. Electrons photoemitted from metastably occupied levels to the 
conduction band drift out of the depletion layer, which increases the net positive space charge as 
revealed by an increasing depletion capacitance. At each wavelength, the light-induced 
capacitance transient was recorded for a period Att2 (= 400 s) and three individual recordings 
were digitally averaged to improve the signal-to-noise ratio. Data were recorded in the 
wavelength range from 1.9 um (0.65 eV) to 0.8 um (1.55 eV) with increments of 0.025 um. 

An additional physical process must be considered in the interpretation of the photocapacitance 
data. Since the diode is under reverse bias during illumination, there is an internal photoemission 
of electrons from the metal contact into the semiconductor for photon energies greater than the 
Schottky barrier height for electrons. As these photoinjected electrons drift through the depletion 
layer, they can be captured by empty deep levels. The apparatus described above is readily 
modified to characterize the internal photoemission current by illuminating the diode with 
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Fig. 4: Fowler plot for internal photoemission of electrons from a 
Au Schottky barrier into n-type GaN. The symbols refer to the 
experimental data and the solid line is a linear regression fit. The 
intercept of the fit with the horizontal axis determines the Au-GaN 
barrier height qVB. 
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chopped monochromatic light and using standard phase-sensitive detection to monitor the diode 
photocurrent Iph. The dependence of IPh on hv is accurately described by the Fowler relation9 

Ia=BOph(hv-qVB)
2
> (2) 

where B is a proportionality constant, <£Ph is the absorbed photon flux, and qVB is the barrier 
height. In Fig. 4 is shown a Fowler plot, (WOph)0'5 vs. hv, for the gold Schottky contact on n- 
type GaN. Extrapolation of the linear least squares fit to the horizontal axis yields a barrier height 
of (0.95+0.04) eV. The electric field induced barrier lowering was calculated to be ~ 0.1 eV 
resulting in an estimated zero-field barrier height at 150 K of ~ 1.05 eV7. 

In the photocapacitance transient measurement, the steady-state change in the diode 
capacitance due to illumination, ACSs, is proportional to the steady-state change in the density of 
trapped charge (i.e., ACSs °= NT - nT) for low trap densities (i.e., NT«ND)

7 

ACC = N, 1 + (3) 

where nT is the density of occupied traps, Oj° is the optical cross section, O is the photon flux at 
the trap site, OT° is the cross section for electron capture, v„ and n are the free electron velocity 
and concentration, respectively, and NT is the trap density. For the purpose of evaluating the 
retrapping contribution of internally photoinjected electrons, the drift velocity was used to 
estimate the magnitude of the randomized hot-electron velocity in the depletion layer. Hence, 
ACss is directly proportional to the total trap density NT provided that o/ v„ n/(<jT° fl>) « 1. 
Under photocapacitance measurement conditions with hv = 1.55 eV, the incident photon flux was 
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Fig. 5: Dependence of the steady-state photocapacitance ACSS on 
photon energy hv for a Schottky diode on n-type GaN. The 
spectrum displays distinct steps, marked by arrows, due to photo 
emission from four distinct deep levels, which are labeled OL1 - 
OL4. The magnitude of the steady-state photocapacitance for each 
of the deep levels is labeled ACss(OL#) (# = 1 to 4). 
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~2xl O16 cm"2 s"1 and the internal photocurrent was ~2 pA, for which the inequality becomes 
10"7 crT7cT

0 « 1. For typical ranges of electron and photon cross sections, this inequality can 
reasonably be assumed to be satisfied. Then ACSS relates to total trap densities, rather than to 
kinetically determined partial trap occupancies. 

The dependence of the steady state photocapacitance on hv is presented in Fig. 5 for n-type 
GaN. The spectrum increases monotonically with hv because ACSs(hv) is proportional to the sum 
of charge-change contributions from optically active deep levels that reside within an energy 
interval that extends up to hv. Each level introduces a step in the ACss spectrum, near its 
threshold energy EQT. The spectrum in Fig. 5 displays four abrupt increases in slope each of which 
can be associated with a distinct deep level7. Each feature is identified by an arrow, with a label 
(i.e., OL1 - OL4) and the approximate threshold energy E0T. The first two steps, at -0.87 eV and 
-0.97 eV, are clearly resolved and followed by plateaus. The second two, at ~1.25eV and -1.45 
eV, are less well resolved but still suggest the onset of photoemission from additional deep levels. 

With each step in Fig. 5 is associated a step height ACss (OL#), which is proportional to the 
density of the corresponding deep level; saturation was not achieved for OL4 within our chosen 
range of hv (< 1.55 eV). The uniform density of deep levels NT (OL#) was estimated from ACss 
(OL#) and are 9 x 1014 cm3 for OL1, 5 x 1014 cm'3 for OL2, and 6 x 1014 cm3 for OL3.7 

SUMMARY 

Deep level defects in n-type GaN were detected and characterized using capacitance transient 
techniques (DLTS, O-DLTS). The newly detected deep levels in the upper half of the bandgap of 
GaN may play an important role in defect luminescence bands observed in GaN and may act as 
parasitic radiative or non-radiative recombination channels in light emitting devices. DLTS or O- 
DLTS studies could seek a correlation between growth conditions and the newly discovered traps 
and thus support the development of III-V nitrides as a materials system for laser diodes. 
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ABSTRACT 
Hydrogen is found to readily diffuse into InGaN, InAIN and InGaAIN 

epitaxial layers during plasma exposures at 170 - 250 °C for 40 sec - 30 min. 
The diffusivity of hydrogen is > 10"n cmV at 170 °C, and the native donor 
species are passivated by association with the hydrogen. Reactivation of these 
species occurs at 450-500°C, but the hydrogen remains in the material until > 
800 °C. 

INTRODUCTION 
The properties of hydrogen in group III nitrides and their alloys are attracting 

much recent attention because of the discovery that residual hydrogen remaining in Mg- 
doped GaN after MOCVD growth passivates the p-type doping and therefore that post- 
growth annealing is required to attain high conductivity0,2' This problem will be especially 
evident in materials grown using NH3 as the nitrogen precursor, but past studies in other 
III-V semiconductors have shown that metalorganics such as trirnethylgallium, Ga(CH3)3, 
can also produce significant hydrogen incorporation.0' For photonic devices such as light- 
emitting diodes or heterostructure diode lasers, one will also need to understand the effect 
of hydrogen in ternary and quaternary nitrides, since these will comprise the active or 
cladding layers. In this paper we report on the thermal stability of electrical passivation in 
InGaN and InAlGaN grown on A1203, Si or GaAs by metalorganic molecular beam 
epitaxy (MOMBE). We find that the electrical activity of passivated donors in these 
materials is restored by annealing at > 450- 500 °C, but that the physical removal of 
hydrogen requires temperatures > 800 °C. This raises the question of what will happen 
during device fabrication steps such as CVD of dielectric films using SiFL or dry etching 
with CHi/Hrbased plasma chemistries. We find that hydrogen is also incorporated into 
the nitrides during plasma etching in a CyCIVHi/Ar discharge, during which the samples 
are held at a slightly elevated temperature (~ 170 °C). 

EXPERIMENTAL 
Samples of InxGai_xN (x = 1 - 0.25), Ino.jeAlo^N and Ino.^Alo.sgGao.sgN 

approximately 1 urn thick were grown on semi-insulating, (100) GaAs substrates at 500 
°C in an Intevac Gas Source Gen II system.'4' Other samples of A1N and InN were grown 
on Si or A1203 substrates at 500-700 °C under similar conditions. Triethylgallium (TEG), 
trimethylindium (TMI) and dimethylethylamine alane (DMEAA) were transported by He 
carrier gas and an electron cyclotron resonance (ECR) source operating at 2.45 GHz and 
200 W forward power was used to provide the N2 flux. The composition of the films was 
obtained from Rutherford Backscattering measurements. The epitaxial layers contained 
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both cubic and hexagonal phases, and were defective single crystal. The major structural 
imperfections present were microtwins and stacking faults. All of the material was 
nominally undoped, with n-type earner concentrations of ~ 3xl017 cm"3 for the InAIN, ~ 
5x10" cm"3 for the InGaAIN and 1020 cm"3 for the InN due to the presence of native 
defects. These are generally assumed to be nitrogen vacancies.(5) The A1N was semi- 
insulating. Some of the material was contacted with alloyed Hgln eutectic (400 °C, 60 
sec) in a Van der Pauw pattern, while other sections were left blank. All of the samples 
were exposed to an ECR deuterium plasma for 30 min at 250 °C, with a process pressure 
of 10 mTorr and without any additional biasing of the samples position. Hall 
measurements were then performed on the contacted samples as a function of annealing 
temperature (300 - 500 °C), whiles Secondary Ion Mass Spectrometry (SIMS) was 
carried out using a Cs+ ion beam on the blank samples annealed up to 900 °C for 5 min 
under a N2 ambient. Other samples were exposed to ECR CyCHjbi/Ar discharges (flow 
rates of 10, 3, 15 and 10 seem respectively) for 40 sec at 170 °C. The process pressure 
was 1 mTorr, the microwave power 850 W and the rf power applied to the sample 
position was 150 W, producing a dc bias of-165 V. The etch depth was < 2000 Ä on 
these films. 

RESULTS AND DISCUSSION 
Figure 1 shows the fraction of passivated donors remaining in both InAIN and 

InGaAIN as a function of post-hydrogenation annealing temperature. Both samples 
displayed a decrease in carrier concentration of approximately an order of magnitude after 
hydrogen plasma exposure, consistent with previous reports.'6' Upon subsequent annealing 
the passivated donors begin to reactivate around 400 °C, and by 500 °C 78% of the lost 
carriers were restored in InAIN and 66% in the InGaAIN. The reactivation of the donors 
was fit to the relation:(7) 

f =i^xprexp[^ 
where No/N is the fraction of passivated centers reactivated by annealing at temperatures 
T for time t, v is the attempt frequency (assumed to be 1014 s"1) and Ed is the activation 
energy for reactivation. The recovery of the donor activity occurred over a slightly 
broader temperature range than generally observed for other passivated dopants in binary 
semiconductors, and is consistent with the presence of a Gaussian distribution of 
activation energies.'7' This may be due to nitrogen vacancies with different numbers of 
specific group III neighbors surrounding them (i.e. 2 In and 2 Al versus 1 In and 3 Al). 
Assuming a Gaussian distribution of activation energies, we obtained values for Ed around 
2.4 eV, with a füll width at half maximum of ~ 0.3 eV. The fact that reactivation of these 
donors occurs around 500 °C means that the apparent thermal stability is similar to that of 
passivated Mg acceptors in GaN. 

SIMS profiles of deuterium in InAIN for as-hydrogenated plus subsequent 900 °C 
annealing treatments are shown in Figure 2. The initial plasma exposure at 250 °C for 30 
min produces a very high deuterium concentration (~ 1021 cm'3) throughout the epitaxial 
layer thickness, well in excess of the doping concentration. The sites to which this 
deuterium is bonded are at present unclear, but presumably involve the structural defects 
in the material. Annealing up to 800 °C did not measurably alter the deuterium profile, 
whereas annealing at 900 °C reduced the plateau concentration to ~ 5xl018 cm"3. This is 
similar to the behavior in the component binaries reported previously.'8' Similar data are 
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shown in Figure 3 for InGaAlN. 

300 350 400 450 

ANNEALING TEMPERATURE (°C) 

500 

Figure 1. Fraction of passivated donors remaining in InAIN or InAlGaN 
after deuteration at 250 °C and subsequent annealing at different 
temperatures. 
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Figure 2. SMS profile of deuterium in InAIN exposed to a) a D2 plasma 
for 0.5 h at 250 °C, and b) after subsequently annealing at 900 °C. 
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Figure 3. SIMS profile of deuterium in InGaAIN exposed to a) a D2 plasma 
for 0.5 h at 250 °C, and b) after subsequently annealing at 900 CC. 

Figure 4 shows the deuterium profile in GaN resulting from CVCIVIVAr plasma 
exposure. Approximately 1020 cm"3 peak deuterium concentration is incorporated, and the 
deuterium extends throughout the GaN layer and into the underlying Si substrate. 
Assuming a constant surface concentration of 2x1020 cm"3 we obtain an estimate for DD > 
2.8x10"" cm'V at 170 °C in A1N. In the final case of InN (Figure 5) the profile shows a 
plateau shape typical of deuterium being trapped at defects, which in this material may be 
the native vacancies responsible for the strong as-grown n-type conductivity (n ~ 10 
cm'3). The deuterium has again permeated the entire epitaxial layer thickness, with a -jDt 
estimate yielding Do > 4x10"" cm"2-s'\ Similar results are found for InAIN and InGaN. 
One might have similar incorporation of hydrogen into III-V nitrides during PECVD of 
dielectrics for masking or passivation at typical temperatures of 200 - 400 °C. 

CONCLUSION 
Under our conditions, annealing in an inert ambient of N2 or Ar at 450 - 500 °C is 

sufficient to fully reactivate all if the passivated carriers in the material, but substantially 
higher temperatures (> 800 °C) are required to actually remove the hydrogen (or 
deuterium) from the crystal. This is because the neutral dopant or impurity-hydrogen pairs 
must first dissociate leaving the hydrogen to form more stable, but electrically inactive 
complexes such as H2 molecules or larger clusters of hydrogen. It is only at higher 
temperatures that these are evolved from the material. 
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Figure 4. SMS profile of deuterium in AIN/Si after a short etch in 
CyCHVDa/Ar ECR plasma. 

0.0 0.2 0.4 
Depth (pm) 

0.6 

Figure 5. SIMS profile of deuterium in InN/Si after a short etch in 
CIVCIVDj/Ar ECR plasma. 
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ABSTRACT 

Based on extensive first-principles total-energy calculations we study the electronic 
structure, atomic geometry and energetics of atomic hydrogen in cubic GaN. All charge 
states of hydrogen (H+, H°, H~) are examined. For H" the gallium tetrahedral interstitial 
site is energetically most stable. All other sites are much higher in energy, indicating a high 
diffusion barrier for H~ in GaN. H+ favors positions on a sphere with a radius of ~ 1 Ä 
and a nitrogen atom in the center. Among these positions the nitrogen antibonding site is 
energetically most stable. An unexpectedly large negative-!/ effect (U = — 2.5eV) indicates 
that H° is unstable. 

INTRODUCTION 

GaN is being pursued for the manufacturing of bright, highly-efficient blue and green 
light emitting diodes[l] and shows promise for producing blue/UV lasers and high-power, 
high-temperature devices. As-grown GaN is commonly n-type conductive, p-type conduc- 
tivity has been more difficult to achieve. It was first shown by Amano et al. that p-type 
conductivity can be achieved by activating Mg-doped GaN using low-energy electron irradi- 
ation (LEEBI).[2] Subsequently, Nakamura showed that the activation of the Mg acceptors 
can also be achieved by thermal annealing. [3] Based on these observations it has been sug- 
gested that hydrogen plays a crucial role in passivating the Mg acceptors.[3, 4] This model 
of hydrogen passivation would be consistent with the fact that in MBE-grown GaN p-type 
conductivity can be achieved without any post-growth processing. [5, 6] 

Whereas for the more traditional semiconductors like Si and GaAs the effects due to 
hydrogen passivation and diffusion are well understood, little is known about hydrogen 
in GaN. There are experimental indications that hydrogen passivates acceptor dopants by 
forming neutral acceptor-hydrogen complexes. [3, 7] However, there are no reports about 
hydrogen passivation of donors in n-type GaN. 

In this paper we address the properties of isolated interstitial hydrogen in cubic GaN. 
In particular, we discuss the effect of the charge state on the position and the energetics of 
hydrogen in GaN. Results for hydrogen molecules and hydrogen-impurity complexes will 
be reported elsewhere. [8] 

METHOD 

Employing first-principles density-functional theory we have calculated total energy, 
electronic structure and atomic geometry for hydrogen in various interstitial positions and 
for all relevant charge states (H+, H°, H~). The system is described by a 32- atom supercell. 
Atomic relaxation is fully taken into account. The wave functions are expanded in a plane- 
wave basis set with an energy cutoff of up to 60 Ry. The electron-ion interaction is described 
by soft Troullier-Martins pseudopotentials.[9] Details of the computational approach can 
be found elsewhere.[10, 11] 
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9 EL 
(eV) 

d,N-H 

(Ä) 
d-Gn-H 

(Ä) 
k 3d 

1 
0 

-1 

-2.51 
-0.29 

1.77 

1.02 
1.02 
1.03 

1.70 
1.82 
1.91 

r 
r 
r 

nice 
nice 
nice 

1 
0 

-1 

-2.51 
0.79 
4.31 

1.02 
1.03 
1.03 

1.70 
1.82 
1.91 

(2x2x2) 
(2x2x2) 
(2x2x2) 

nice 
nice 
nice 

1 
0 

-1 

-2.31 
-0.82 

0.71 

1.00 
1.00 
1.01 

1.75 
1.76 
1.76 

r 
r 
r 

3d 
3d 
3d 

Table 1: Formation energy according to Eq. (1) and bond length to the nearest neighbors 
for hydrogen at the bond-center position in GaN. The results are given for all possible charge 
states. The calculations were performed using two different fc-point samplings (r point and 
a 2 x 2 x 2 Monkhorst-Pack mesh[13]). The Ga 3d electrons were treated in the non-linear 
core-correction (nice) or explicitly as valence electrons (3d). 

The formation energy of hydrogen on an interstitial site in GaN is defined as: 

EL(l) = E%«*(q) m - qEF (i) 

Here q is the charge state of H, £t
d

0f
ect(9) is the total energy of H« in GaN, £t

b„fk is the 
total energy of the corresponding bulk system and pn the chemical potential for hydrogen. 
For the following discussions we assume that ßu is fixed at the energy of a free H atom, as 
a reference. Ep is the Fermi level which is set to zero at the top of the valence band. 

Before presenting the results let us first discuss some convergence checks. In particular, 
we will discuss the role of the Ga 3d electrons and the fc-point sampling. As shown earlier[12] 
an explicit treatment of the Ga 3d electrons as valence electrons (3d) is important to get 
accurate formation energies for the native defects. The non-linear core correction (nice), 
which is based on freezing in the atomic Ga 3d wave function, was found to be insufficient. 
However, as will be shown in the following discussion, the nice approximation is adequate 
to accurately describe interstitial hydrogen. This observation provides some insight into 
the bonding mechanism of hydrogen in GaN and allows us to significantly reduce the 
computational effort. 

For the convergence checks we choose H at the bond center position. At this position the 
atomic relaxation of the GaN host atoms is largest and possible effects of fc-point sampling 
and 3d electrons should be most significant. The results are listed in Table 1. Let us first 
discuss the k-point sampling. For all three charge states we find that the atomic positions 
are well described using only the T-point. The formation energy, however, agrees only for 
the +1 charge state. For the neutral and negative charge state we find deviations of more 
than 1 eV. An analysis of the electronic structure shows that neutral hydrogen at the bond- 
center position has a singly occupied defect level close to the conduction band. The fact 
that the formation energies agree only for the + charge state indicates a large dispersion of 
the defect level. Indeed, Figure 1 shows that the defect level extends over a range of 1.6eV 
between the T and L-point.  This dispersion is surprisingly strong considering the size of 
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Figure 1: Band structure for H on a bond-center position in a 32 atom supercell. The 
dashed line marks the position of the top of the valence band. The first level above the zero 
line is the hydrogen defect level. The dispersion is due to the hydrogen-hydrogen interaction 
caused by the finite size of the supercell. 

the supercell (32 atoms). For comparison, the corresponding dispersion of the level for H 
in Si is 0.5eV.[14] The smaller lattice constant (about 20% smaller than Si or GaAs) and 
the significantly smaller dielectric constant give rise to the large dispersion. There are two 
possible ways to avoid the dispersion: (i) the use of larger supercells (which quickly runs 
into the limits of even the most powerful supercomputers) or (ii) an appropriate &-point 
sampling. The idea behind (ii) is that the average of the defect level over the Brillouin 
zone is close to the defect level of an isolated defect. [14] The above discussion explains why 
the use of the T point for the Brillouin zone integration (although computationally very 
tempting) gives a insufficient description of defect levels. This problem continues to exist 
even in larger supercells. 

If the Ga 3d electrons are allowed to relax the formation energy for the positive charge 
state changes only slightly. Further checks showed that the effect on energy differences 
between different sites is even smaller (< 0.1 eV). For the neutral and negative charge 
states, however, we find large deviations from the nice calculations. The reason is that 
the theoretical band gap is underestimated if the Ga 3d electrons are treated explicitly 
(Eg = 1.7eV compared to 3.2eV for nice), due to a 3 % increase of the lattice constant and 
the p-d repulsion. [8] The defect band, which near the T point lies at about 2.2 eV, therefore 
becomes a resonance in the conduction band when 3d relaxation is included. Since levels 
are occupied in order of increasing energy, the conduction band rather than the defect band 
is occupied, resulting in an underestimation of the transition levels and of the formation 
energy (Table 1). An analysis of the electronic states, however, shows that the position of 
the defect state in the band structure agrees within 0.1 eV with the nice calculation. 

We can therefore conclude that for interstitial hydrogen the Ga 3d electrons can be 
treated in the frozen core approximation. Note however that the Ga 3d electrons are 
essential for a realistic description of native defects or substitutional impurities where Ga- 
N bonds are broken.[12] 
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<7 site 4 döa-H <IN-H 
(eV) (A) (Ä) 

1 ABGa -0.22 1.78 - 
1 ABN -2.61 1.96 1.03 
1 BC -2.51 1.70 1.02 
1 CN -2.40 1.77 1.04 
0 ABGa 0.76 1.76 - 
0 ABN 1.47 1.97 1.04 
0 BC 0.79 1.82 1.02 
0 CN 1.39 1.75 1.07 

-1 ABGa 1.66 1.74 - 
-1 ABN 5.43 1.98 1.04 
-1 BC 4.31 1.91 1.03 
-1 CN 5.27 1.75 1.14 

Table 2: Formation energy of hydrogen as defined by Eq. (1) for different interstitial 
positions and for all charge states of hydrogen. äßa-H gives the nearest-neighbor distance 
between Ga and H and dfj-H between N and H. 

RESULTS 

We have calculated the formation energy, atomic geometry and electronic structure for 
H in different interstitial positions. Particularly, in the following discussion we focus on the 
Ga antibonding site (ABGa), the N antibonding site (ABN), the bond-center position (BC) 
and the CN site. The CN site lies at the center of a rhombus formed by two Ga atoms, a 
N atom, and the nearest tetrahedral interstitial site. For these sites the formation energy 
and the hydrogen distance to the nearest Ga atom and N atom are listed in Table 2. 

Table 2 indicates that H+ prefers positions with a nitrogen atom as nearest neighbor. 
The calculated H-N bond length for all these positions is 1.02... 1.04 Ä and close to the 
experimental bond length of NH (dN-.H = 1.04 Ä) and NH3 (dN-H = 1.01 Ä).[15] Among 
these positions the N antibonding site is energetically most stable. All other sites, where a 
H-N bond cannot be formed (like the ABca), are found to be energetically unfavorable. 

The preference for the N antibonding site is in contrast with the behavior of H+ in Si 
or GaAs, where the BC position was found to be energetically most stable. [14, 16] This 
difference can be understood by noting the different character of the bulk chemical bond 
in GaN compared to GaAs and Si. In Si and GaAs there is a pronounced maximum of the 
charge density at the bond center due to the strong covalent character of these materials. 
For the more ionic GaN, however, there is no local maximum at the bond center but a 
monotonic increase in the charge density from Ga to N. Positively charged hydrogen, which 
is simply a proton, prefers a position where it obtains a maximum screening, i.e., it prefers 
sites with a high charge density. This explains the preference of H+ for the bond center 
position in Si and GaAs. In GaN the valence charge density exhibits nearly spherical 
symmetry around the nitrogen atom (as opposed to being concentrated in the covalent 
bond) which explains why all positions around the nitrogen atom are low in energy. At 
the bond-center position an extra energy cost needs to be paid due to the significant strain 
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Figure 2: Formation energy as a function of the Fermi level for H+, H°, and H". Ep = 0 
corresponds to the top of the valence band. The formation energy is referenced to the energy 
of a free H atom. 

energy involved in relaxing the neighboring host atoms, rendering this site energetically 
favorable. 

For neutral hydrogen we find much smaller energy differences (< leV) between the 
different sites indicating a rather flat total-energy surface. The energetically most stable 
site is the Ga antibonding site. It is interesting to note that the Ga-H bond length for 
this site is only 0.1 Ä smaller than the Ga-N bond length. Due to this coincidence the Ga 
antibonding site nearly coincides with the position of the tetrahedral interstitial site (Tj5*). 

For negatively charged hydrogen we also find the Ga antibonding site (or Tf*) to be 
energetically most stable. At this position the distance to the neighboring Ga atoms is 
maximized and the charge density has a global minimum. However, contrary to neutral 
hydrogen, the other sites are much higher in energy (> 3eV), indicating much larger 
diffusion barriers than for H~ in Si or GaAs. 

Based on the above analysis we obtain the energetically most stable position of H in 
GaN for each charge state. Using Eq. (1) the formation energy of atomic hydrogen in GaN 
can then be calculated as a function of the Fermi level. The result is shown in Fig. 2. The 
most striking feature in Fig. 2 is the large negative-t/ effect, with {/« -2.5eV. We conclude 
that neutral hydrogen is never a stable species. The negative-?/ behavior seems to be a 
property of hydrogen in semiconductors in general (see Ref. [14, 16]); however, the value 
found here for GaN is unusually large, and, to our knowledge, larger than any derived or 
predicted value for any defect or impurity in semiconductors. Finally, we note that while 
the current calculations were carried out for the cubic phase, we expect the behavior of H 

in hexagonal GaN to be very similar. [12] 
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Abstract 

Wide bandgap GaN very often shows a mgh electron concentration. Although several impurities 

such as O and Si have been identified, the concentration is not high enough to account for the 

number of free carriers. As a consequence native defects namely the nitrogen vacancies are 

widely considered to be present at high densities. Several calculations predict different energy 

levels of this strongly localized defect. We present photoluminescence experiments of wurtzite 

GaN and AlGaN layers under large hydrostatic pressure to search for localized defects within the 

questionable energy range of 3.0 to 3.8 eV above the valence band edge. 

Introduction 

The growing interest in GaN and the wide bandgap III-V nitrides is driven by the recent 

demonstration of UV and blue light emitting devices [1], This success has been achieved by a 

continuous basic research effort over the last view decades. Although promising device 

performances have been obtained, a great amount of details of the electronic and defect structure 

are still not understood. As observed in GaN material grown by many different techniques, it is 

very often highly n-type conducting in the range of 10^ - 10^0 cm~3 [2], However no 

impurities could be observed or identified by any technique at that high concentration. 

Secondary ion mass spectroscopy (SIMS) results indeed reveal incorporation of O or Si and 

both of those elements should act as a donor in GaN [3,4], yet concentration typically ranges 

about two orders of magnitude below the observed carrier concentration in highly conducting 

material [5-8], Based on the presently available data, impurities can not be the major source of 

dopands in GaN. Consequently native defects are considered to be present in very high 

concentrations. 

Calculations by several groups predict the charge states and the energy levels of native defects 

[9-11]. At present only isolated defects rather then complexes have been considered, and among 

group III vacancies, group V vacancies and antisites the nitrogen vacancy Vj<f is the best 

candidate to act as a donor. From several stoichiometry considerations this candidate has been 

favored in many publications [12,13]. However no experimental evidence of the existence of this 
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defect could be given so far. The model of Jenkins et al. [9] predict two levels A] and T2 of the 

neutral VJJ to lie close to the conduction band (CB). A] should be filled with two electrons and 

lie ~ 0.2 eV below CB whereas T2 should carry one out of six electrons and lie ~ 0.6 eV above 

the CB. Being resonant with the CB the electron would auto-ionize, thermalize to the band edge 

and finally be bound in a hydrogenic state of the remaining fixed positive charge. Boguslawski et 

al. [10] predict both of those levels to lie within the CB, A] at ECB + ° 8 eV> T2 at ECB + 13 

eV. In a third calculation by Neugebauer and Van de Walle [11] existence of the resonant level 

T2 has been confirmed, in contrast to the other predictions the A\ level should lie within the 

valence band and should not contribute as a donor level. Interestingly a calculation of the 

formation energy in the same work denies the possibility of formation of high isolated V^ 

concentrations unless the material is highly p-type. 

Here we present a photoluminescence study of autodoped highly conducting AlGaN and GaN 

layers applying large hydrostatic pressure in search for the possible level of V^ in the region of 

3.0 to 3.8 eV. Being a strongly localized defect the energy levels of the VN should be 

independent to a high degree from the energetic position of the band edges. Shifting the band 

edge by alloying, e.g. in AlGaN, or under hydrostatic pressure would then separate hydrogenic 

levels from levels of strongly localized defects. Such a behavior has been observed for several 

defects, e.g. in AlGaAs [14]. 

Experimental 

Nominally undoped Alo.isGao gsN/GaN/sapphire heterostructure samples were grown by 

atmospheric pressure MOCVD using the technique of low temperature A1N buffer layers [15], 

Layer thickness was 2um (GaN) and lum (AlGaN). Low temperature (6K) PL was excited by a 

10 mW, 325 nm line of a HeCd laser, dispersed by a 1 m double monochromator (SPEX) and 

detected by a UV sensitive photomultiplier tube using lock-in detection. Hydrostatic pressure 

was applied by means of a Merrill-Bassett type diamond anvil cell using the fluorescence of Rj 

ruby lines at 6 K as secondary standard for the pressure determination [16]. 

Results 

PL of the heterostructure at 0.7 GPa (a) and 3.4 GPa (b) in the vicinity of the bandgaps is 

presented in Fig. 1. Spectra are given for excitation from the AlGaN layer side (full lines) and the 

substrate side (dashed lines) (refer to the CB schematic in the inset). Luminescence of the 

AlGaN layer is blocked when excited from the substrate side and only a signal from the GaN 

layer is observed. Excitation from the top shows the shallow bound excitons of both of the layers 
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3.2 3.4 3.6 
Energy (eV) 

Figure 1: PL excitation from the AlGaN side (full line) and 
through the substrate (dashed line) at 0.7 GPa (a) and 4.5 
GPa (b). 

and a defect related 

contribution on the lower 

edge of the spectrum. These 

defects are located in the 

AlGaN layer, as the 

luminescence can only be 

excited through the AlGaN 

band edge. There is a small 

separation of 6.7 meV (0.7 

GPa) and 8.7 meV (3.4 GPa) 

in the excitonic luminescence 

of the GaN layer that 

corresponds to the band edge 

shift due to different bi-axial 

strain conditions on the lower 

and the upper GaN interfaces 

[17], Both excitons show an 

asymmetric lineshape with an exponential tail to the low energy side. This is especially obvious 

on a logarithmic scale (Fig. 3). Besides strain effects this tail width is very sensitive to the 

presence of a high density of defect states at this energy. In photoluminescence an additional 

very narrow line is observed in all spectra at 3.6466 eV and stems from a first order LO-Raman 

<      line of the HeCd laser in the 

diamonds of the pressure cell. 
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Figure 2: Infrared reflection of the heterostructures. The 
phonon-plasmon coupled modes reduce the reflection of 
the sapphire (dashed) reststrahlenband. 

The high defect and carrier 

concentration in the individual 

layers of these films is confirmed 

by the infrared experiment in Fig. 

2. Within the phonon region 

reflection is dominated by the 

reststrahlenband of the sapphire 

substrate with a high frequency 

1200    edge at  about  900  cm-1.   The 

layers on top of this mirror-like 

substrate give rise to pronounced 

dips at the energies of the LO 
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phonon-plasmon coupled modes in the 

individual layers. From the position and 

the line shape within an oscillator 

model of the dielectric function the 

carrier concentration is derived (N = 

lxlO18 - 2xl018 cm"3) using 

parameters of GaN [18]. 

According to the typical behavior of 

strongly localized defects a pressure 

dependence different from the band 

edges can be expected under 

hydrostatic pressure. Spectra are 

obtained from ambient pressure up to 7 

GPa. The peak positions of the shallow 

bound excitons are collected in Fig. 4 

(squares GaN, circles AlGaN). Within 

our pressure range we find a linear shift 

of the exciton position with pressure. 

T=6K 

3.2 3.4 3.6 
Energy - Pressure Shift (eV) 

Figure 3: PL on a logarithmic scale versus the 
energy shifted by the pressure increase of the 
GaN excitonic gap. 

dE/dp = 43.7 ± 1.0 meV/GPa in GaN 

= 44.3 + 1.4 meV/GPa in Al0.i5Ga0,85N 

For the ease of interpretation the spectra displayed in Fig. 2 on a logarithmic scale are corrected 

for the pressure shift of the GaN exciton. We thus realize that all features move parallel to the 

excitonic lines. The defect related features in the AlGaN layer reveal a donor acceptor transition 

structure including several phonon replica. At higher pressure they are especially pronounced. 

The line width of the excitonic transitions shows only little change in the GaN layer (FWHM -26 

meV), in the AlGaN layer it slightly increases up to -35 meV at 4.6 GPa (marker B in Fig. 3). 

From the peak positions (Fig. 4) we derive a binding energy of the donor acceptor transition of 

229 + 7 meV with respect to the exciton or -260 meV with respect to the band edge assuming 

and exciton binding energy of 30 meV. Phonon replica appear with energies of 85 to 96 meV in 

first and second order (see dotted lines in Fig. 4 parallel to excitonic shift). 
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Discussion 

From these experiments we 

conclude that all observed 

luminescence contributions in the 

AlGaN/GaN heterostructure 

samples behave like hydrogenic 

defect levels. All spectral features 

in the heterostructure shift 

parallel to the band edges. There 

is a weak indication of a possible 

interaction with additional defect 

states in the AlGaN excitonic 

luminescence at 4.6 GPa. 

However at 3.75 eV this line is 

close to the laser excitation and 

this could as well affect the line 

shape. Further investigations are 

necessary to clearify this point. 

Besides this feature we find no indication of strongly localized defects when shifting the excitons 

from 3.45 to 3.8 eV. We furthermore conclude that within the scope of our interpretation no 

strongly localized levels lie within the range of 3.45 to 3.7 eV above the respective valence band 

edge in our samples. In addition no strongly localized defect was observed in photoluminescence 

in the spectral range covered here down to 3.0 eV. It should be mentioned that other 

experiments indicate a crossing of the CB with a localized level at about 18 GPa [19] respective 

below 27 GPa [20]. 

2 4 6 
Pressure (GPa) 

Figure 4: Peakposition of the excitonic transitions in 
AlGaN (full circles) and GaN (full triangles). The dashed 
lines are the best linear fit. The defect related transitions 
are represented by open symbols. The dotted lines are 
guides for the eye parallel the excitonic shift. The full line 
is the residt of Ref. [19]. 

Within the pressure range up to 7 GPa we find a linear dependence of the excitonic bandgap 

energies in GaN and A1Q lsGarj 85N. This is in contrast to available data from absorption in 

thick samples without substrate [21]. Up to pressures of 5.5 GPa a strong sublinear behavior 

was observed (drawn line in Fig. 4). Our findings might be related to the bi-axial strain present in 

our thin film structures as manifested in the GaN peak difference when looking from the top or 

the substrate side. Similar results are obtained on cubic GaN samples for p <= 5GPa [22]. 

CW acknowledges support by the Deutsche Forschungsgemeinschaft. Work partially supported 

by US DOE under Contract DE-AC03-76SF00098, and Ministry of Education, Science, and 
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PHOTOCONDUCTIVITY AS A FUNCTION OF TEMPERATURE IN MOCVD 
GROWN GALLIUM NITRIDE FILMS 
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ABSTRACT 

The optical absorption in gallium nitride (GaN) films was studied by photoconductivity 
(PC) spectroscopy at various temperatures. At all the measured temperatures, the photo- 
conductivity per incident photon increases with photon energy hv from 1.8 eV to 3.0 eV 

approximately as exp(hv/Eo). Surprisingly, the measured photoconductivity tail to the infrared 
becomes more pronounced in magnitude at lower temperatures. We suggest from the data that 
the photoconductivity is dominated by majority carriers, and that the quantum efficiency r\ for 
conducting electron and hole generation by across-gap excitation increases with increasing 
temperature. 

INTRODUCTION 

Gallium nitride (GaN) and its alloys with Al and In are potential candidate materials for 
blue-UV lasers, UV detectors, and high temperature electronics. This is evident from several 
impressive device achievements in the last few years, including the injection light-emitting 
diodes (LED),1"4 solar-blind UV detector,5 and high temperature transistors6-7. Surprisingly, 
the nitride materials seem to have high densities of structural and electronic defects. In fact, a 
broad distribution of states within the forbidden gap of GaN is revealed by both 
photoconductivity spectroscopy 8 and photothermal deflection spectroscopy9. A high density of 
dislocations is also observed from the blue LEDs supplied by Nichia.10 Based on our 
measurements at room temperature, we suggested that there is a broad valence band tail in n-type 
GaN and a broad conduction band tail in p-type GaN.8 To ascertain this picture, we studied the 
photoconductivity spectra at lower temperatures where phonon assisted optical transitions are 
less probable. The new data not only support our model, but also reveal some interesting 
insights. 

EXPERIMENTAL 

The undoped n-type GaN thin films were grown on sapphire at Astralux in cold-wall low 
pressure metalorganic chemical vapor deposition (MOCVD) systems.8 The deposited films are 
epitaxial wurtzitic GaN as shown by X-ray diffraction. The p-type conducting films were grown 
at Meijo University in Japan. Sample 511 is undoped, exhibiting at room temperature a Hall 
mobility of 154 cm2/V-sec, an electron concentration of 1.3xl018 cm-3, and a strong near edge 
light emission. AA1 is p-type conducting, with a room temperature hole concentration of 6xl017 

cm-3. 
For the PC spectra measurement, a GE 1493 lamp was used as the light source. The 

radiation was filtered by a Perkin-Elmer model 12 monochromator equipped with a quartz prism. 
The photon flux vs. photon energy at the specimen was separately measured by replacing the 
specimen with an RCA 31025 photomultiplier, a PbS detector, and a calibrated Si detector. The 
photoconductivity was measured in a coplanar geometry with two indium contacts soldered to 
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the GaN surface, with samples placed on a cold finger cooled by a closed cycle helium 
refrigerator. The I-V curve is linear for n-type samples, whereas for p-type films the I-V curve is 
linear for voltages greater than 0.3 volts. A DC voltage was supplied to the sample through a 
series resistor. The DC voltage and the series resistor were chosen to minimize sample self- 
heating. The voltage output across either the sample or the load resistor, the one with the smaller 
resistance, was detected by the lock-in technique. The chopper frequency was 7 Hz. The PC 
signal decreases by a factor of two at a chopping frequency of about 20 Hz. 

RESULTS AND DISCUSSIONS 

The photoconductivity o"ph corresponding to the incident flux F is given by: 

CTph = eF(l-R)(l-e-«d)[(Tmx)e+(Tl|iT)h]/d (1), 

where e is the electron charge, d is the film thickness, R and a are respectively the reflection 
coefficient and the absorption coefficient for the incident light. The sub-scripts e and h represent 
respectively the contribution of photo-excited electrons and holes to the photoconductivity. r|, u., 

and x are respectively the quantum efficiency for photo-generation, the mobility, and the lifetime 
of the photo-excited carriers. 

For each sample, the photoconductivity at all photon energies is much lower than the 
dark conductivity. Thus, the lifetime of the majority carriers is approximately independent of the 
photon energy because of the extremely small variation of the quasi-Fermi level. For clarity of 
later discussion, we shall define re=(|i.T)e/[(HT)e+(HT)h] for n-type samples and 

rp=(|J.T)h/[(u.x)e+(nx)h] for p-type samples to indicate the contribution of the majority carriers to 
PC. If we assume that electrons and holes excited to states within the forbidden gap are not 
mobile, photons with hv several tenths of an eV less than Eg produce mostly mobile electrons in 
n-type GaN and mobile holes in p-type GaN. Thus, from equation (1) 

Cph/F = e(l-R)a(rmx)e = e(l-R)a(nx)e (assuming r|=l) (2), 

for infrared light excitation of n-type sample (ad«l); and 

o-ph/F = e(l-R)a(ri|rr)h = e(l-R)a(|iT)h (3), 

for infrared light excitation of p-type sample (oed«l); and assuming Tie^rih^n. 

Oph/F = e(l-R)Tl[(liT)e+(M-T)h]/d (4), 

for across-gap light excitation( ocd»l, e. g. at 3.6 eV). Thus, the PC spectra can be normalized 

at 3.6 eV to yield l-e-ad for hv close to Eg and read/T| (or rpad/t| if p-type) for hv several tenth 
of an eV less than Eg, if the reflection coefficient R does not vary much with photon energy. We 
found that PC spectra measured with chopper frequencies of 5 -160 Hz yield identical 
normalized spectra, supporting our assumption that the lifetime of the majority carriers is 
independent of photon energy. 
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Fig. 1 is the normalized photoconductivity spectra of samples 511 and AA1. The spectra 
clearly show light absorption from near infrared to UV. Furthermore, the photoconductivity 

n 

> 

■D 
C 
o u 
o 

4-1 
o 
.c 
Q. 

101 

™,        10"1 

10-3 

io-5 

10- 
0.0 1.0 2.0 3.0 4.0 

0.0 1.0 2.0 3.0 

Photon Energy (eV) 
4.0 

Fig. 1. Normalized photoconductivity spectra of n-type sample 511 (a), and p-type sample AA1 
(b), measured at several temperatures. 
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response in the infrared is relatively more pronounced at lower temperatures. The normalized 
photoconductivity increases with photon energy hv from 1.8 eV to 3.0 eV approximately as 

exp(hv/Eo). Contrary to the temperature dependence of the Urbach edge parameter,11-13 the Eo 
parameter in Fig. 1 increases when the sample temperature is lowered. 

To understand the PC spectra, the photoconductivity measured at 3.6 eV and at 1.5 eV 
are plotted as a function of temperature in Fig. 2 for sample 511. When sample 511 is cooled, 
the photoconductivity excited by UV light decreases while the photoconductivity excited by 
infrared light increases. 
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Fig. 2. Photoconductivity for n-type conducting sample GaN measured at 3.6 eV and at 1.5 eV 
as a function of temperature . 

The decrease of photoconductivity with increasing temperature is termed as "thermal 
quenching " of photoconductivity, and is usually attributed to a decrease in majority carrier 
lifetime.14 In our case, we believe the electron lifetime at higher temperature is not shorter. In 
fact, the photocurrent decay of this sample is temperature-independent.15 Thus, from Eq. (2), 
the decrease of aph(1.5eV) with increasing temperature suggests a decrease of au,e with 

temperature. It is likely that the electron mobility \ie peaks at -50 K and decreases when T is 
increased further. 

We suggest tentatively that (u/c)e:»(u.T)h for n-type material. The reported electron 

mobility |Xe in n-type GaN is at least a factor of 10 higher than hole mobility m, in p-type GaN. 
Further-more, our data suggested that there is a broad valence band tail in n-type GaN and a 
broad conduction band tail in p-type GaN.8 We thus expect that (i.h in n-type GaN is smaller than 

518 



Hh in p-type GaN, because of the more pronounced valence band tail states in n-type GaN. 

Similarly, we expect Xh<xe in n-type GaN, since trapping in the valence band tail would reduce 
hole lifetime in the valence band. 

With this background, we see that r|, the quantum efficiency for mobile electron and hole 

generation, should increase with increasing temperature. Otherwise, aph(3.6 eV) in Fig. 2 

would not increase with increasing temperature. The ratio of aph(3.6 eV)/aph(1.5 eV) increases 
by a factor of six from 20 K to 300 K. 

For p-type sample AA1, the photoconductivity measured at 3.6 eV and at 1.1 eV, are 
plotted as a function of temperature in Fig. 3. When the sample is cooled down, both 
oph(3.6 eV) and Oph(l.l eV) decrease. From Eq. (3), the decrease of Oph(l.l eV) may be 
attributable to a decrease of the hole lifetime Xh- From 400 K to 100 K, the decrease of oph(3.6 

eV) is very similar to the decrease of oph( 1.1 eV). In other words, it reflects the decrease of the 

hole lifetime. From this result, we conclude that (ux)h»(u.x)e in P-type GaN. In other words, 
hole conduction dominates the photocurrent in p-type GaN, even though the electron mobility 
may be greater than the hole mobility. As a result, Eq. (4) simplifies to 

aph/F = e(l-R)r|(uT)h/d (5), 

for across-gap light excitation of p-type GaN. 
From 100 K to 6 K, aph(l.l eV) decreases only a little-indicating an almost constant Xh, 

while Oph(3.6 eV) decreases by a factor of seven. From Eq. (5), we are led to the conclusion 

that r|, the quantum efficiency for mobile electron and hole generation, decreases with decreasing 
temperature. It appears to us that across-gap light creates excitons, which do not contribute to 
conductivity until they split up. 
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Fig. 3. Photoconductivity for p-type conducting GaN measured at 3.6 eV and at 1.1 eV as a 
function of temperature. 

519 



CONCLUSIONS 

In summary, we measured the sub-band gap optical absorption in GaN films by 
photoconductivity spectroscopy to lower temperatures. Photoconductivity response is observed 
from near infrared to the near ultraviolet at all measurement temperatures for GaN films on 
sapphire. Such data support our earlier suggestion that there is a broad valence band tail in n- 
type GaN and a broad conduction band tail in p-type GaN. Furthermore, relatively more 
pronounced photoconductivity response in the infrared is observed at lower temperatures. We 

suggest that: (1) (M.T)e»(|iT)h in n-type GaN, and (M.T)h»(H*)e in P"tyPe GaN- In other words, 
the photo-conductivity is dominated by majority carriers; (2) r|, the quantum efficiency for 
conducting electron and hole generation by across-gap excitation, increases with increasing 
temperature for both n-type and p-type samples. This result may be attributable to the 
dissociation of excitons. 
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ABSTRACT 

Free and bound exciton luminescences as well as donor-acceptor pair recombination of GaN 
epitaxial layers on 6H-SiC and sapphire substrates were investigated using time integrated and 
time resolved photoluminescence measurements at low temperatures. Lifetimes are determined 
for the donor bound exciton at 3.4722eV and for two acceptor bound excitons with energies of 
3.4672eV and 3.459eV. Luminescences between 3.29eV and 3.37eV are identified as due to 
excitons deeply bound to centers located near the substrate-epilayer interface. 

INTRODUCTION 

Recent success in growth technology that allowed to produce p- type GaN*, and the realisation 

of the first blue light emitting diodes2 have revived widespread interest in this material. For 
further progress towards a GaN based blue or ultraviolet (UV) optoelectronic device a thorough 
understanding of the recombination mechanisms and the role of impurity related transitions is 
necessary. The formation of excitons, their capture by shallow impurities and defects, and the 
subsequent radiative decay is one of the most efficient recombination mechanisms in direct 
semiconductors. For GaN, investigations on the recombination dynamics have been restricted to 

donor-acceptor-pair (DAP) transitions-^ and deeper luminescences4. The excitonic range of 
GaN is new ground regarding dynamical studies. In addition, the assignment of blue and UV 
luminescences of GaN to specific recombination processes has been tentative in some cases, as 
will be seen below. Here, luminescence transients can often give a fingerprint of the processes 
involved, thus allowing an identification of their nature. 

EXPERIMENTAL 

GaN epilayers were grown on 6H-SiC (0001) substrates using a modification of the sublimation 

sandwich method described earlier^. The samples prepared for this study have an epilayer 
thickness of 50 um, exhibit n-conductivity and an electron mobility between 30 and 80cm2/Vs. 

They are nominally undoped^. The GaN layers on sapphire were grown by the metal organic 

chemical vapor deposition (MOCVD) technique at temperatures around 1030 °C. The source 
gases were ammonia and Tri-Ethyl-Gallium. Further details can be found in ref.7. All layers 

were n-type with free carrier concentrations ranging from high 10 ^ cm" 3 to 1019 cm-3 as 

determined by room temperature Hall effect measurements. 
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For time integrated and time resolved photoluminescence measurements the samples were 

excited by 5ps 100 lcW/cm^ laser pulses at 3.75eV from a frequency doubled dye laser which is 
pumped by a modelocked and frequency doubled Nd:YAG laser. The photoluminescence signal 
was analysed in a 0.35m subtractive double spectrometer and detected by a MCP 
photomultiplier. For time resolved measurements a single photon counting setup was used with 
a 50 ps FWHM response to the laser pulse. Employing convolution techniques the overall time 
resolution is enhanced to 15 ps. Some time integrated experiments were performed using the 
325 nm line of a HeCd laser for excitation. 

EXPERIMENTAL RESULTS AND DISCUSSION 

In low temperature PL a number of near gap emissions is generally observed. They may be 
roughly classified into three groups as due to free and shallow bound exciton transitions 
between 3.45 eV and 3.48 eV (see Fig.La), deeply bound exciton transitions between 3.31 eV 
and 3.37 eV (see Fig. l.c and d) and donor-acceptor-pair (D-A) recombination at 3.27 eV (see 
Fig. Lb). The donor acceptor pair band at 3.27eV which is followed by four clearly discernible 

phonon replica was first identified by Dingle and Illegems8 using time resolved luminescence 
spectroscopy. The acceptor could be Mg due to a memory effect in the reactor. However, this 
D-A pair band is also typical for undoped GaN in the absence of memory effects, and is thought 
to involve residual Carbon acting as a shallow acceptor. 
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Fig. 1: Photoluminecence spectra for GaN epitaxial layers on sapphire substrates grown by 

MOCVD. The samples had free carrier densities of 5xl017 (a), 9xl017 (b), 2xl019 (c) and 
7x10*9 cra-3 (d) as determined by room temperature Hall effect. 
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We determined the carrier density by an analysis of the D-A pair transients (see Fig. 2) 

following the theory of Thomas et al9 and obtained a concentration of lxlO18 cm"3. The 

parameters which enter are the Bohr radius of the donor rrj)=13.5xl0"10 m, and the constant 

Wmax=1.3xl08. 

When the carrier density is in the range of 1019 cm~3 the shallow bound exciton lines disappear 
and only the deeply bound exciton lines are seen (see Fig. l.c,d)- 
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Fig. 2: Transient of the donor-acceptor pair luminescence in GaN. The drawn line is fit to the 
experimental data, for details see text. 

For the GaN on SiC layers on the shallow and deeply bound excitons additional fine structure 
could be resolved. They are shown in Figs.3 and 4. In the first sample the dominant peak (2) is 
observed at 3.4722 eV with a FWHM of 5 meV (Fig. 3). Emission from GaN at 3.47eV is 
commonly ascribed to the recombination of an exciton bound to a shallow neutral donor and 
referred to as I2. Three minor structures are detected on the high and low energy shoulders of 
I2 at 3.4805eV (FE), 3.4672eV (I]'), and 3.459eV (I]). The 3.4805 eV emision is due to the 

free exciton (FE) corresponding very well to FE recombination energies reported so far^. From 
data presented below and in agreement with Monemar and Lagerstedt'O we ascribe the 
emissions (3) and (4) to the recombination of excitons bound to two different neutral acceptors 
and therefore label them Ij' and Ii. Luminescence transients taken in the range of the shallow 

bound exciton lines of sample A are shown in the inset of Fig. 3. The measurements are 
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represented by dotted curves. The labeling numbers correspond to the detection energies of the 
respective transients, referring to the luminescence spectrum of Fig. 3. 
The partial overlap of the recombination lines and the spectral window of 3 meV during these 
time resolved measurements require a careful analysis of the transients. It was carried out using 
the convolution of the system response to the laser pulse with three independent exponential 
decays of different amplitudes. The obtained fits are represented by solid lines in the inset of Fig. 
3. For the dominating I2 (2) and the lower energy emissions Ii' (3) and Ii (4) an unchanging set 

of time constants was obtained. Since the respective amplitudes of the three fitted exponential 
decays vary with the detection position the lifetimes of the bound excitons can unambiguously 
determined. They amount to 34±5 ps for I2, 160±15 ps for l\ and 370±40 ps for Ij'. For the 
free exciton a lifetime of 15 ps is obtained. 
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Fig. 3: Luminescence spectrum of GaN on SiC showing free and shallow donor bound exciton 
recombinations. At the transition energies marked with the numbers 1 to 4 luminescence 
transients were recorded (see inset); the dotted curves represent the measurements, full lines the 
pertaining fit. 

These assignments of observed luminescence decay constants to the lifetimes of the shallow 
bound excitons are plausible also by a qualitative comparison of the four tansients which are 
plotted on a logarithmic scale in Fig. 3. The short free exciton decay in transient (1) as well as 
the lifetime of 34 ps of the donor bound exciton observed in transients (2), (3) and (4) govern 
the decay for about the first 400 ps. As mentioned above, the time constant of the I2 line is 

observed in all of these three transients because of the spectral overlap of the luminescence 
lines. Between 400 ps and about 2.5 ns on the time axis the line with the 160 ps time constant is 
dominating, most prominently at position (3), which is the Ij' transition energy. This justifies the 
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assignment of the 160 ps time constant to the Ij' recombination. The 370 ps time constant 

becomes most obvious after about 3 ns in transient (4). It is therefore identified as the lifetime of 
the Ij'complex. 

Emission lines in the range between 3.31 eV and 3.37 eV are observed in many samples. In one 

sample - again with carrier densities around 1019 cm"3 - they appeared much stronger. The 
missing D-A recombination allowed to detect two weaker structures around 3.29 eV. We 
labeled all discernable lines LI through L8 with increasing energy. 
As can be seen in Fig. 4 the dominating 3.36eV emssion mainly consists of two peaks, L8 at 
3.366 eV, and L7 at 3.360 eV, with line widths of about 4 meV. In addition, we resolve two 
weak structures L5 and L6 3.350 eV and 3.354 eV, respectively. At 3.31 leV we see the second 
prominent deeply bound exciton line L3. Its asymmetric lineshape on the high energy side is 
most likely caused by another weak line L4 around 3.32 eV. Two further weak lines LI and L2 
are resolved at 3.286 eV and 3.296 eV. 
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Fig. 4: Luminescence spectrum of GaN on SiC showing deeply bound exciton recombinations. 
At the transition energies marked with the numbers LI to L8 luminescence transients were 
recorded, four of them are shown in the inset; the dotted curves represent the measurements, 
full lines the pertaining fit. 

Several authors have reported luminescences from GaN in the range between 3.31 eV and 3.37 

eV, lines L7 and L8 were observed by Pankove et al.11. L3 at 3.311 eV was first reported by 

Dai et al.12 along with L7 and L8 and tentatively ascribed to a DAP recombination. Recently, 

Hong et al.13 presented PL spectra on cubic epitaxial layers of GaN corresponding to the 
results of Dai et al12. The authors ascribed the higher energy lines around 3.36 eV to bound 
excitons and L3 to the DAP recombination of cubic GaN. However, the understanding of the 
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processes in this spectral range is still in a provisional state. We performed time resolved 
measurements to obtain additional information about the nature of these luminescences. 
In the inset of Fig. 4 photoluminescence transients are shown taken at different spectral 
positions in this range (see Fig. 4). The exponential decay observed in all of these transients 
prooves the excitonic character. In particular, the line L3 turned out to be of excitonic origin in 

contradiction to other interpretations12'13. All transients exhibit a rise time constant of 20±10 
ps. This time constant corresponds to the formation of excitons and their capture by the centers 
causing the respective emssions. For L3 (transient (7) in Fig. 4) we observe an additional, 
weaker rise process which is governed by a time constant of 110±10 ps. This corresponds 
exactly to the lifetime measured for L8. Obviously, there is an efficient energy transfer process 
from the center causing the emission L8 to that responsible for L3. A single center causing both 
emissions cannot be outruled completely but seems very unlikely in view of the intensity ratio of 
these two lines. The lifetimes observed range between 45 ps for L7 and 650 ps for L3 which is 
very short regarding the excitonic localisation energy of about 110 to 180 meV for these lines. 
PL measurements by exciting the layer through the sapphire substrate showed that these 
luminescences are mainly localised near the interface. From the evidence collected to this point 
we conclude that these emssions are due to centers which are located predominantly present 
near the substrate-epilayer interface, e.g., at dislocations. The short lifetimes observed are 
primarily ascribed to efficient nonradiative processes in this structurally disturbed area. 

CONCLUSION 

In conclusion, we presented time resolved photoluminescence measurements of bound exciton 
recombinations in epitaxial GaN/SiC layers. Luminescences observed between 3.29 eV and 
3.37 eV were identified as excitons deeply bound to centers located near the substrate-epilayer 
interface. An energy transfer process was found between the centers causing the lines at 3.366 
eV and 3.31 leV. 
# present adress: Lawrence Berkley Lab., Berkeley, CA, USA 

REFERENCES 

1. H. Amano, M. Kito, K. Hiramatsu and I. Akasaki: Jpn. J. Appl. Phys. 28 , L 2112 (1989) 
2. S. Nakamura, M. Senoh, and T. Mukai, Appl. Phys. Lett. 62, 2390 (1993) 
3. R. Dingle, D. D. Sell, S. E. Stokowski, and M. Ilegems: Phys. Rev. B 4,1211 (1971) 
4. P. Bergmann, Gao Ying, B. Monemar, and P.O. Holtz, J. Appl. Phys. 61, 4589 (1987) 
5. Y.A. Vodakov, E. N. Mokhov, A. D. Roenkov and D. T. Saibekov, Kristall und Technik 14, 
729(1979) 
6. C. Wetzel, D. Volm, B.K. Meyer, K. Pressel, S.Nilsson, E.N. Mokhov and P.G. Baranov, 
Appl. Phys. Lett. 65,1033 (1994) 
7. C.H. Qiu, C. Hoggatt, W. Melton, W.M. Leksono and J.I. Pankove (unpublished) 
8. R. Dingle and M. Ilegems, Solid State Commun. 9,175 (1971) 
9. D.G. Thomas, J.J. Hopfield, and W. M. Augustyniak, Phys. Rev. 140, A202 (1965) 
10. B. Monemar and O. Lagerstedt, J. Appl. Phys. 50, 6480 (1979) 
11. J. I Pankove, J. E. Berkeysheiser, H. P. Maruska, J. Wittke: Solid State Commun. 8, 1051 
(1970) 
12. R. Dai, S. Fu, J. Xie, G Fan, G Hu, H. Schrey, C. Klingshirn: J. Phys. C 15, 393 (1982) 
13. C. H. Hong, D. Pavilidis. S.W. Brown, and S.C Rand, J Appl: Phys 77, 1705 (1995) 

526 



DEFECT STUDIES IN n-TYPE GaN GROWN BY MOLECULAR BEAM EPITAXY 

W. GÖTZ*, D.B. OBERMAN, AND J.S. HARRIS JR. 
Solid State Electronics Laboratory, Stanford University, Stanford, California 94305, USA 

ABSTRACT 

GaN thin films grown by molecular beam epitaxy (MBE) were characterized by Hall effect 
measurements in the temperature range from 80 K to 500 K and by photoluminescence 
spectroscopy (PL) at 2 K and at 300 K. These films were grown by MBE utilizing either electron 
cyclotron resonance (ECR) plasma activated nitrogen gas or thermally cracked hydrogen azide 
(HN3) as the source of chemically reactive nitrogen. The electrical properties of the GaN films 
grown by ECR plasma assisted MBE were found to vary with growth parameters, dominated 
either by shallow donors with activation energies (AE) in the range between 10 meV and 30 meV 
or deep donor levels (AE > 500 meV). GaN grown by HN3 gas-source MBE exhibited metallic 
conduction and electron mobilities <1 cm2/Vs. However, these films displayed sharp 
photoluminescence lines at 3.360 eV and 3.298 eV and no deep level related luminescence, 
whereas only broad deep level related emission was observed in the PL spectra of the ECR plasma 
assisted MBE grown GaN films. 

INTRODUCTION 

The III-V nitrides are promising direct bandgap materials for photonic devices operating in the 
visible and near-uv wavelength range.1 With the ability to grow lattice matched heterojunctions in 
the (AlGaln)N mixed alloy system the fabrication of devices that make use of quantum well or 
superlattice structures such as diode lasers, resonators or waveguides should be possible. 

At present, the predominant growth technique utilized for III-V nitride devices is MOCVD. 
For example, the growth of high brightness blue/green light emitting diodes using an 
InGaN/AlGaN heterostructure has been successfully demonstrated with this growth technique.3,4 

However, all devices grown by MOCVD require postgrowth low energy electron beam irradiation 
(LEEBI) or thermal annealing to electrically activate acceptors.5,6 Total energy calculations 
suggest that hydrogen atoms present in the ambient during MOCVD growth readily diffuse in p- 
type GaN, bond to Mg and thus passivate the acceptors.7 

GaN has been successfully grown by MBE, which furnishes growth conditions free of 
hydrogen and enables growth of III-V nitrides at significantly lower temperatures than MOCVD. 
ECR plasma activated nitrogen gas is commonly employed as an atomic nitrogen source in MBE 
growth of III-V nitrides (plasma assisted-MBE).8,9,10 With this technique, Mg-doping results in p- 
type GaN films without any postgrowth treatments.11 Consequently, GaN p-n homojunction blue- 
violet light emitting diodes have been grown which require no postgrowth treatment for efficient 
operation12. However, films grown by this technique at high growth rates and, correspondingly, 
high plasma power levels suffer from ion irradiation damage creating electrically active defects.2 

Alternative nitrogen sources for MBE growth of III-V nitrides that avoid ion irradiation 
damage are chemical gas sources, such as ammonia (NH3), hydrazine (N2H4) or hydrogen azide 
(HN3). HN3 is the most reactive hydronitrogen source, has the lowest concentration of hydrogen 
byproducts and decomposes effectively at -300 °C. HN3 has been successfully utilized for MBE 
growth of GaN (HN3-GSMBE)13. With HN3, nitride films can be grown at temperatures as low as 
500 °C and at pressures far lower (< 10"6 torr) than with the ECR-plasma source (> 10"4 torr).13 
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This study evaluates GaN films grown by this novel growth technique of HN3-GSMBE as well 
as ECR-assisted MBE. Electrical and optoelectronic properties of unintentionally doped n-type 
GaN films were investigated by temperature dependent Hall effect and photoluminescence 
characterization at 2K and at 300 K. 

EXPERIMENTAL 

The GaN films used in this study were grown by MBE using a specially modified Varian Gen II 
system. Standard MBE furnaces were used to provide the Group III elements. A Wavemat ECR 
plasma source was used to grow some of the GaN films by plasma assisted-MBE. The HN3 was 
synthesized in a reactor attached to the MBE system.13 HN3 is chemically unstable and explosive 
unless stored at pressures < 100 torr. The GaN films were grown in the temperature range from 
500°C to 860°C to a thickness of -0.7 um. The substrates were polished (OOOl)-oriented sapphire 
crystals. An A1N buffer layer 50 nm thick was first deposited on the sapphire at 500°C. 

A Van der Pauw geometry was selected for the Hall effect measurements. Samples of 5 x 5 
mm2 size were cut from the wafers. Ti (300 Ä) and subsequently Al (1500 A) layers were vacuum 
evaporated in the four corners of the samples to fabricate electrical contacts. The Ti/Al contacts 
exhibited ohmic current voltage charcteristics in the entire temperature range of our measurement. 

The Hall effect measurements were performed with a computer controlled system consisting of 
standard instrumentation for constant current supply and voltage detection. A Joule-Thompson 
high pressure nitrogen refrigerator was employed to control the sample temperature in the range 
from 80 K to 500 K. The magnetic field was 17.4 kGauss. 

For the PL measurements the samples were mounted in a Janis DT cryostat and immersed in 
liquid He (2 K measurements). The PL spectra were excited with the 325 nm line of a 30 mW 
HeCd laser. A double grating monochromator with a resolution of 0.1 nm and a photo multiplier 
tube were used to measure the PL spectra. 

HALL EFFECT CHARACTERIZATION OF MBE GROWN GaN FILMS 

In Fig. 1, the electron concentrations of two unintentionally doped GaN samples grown by 
ECR-assisted MBE (# S33 (a) and # S34 (b)) are shown as functions of the reciprocal 
temperature. Sample # 33 and # 34 were grown at 600°C and 860°C with plasma powers of 150 
W and 170 W, respectively. The electron concentrations n(T) (squares in Fig.l) were derived 
from the experimental Hall constant RH(T) with the expression 

n(T) = ~^-, 0) 
qR

H(
T) 

where rH is the Hall scattering factor and q is the electronic charge. The isotropic Hall scattering 
factor was assumed to be temperature independent and unity (rH =1). 

The solid lines in Fig. 1 result from a computation of the charge neutrality equation 

n + N^=§i + (gi/Nc)exp(AE,/kT)' (2) 

where NCOmp represents the concentration of compensating acceptors and gi is the degeneracy, 
which was assumed to be 2. Nc is the effective density of states in the conduction band and was 
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Fig. 1: Free electron concentration n vs. reciprocal temperature 1/T as obtained from Hall effect 
measurements of two n-type GaN samples # S33 (a) and # S 34 (b) (squares). The solid lines 
result from computations of the electron concentration with parameters as depicted in the figures. 

calculated with an effective density of states mass of 0.2m<, (Nc = 4.3xl014 T3/2 cm"3K"3/2). Eq. 2 is 
valid for a non-degenerate, n-type semiconductor with m independent donors. A single donor was 
assumed for the computations shown in Fig. 1. Activation energies AEi and concentrations Ni for 
donors in samples # S33 and # S34 are depicted in Figs, la and lb, respectively. 

The temperature dependence of the electron concentration measured in sample # S33 can be 
described by a single donor with an activation energy of 12 meV. However, at temperatures 
below 200 K the electron concentration becomes independent of the sample temperature due to 
impurity band conduction. For sample # S34, which was grown at higher temperature and higher 
plasma power than sample # S33, a deep donor with an activation energy of ~ 600 meV 
dominates the temperature behavior of the electron concentration. 

The Hall mobility |XH was determined from the conductivity 0 and RH with the expression 

HHHRHI* (3) 

and was found to be 7 cm2/Vs and 3 cm2/Vs at room temperature (300 K) for samples # S33 and 
# S 34, respectively. 

Fig. 2 displays typical Hall data taken on unintentionally doped n-type GaN (sample # S77) 
grown by HN3-GSMBE. Fig. 2a and 2b show the free electron concentration derived from the 
experimental Hall constant according to Eq. 1 and the resistivity, respectively, as functions of 
reciprocal temperature. In the entire temperature range from 100 K to 500 K of our measurement, 
the free electron concentration is temperature independent and as high as -10 cm". The 
resistivity p of sample # S77 decreases slightly with increasing temperature. This is due to an 
increase of the electron mobility at higher temperatures. The electron Hall mobility \in of sample # 
S77 increases from -0.2 cm2 / Vs at 100 K to -0.5 cm2 / Vs at 500 K. 
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Fig. 2: Free electron concentration n (a) and resistivity p (b) vs. reciprocal temperature as 
obtained from Hall effect measurements on n-type GaN # S77 grown by HN3-GSMBE. 

PL CHARACTERIZATION OF GaN GROWN BY MBE 

Fig. 3 displays PL data obtained from GaN grown by plasma-assisted MBE (sample # S34, 
upper curves) and from HN3-GSMBE grown GaN (sample # S77, lower curves) in the spectral 
range from 350 nm (3.55 eV) to 700 nm (1.77 eV). These spectra were all taken with the sample 
at 300 K (dashed line) or 2 K (solid line). 

The low temperature PL spectrum of sample # S34 reveals a deep level defect related PL signal 
but no band edge related luminescence. The spectrum is dominated by the "yellow" luminescence 
band centered at 2.3 eV. The defect band is approximately Gaussian shaped with a full width at 
half maximum of -0.4 eV. No photoluminescence was detectable at room temperature. 

PL spectra taken on GaN samples grown with HN3 as a nitrogen source differ from the spectra 
described above for GaN grown by ECR plasma-assisted MBE. As an example, we show PL 
spectra taken on sample # S77 grown by HN3-GSMBE in the lower portion of Fig. 3. The low 
temperature PL spectra of sample # S77 is dominated by two sharp emission lines located at 3.36 
eV and at 3.30 eV. The full width at half maximum of the 3.36 eV line is 5.9 meV. Room 
temperature spectra reveal a band edge related emission peak at 3.25 eV. No broad deep level 
related emission bands, such as the "yellow band" are observed in PL spectra of HN3-GSMBE 
grown GaN samples taken at 2 K or at 300 K. 

DISCUSSION 

Both nitrogen sources, ECR plasma excited N2 and HN3, produced GaN material with electron 
mobilities below 10 cm2/Vs and high defect densities. The low mobilities indicate the presence of 
high compensation in the n-type GaN films. For GaN grown by ECR plasma-assisted MBE, the 
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Fig. 3: PL intensity of GaN grown by ECR plasma assisted MBE 
(upper curves, sample # S34) and on GaN grown by HN3-GSMBE 
(lower curves, sample # S77) vs. wavelength. Spectra taken at 
300 K are plotted as dotted and 2 K spectra are plotted as solid lines. 

creation of unintentional background doping depends on growth parameters, in particular the 
substrate temperature and the plasma microwave power. Growth at lower temperatures and lower 
plasma powers results in films which are highly n-type. The electrical properties of these GaN 
films are dominated by shallow donors and defect band conduction as demonstrated in Fig. la for 
sample # S33. Sample # S33 was grown at 600°C with a plasma power of 150 W. For the shallow 
donors we determined activation energies in the range from 10 meV to 30 meV. The chemical 
nature of these shallow donors which are responsible for the autodoping phenomena in GaN and 
are found in both MBE and MOCVD grown material is not yet resolved. Nitrogen vacancies or 
oxygen impurities acting as donors are likely canditates. 

The films grown with higher plasma powers and at higher temperatures are highly resistive. 
The Hall data of sample # S34 shown in Fig. lb reveals a deep donor level with an activation 
energy of AE - 600 meV and a concentration of 5 x 1021 cm"3. Sample # S34 was grown at 860 
°C with a plasma power of 170 W. Similar deep levels with an activation energy of - 500 meV 
have also been detected in MOCVD grown GaN by DLTS14. It is likely that an intrinsic defect 
prompted by ion bombardment2 is responsible for the deep level observed in sample # S34. The n- 
type shallow background doping in these films is either not present or compensated. 

The HN3-GSMBE GaN films investigated in this study exhibited metallic conduction with the 
free electron concentration being independent of the sample temperature. Such behavior may 
indicate defect band conduction or degeneracy due to high concentrations of shallow donors and 
acceptors. We believe that impurities such as Si, O, and Mg which act as shallow donors and 
acceptors, respectively, are incorporated during growth of GaN by HN3-GSMBE. Secondary ion 
mass spectroscopy analyses revealed the presence of Si and O in concentrations of ~ 102 cm" in 
these films. The presence of these impurities which originate from chemicals used to synthesize 
HN3, poses a major problem for the growth of III-V nitrides with hydrogen azide since it is 
extremely difficult to purify13. However, PL spectra taken on HN3-GSMBE grown GaN films 
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demonstrate good luminescence properties. The spectra are free of deep level related emission 
bands and display a sharp emission line pair which consists of lines with transition energies of 
3.360 eV and 3.298 eV. These lines are significantly deeper than the I2 line at 3.478 eV which is 
commonly observed in n-type GaN and attributed to the recombination of a donor bound 
exciton.15 The radiative recombination that gives rise to the line pair in the PL spectra of the HN3- 
GSMBE grown GaN material involves at least one shallow defect level. Further studies are 
necessary to reveal the origin of these photoluminescence lines. 

SUMMARY 

GaN grown by ECR-plasma assisted MBE or by HN3-GSMBE were investigated by Hall effect 
and photoluminescence measurements. The formation of deep level defects which may result from 
bombardment by energetic ions generated in the nitrogen plasma was observed in GaN grown by 
ECR-plasma assisted MBE grown at high plasma powers. GaN grown by HN3-GSMBE was 
found to be free of deep level defects but the electrical properties of this material are affected by 
the insufficient purity of the HN3 nitrogen source gas. SIMS analyses revealed impurity 
incorporation of Si and O in concentrations of - 1020 cm'3 in GaN films grown by HN3-GSMBE. 
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Centre for Electrophotonic Materials and Devices, Department of Engineering Physics, 
McMaster University, Hamilton, Ontario, Canada. 

ABSTRACT 

Positron annihilation spectroscopy and cathodoluminescence were employed to study 
changes in the microstructural and luminescent properties of pure and doped polycrystalline ZnS. 
All samples show evidence of defect clustering, when sintered at temperatures up to 400 °C, 
indicated by an increase in the average positron lifetime. The average lifetime of the undoped 
material is constant (at about 290 ps) from 300 to 700 CC, and then decreases beyond this 
temperature, due to the out diffusion of vacancy clusters. In comparison, the average lifetime 
for MnS doped material decreases beyond 600 °C. This decrease in the average lifetime is 
correlated with an increase in the luminescent intensity of the 585 nm Mn band, indicating that 
Mn compensation of zinc vacancies contributes to the decrease in the average lifetime. At 
sintering temperatures above 400 °C, the average lifetime of TbF3 doped material decreases by 
~3 ps / 100 °C, from a peak value of 285 ps, and then at 700 °C drops an additional 15 ps to 260 
ps. At 650 °C a change from the distinct Tb spectrum to a broad band emission is observed It 
is believed that these effects can be linked to the incorporation of Tb3+ ions on Zn^+ lattice sites. 

1. INTRODUCTION 

Polycrystalline ZnS is a wide band-gap semiconductor which is currently of great interest for 
the production of thin film electroluminescent devices. Dopants such as Mn and Tb produce 
emissions in the red, green and blue portion of the spectrum, as required for information display 
applications [1]. Our previous investigation of bulk polycrystalline ZnS, using positron 
annihilation spectroscopy (PAS), showed that significant microstructural improvements only 
occur at temperatures above 700 °C [2]. In this temperature range, sulphur self-diffusion and 
crystal re-growth are the important processes [3]. These findings are supported by the TEM 
work of Venghaus et al., who studied high temperature annealing of ZnS:Mn thin films [4]. For 
electroluminescent purposes, improvements in the microstructure of the active region should 
result in brighter and more efficient devices [5]. 

It is expected that the incorporation of dopants will modify the effects of thermal treatments. 
In this contribution, PAS and cathodoluminescence (CL) have been used to study the effects of 
sintering on pure ZnS powder, and ZnS with 5 mol% TbF3 or 0.6 mol% MnS. The combination 
of both techniques can provide sensitive and unique information about changes in the 
microstructure of luminescent materials [6,7]. TDF3 is chosen as the Tb source to facilitate the 
incorporation of the Tb3+ ion on a divalent lattice site, through the formation TbF2+ or TbF2+ 

[13]. We have used MnS as a Mn source to preserve stoichiometry, and to reduce the amount 
of oxygen incorporated in the from of MnO. 
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2. EXPERIMENTAL DETAILS 

High purity ZnS powder ( 99.99% by weight, -10 urn diameter) was pressed isostatically at 
30,000 psi for 3 min. Doped samples were prepared by adding 0.6 mol% MnS or 5 mol% TbFß. 
After pressing, the samples were further cut into pellets, 10 mm in diameter and 2-3 mm thick. 
The samples were vacuum sintered for 4 hrs, at fixed temperatures, between 200 and 800 °C. 
During sintering, the pressure was maintained at 2xl0"5 Torr and the temperature was controlled 
to within ±3 °C. After each thermal treatment step, positron measurements were performed on 
the same pair of samples, and one sample from each doping set was removed for further study. 

Positron lifetime measurements were performed using a spectrometer with a resolution (full 
width at half maximum) of 210 ps. The data was analyzed numerically using the programme 
PATFIT-88 [8] with a source correction to account for annihilations in the Al-foil containing the 
positron source (12 [iCi of 22NaCl). The spectra contained 7xl06 counts, with at least two 
spectra collected for each data point. A more complete review of the experimental technique can 
be found in reference 9. 

Cathodoluminescence was generated using electrons from a Perkin-Elmer grazing incidence 
electron gun, with an acceleration voltage of 4 kV. The resulting luminescence was analyzed 
using a 0.25 m monochromator with a photo multiplier tube and a lock-in amplifier. Intensities 
were measured using a Minolta LS-110 luminescence meter, which gives a measure of the total 
integrated intensity. A detailed description of the cathodoluminescence experiment is given in 
reference 10. 

3. RESULTS AND DISCUSSION 

3.1 Positron Lifetime Results 

Despite high densification factors, large internal surface areas and inter-particle voids are 
characteristic features of pressed powder compacts. It is important to assess the effects of these 
structures on the positron annihilation characteristics. Prior to annihilation, positrons emitted 
from the nuclear decay of 22jja will achieve thermal equilibrium within the sample through 
interactions with the lattice [9]. It is reasonable to assume that the positron will thermalize in the 
region of highest interaction probability, i.e., a powder grain. Considering that the diffusion 
length of a thermalized positron is on the order of 100 Ä, the interaction volume of the positron 
is -lxlO^ times smaller than a grain of 1 um diameter, and migration out of the grain is an 
unlikely process. Therefore, we expect that the positron lifetime spectrum will consist mainly of 
annihilations in the powder particles. The disappearance rate of the positrons from the sample is 
measured experimentally, and we will use the calculated average lifetime, (t), to describe this 
spectrum. For our samples, we interpret (x) to be a parameter which scales inversely with the 
average electron density of the material. An increase in the concentration or size of vacancy type 
defects causes an increase in this parameter. 

Figure 1 shows (%) for all three sample types as a function of the sintering temperature. One 
can see that the value of (t) for the TbF3 doped sample is consistently smaller, when compared to 
the other samples, over the entire range investigated. We attribute this difference to an increase 
in the average electron density introduced by the high concentration of large TbF3 molecules. 
The general features of (r) as a function of sintering are similar for all three sets, and exhibit 
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three distinct stages. The first stage is characterized by an increase in the average lifetime, 
followed by a plateau or a slight decrease, and then a final stage, a sharp decrease in (x) at the 
highest sintering temperatures. 

The initial increase in the average lifetime likely is due to vacancy and void clustering, as has 
been observed in other semiconductors [11,12]. We attribute the final sharp decrease to the 
activation of self diffusion, causing out-diffusion of vacancies and voids. Beyond 700 °C, the 
rapid decrease in (x) is similar to observations made when sintering bulk CVD grown 
polycrystalline ZnS beyond this temperature [2]. We found earlier that for the CVD material, (x) 
stabilizes at 229 ±3 ps. After processing at 800 °C, (x) = 252 ps, for the powder pressed sample, 
which would seem to indicate that the out diffusion of the vacancy clusters is still incomplete. 
Due to significant mass loss at 800 °C, further microstructural improvements, with vacuum 
sintering, may only be feasible by increasing sintering times at 700 °C. 

For the MnS doped material, (x) saturates between 400 and 600 °C, and the decrease in (x) 
begins at T > 600 °C. This is a slightly lower temperature than is found for the pure material, 
and the transition appears broader. The onset of significant dissociation of MnS, which has a 
lower melting point than ZnS (1600 °C compared to 1850 °C), is the likely reason for this shift to 
lower temperatures. Dissociated manganese and excess sulphur are available to diffuse into the 
ZnS lattice and potentially occupy vacancy sites in the stable ZnS, causing a decrease in (x). 

Close examination of (x) as a function of sintering for the TbF3 doped material reveals a few 
subtle differences. The saturation effect is not observed, rather, we find a slow, steady 
downward trend between 400 and 700 °C. Although diffusion of TbF3 is not expected to be 
significant, Ogura et al. have reported that above 400 °C, TbFß begins to dissociate, and 
significant amounts of Tb3+ and TbFx(3-x)+ are created [13]. A more mobile Vß+ ion would 
be capable of diffusing into the ZnS, and residing in a Vzn or a defect cluster. This would 
effectively remove a vacancy, or mask a larger cluster by inducing a local positive charge. Above 
650 CC we find again a sharp decrease in (x). However, beyond 700 °C, the decrease in (x) is 
much less pronounced than in the previous two materials. As significant amounts of Tb3+ and 
TbFx(3-x)+ are incorporated into the lattice, additional anion or cation vacancies are likely 
required to accommodate both the size and charge. Such an effect is observed in Aß+ doped 
material, where a nearest neighbour Zn2+ vacancy is induced [16]. 

3.2 Cathodoluminescence Results 

Integrated catnodoluminescent intensities are also 
presented in Figure 1. All samples, regardless of 
doping show an increase in the CL intensity above 600 
°C. However, to correctly interpret the data, the 
spectral dependence of these emissions must also be 
considered. 

For the undoped material, all samples exhibit a a 
broad self-activated emission band, which peaks at 
495 nm (2.5 eV), as is shown in Figure 2. The shape 
and peak position of this band remains constant for all 
sintering temperatures. The cause of this 
luminescence is not completely clear, but it likely 
originates from an intrinsic zinc or sulphur vacancy 
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Figure 2. Characteristic CL spectrum 
from undoped polycrystalline ZnS 
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interacting with a nearest neighbour compensating 
impurity [14,15,16]. The increase in the 
luminescent intensity is potentially due to the 
introduction of new defects, or the 
activation/redistribution of co-activator impurity 
ions. In either case, the involvement of a vacancy 
type defect would appear contrary to our earlier 
statement that the decrease in (x) is indicative of a 
removal of vacancies. However, it is possible to 
reconcile these results in the following ways. On 
the one hand, point defects may be associated with 
the surface of a grain-as mentioned earlier, a 
region of the crystal not sampled by the positrons. 
The introduction of Vs through the evolution of S 
and the out-diffusion of excess Zn to the surface, is 
known to occur during vacuum sintering [3]. 
However, luminescence from V§ requires Cu co- 
activation [14], and Cu is not found to be present 
to within 1 ppb for the powder used.    Another 
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possibility is that the material is initially zinc deficient. For the 
ZnS powder used, impurity concentrations of Al, a known co- 
activator ion for Vzn, are quoted to be -0.004 at%, in which 
case the concentration of V£n > having been in excess, may 
not have yet dropped below this level. This would be 
consistent with the positron results which indicated that the 
out diffusion process was not yet completed, even at 800 °C. 
Sintering for longer times at 700 °C may quench or stabilize 
this self-activated emission. Further experiments will be 
required to substantiate this. 

For the samples containing MnS, the increase in the 
integrated intensity appears to correlate with the decrease in 
(t). This increase is due to the activation of the familiar 585 
nm Mn band, as is shown in Figure 3. In the as pressed state, 
the luminescence is similar to the undoped material. However, 
despite an increase in the intensity from the self activated band 
up to 650 °C, at 800 °C this luminescence appears to be 
quenched. Since it is well known that the 585 nm transition is 
allowed only when Mn2+ is properly coordinated in the ZnS 
lattice, the luminescence data would seem to confirm our 
interpretation of the changes in (T) as being due to an influx of 
Mn into the ZnS grains. If the self-activated emissions are due 
to the Vzn-Al pair, substantial Mn compensation coupled 
with the out diffusion of defect structures, could result in the 
removal of this band. 

The integrated luminescence intensity for the ZnS: TbFx 

samples also increases as the sintering temperature increases. 
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In this case, however, it is not due to an activation of the intentional dopant luminescence, as is 
shown in Fig. 4. Up to 500 °C, the characteristic Tb lines are obtained and dominate the 
spectrum, although signs of an increasing broad background are apparent. The overall intensity 
of the luminescence remains essentially constant, as long as the spectrum retains the Tb signature. 
At 650°C the spectrum is swamped by the presence of a broad emission band, which appears to 
be similar to the self activated emission, both in shape and peak position. One possible 
explanation of these findings is that the combined heat treatment has resulted in a complete 
removal of fluorine from the sample. In this case, Tb3+ would be incorporated into the lattice in 
a manner similar to Al3+> and would likely induce a nearest neighbour Vzh, to accommodate its 
trivalent nature. In this case, the new Tb3+-Vzn complex may well be acting in a manner similar 
to the Al3+-Vzn complex resulting in a similar luminescent process. 
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STUDY OF DEEP LEVELS BY ADMITTANCE SPECTROSCOPY IN HIGH RESISTIVITY 
P-TYPE 6H-SIC  SINGLE  CRYSTALS. 

A. O. Evwarave. S. R. Smith and W. C. Mitchel 
Wright Laboratory, Materials Directorate, MLPO 
Wright-Patterson Air Force Base, Ohio 45433-7707 

ABSTRACT 

Deep levels in high resistivity p-type 6H-SiC has been studied using optical admittance 
spectroscopy (OAS ). Besides the conductance peak due to the band to band transitions, there 
are three conductance peaks in the spectra of most of the samples. The conductance peak due to 
the vanadium donor (0/+) level at Ev+ 1.55 eV is identified. The persistent photoconductance 
(PPC) at this defect was also studied. The decay kinetics of the PPC follow the stretched 
exponential form. The potential barrier against recapture of carriers was determined to be 220 
meV for the vanadium donor level. 

INTRODUCTION 

Silicon carbide has excellent physical and electronic properties that make it the material 
of choice for the fabrication of electronic devices that can operate at high temperatures, high 
speeds, high frequencies and high power levels. Several silicon carbide based electronic devices 
have been fabricated with encouraging results1"4. Because the bulk silicon carbide is grown at 
high temperatures, the resulting single crystals contain high concentration of chemical 
impurities. The most common chemical impurities incorporated during growth are nitrogen, 
boron, vanadium and titanium. Nitrogen and boron establish shallow levels and determine the 
conductivity of the crystals. Vanadium and titanium establish deep levels in the band gap of 
SiC5-6; these levels influence the electrical and optical properties of the compound. Vanadium 
and titanium contaminants have been extensively studied with electron spin resonance (ESR)7,8, 
photo-electron spin resonance (photo-ESR)9 and infrared absorption (IR)7. It is found from 
these studies that vanadium substitutionally occupies the silicon sites in the silicon carbide lattice 
in the following three charge states: \3+Od2) negative, V^ßd1) neutral and V5+(3d°) positive. 
It therefore introduces both donor (V4+(3di)/V5+(3d°)) and acceptor (V>+(3d2)/V4+(3di)) levels 
in the band gap. The location of the donor level (0/+), which has been unambiguously 
determined, is at Ey + 1.6 eV for vanadium occupying the two quasi-cubic sites (ki, k2>. For 
vanadium occupying the hexagonal site, the donor level is at Ev + 1.3 eV. The acceptor level 
(-/0) is located at Ec - 0.6 eV.Since the donor level of vanadium is close to the mid gap of SiC, 
vanadium can be used to control minority-carrier lifetime in SiC based rectifiers. Furthermore if 
sufficient quantities of vanadium are introduced to compensate the dominant residual impurity, 
semi-insulating substrates can be produced. Semi-insulating substrates are required for the 
fabrication of microwave devices. Therefore it is necessary to study further the deep levels in 
high resistivity p-type 6H-SiC. 

Optical admittance spectroscopy10-11 is a more suitable technique for studying defect 
levels near mid gap without resorting to high temperature techniques. The optical admittance 
spectroscopy is a variation of thermal admittance spectroscopy. In the optical variation, the 
experiment is performed at a temperature where thermal emission of carriers from the defect is 
negligible. Carriers are then photoexcited from the defects to the conduction band or from the 
valence band to the defect levels. Optical admittance technique is spectroscopic that allows most 
of the defects within the band gap to be probed. Furthermore, the use of this technique makes it 
possible to study the optical behavior of a particular defect 

In this paper, we report the results of optical admittance spectroscopy studies of defects 
in high resistivity p-type 6H-SiC crystals. Kinetic studies of the slow build up of 
photoconductance and persistent photoconductance in high resistivity samples will also be 
reported. 
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EXPERIMENTAL  DETAILS 

Five bulk p-type 6H-SiC samples were obtained from three different sources. The three 
suppliers use the modified sublimation process to grow the crystals. The resistivity of the 
samples range from 125Q-cm to l^ß-cm at room temperature. All the samples were nominally 
undoped except for one sample that was intentionally doped with vanadium. After oxidation and 
cleaning12, Ni was sputtered onto the silicon surface of the samples and annealed at 900°C for 
five minutes in an atmosphere of forming gas in order to form ohmic contact. Schottky diodes 
for admittance measurements were formed by magnetron sputtering Al dots of 600 \xm in 
diameter through a shadow mask onto the carbon surface. 

The optical admittance spectroscopy measurements were made with an HP4274A 
multifrequency LCR meter operated in high resolution mode at 20 kHz. Measurements were 
made at temperatures where thermal emission rates are negligible. This temperature varies from 
sample to sample and appears to depend on the resistivity of the sample. A 250W Xenon lamp 
and an Oriel monochromator model 77250 provided the monochromatic light used as the 
photexcitation source. 

RESULTS  AND   DISCUSSIONS 
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Figure 1 
shows a spectrum 
obtained at 190K 
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from one of the 
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Figure 1. A typical optical admittance spectrum obtained at 190 K 
with diodes from one of the samples. The conductance peak (a) at 3.10 eV is 
due to the band to band transitions. The conductance peaks (b) at Ey + 1.55 .   . 
eV, (c) at Ey + 1.05 eV and (d) at Ey +0.78 eV are due to valence band to eV ). This is the 
defect transitions. conductance peak 

labeled (a) in Fig. 
1 and it corresponds to the excitation of carriers from the valence band to the conduction band. 
The value of 3.10 eV for the band gap of SiC at 190K is not unreasonable. As the wavelength is 

increased from X =400 nm, the additional conductance begins to decrease until it reaches its 

pre-illumination values at A =700 nm. This is due to the recombination of photoexcited 
electrons with holes in the valence band. Peak (b) is due to excitation of carriers from the 
valence band to a defect level at Ev+ 1.55 eV. This is the donor level (0/+) of vanadium atom. 
In these high resistivity materials, the deep donor level of the vanadium impurity is ionized 
(V5+(3d°) and electrons can be photoexcited into it. i.e. V5+(3d°) + h V(1.55 eV) ->V4+(3d!) 
+ h. ESR experiments confirm that vanadium occurs in the positive charge state (D+) in weakly 
p-type 6H-SiC. The extra hole created by the photo neutralization process changes the 
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conductance of the diode. As the wavelength of the light is scanned away from 800 nm, the 
number of holes generated is smaller and consequently the additional conductance is smaller. 
The energy position of Ey + 1.55 eV for the vanadium donor as obtained here agrees quite well 
with the value of Ey + 1.6 eV determined by photo-ESR. The vanadium related conductance 
peak (b) is observed in all the samples studied; the donor level for the hexagonal site at Ey + 1.3 
eV is not observed in any of our samples. The conductance peak due to this level ought to occur 
in the spectrum at X =954 nm. The reason for this failure is not understood at present. 

The conductance peak (c) is due to excitation of carriers from the valence band to a 
defect level at Ey + 1.05 eV. It is observed in all the samples studied; it may be a vanadium 
complex. The conductance peak (d) occurs in some samples but not in others. It may not be 
related to vanadium since it does not occur in the vanadium doped sample. 

The photo conductance behavior of the defect at Ey + 1.55 eV was further studied by 
illuminating a diode from any of the samples at appropriate temperature with light of wavelength 
A =800 nm. This is the excitation wavelength of peak (b). 

Figure 2 shows 
the variation of 
the additional 
conductance Gp 
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Similar 
photconductance 
transients     at 
different 
temperatures were 
obtained for each 

Figure 2. The variation of photoconductance Gp in a sample with illumination  2£ l e   samPles- 
time at three representative temperatures (T= 220,230 and 240K). The dark conductance  ^ese 

G(j has been subtracted from the data. The solid lines are fits to the experimental data photoconductance 
using Eq. l. transients can be 

described fully by 
the following expression: 
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where Gmax is the maximum photo induced change of the conductance and a is a rate 
associated with the persistent photoconductance build up process. The solid lines are the fits to 
the data using the above expression. Similar fits were made to the data from other samples. We 
see from this figure that Gn increases with temperature. For an exposure time of 400s, Gp 
increased from 0.022(xS at 220K to .052nS at 240K; an increase of over 200%.If the carrier 
capture rate at the defect level is temperature dependent, then more carriers are captured as 
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temperature is increased thereby increasing the photoconductance. This is exactly what is 
observed here. .    . ,,      , , 

When Gp reached its saturation value, the excitation source was turned oft, and the 
decay of Gp was monitored as function of time. Figure 3 shows the decay of Gp at three 
representative temperatures, T=195,210 and 220K. The curves have been normalized to unity 
at t=0 0, when the light was turned off. The dark conductance values have been subtracted out 
At T=195K the photoconductance is 50% of its initial level after 600s decay while at 220K it is 
only 15% of its initial level after 600s decay time. The decay is due to the capture of excess 
holes by the neutral vanadium donor level. The decay is clearly temperature driven and the data 
can be fitted with Williams-Watts exponential of this form: 

G (t) = G (o)exp Oß 
(2) 

where Gp is the conductance at time t, Gp(0) is the conductance at t=0, T is the decay constant 

and B is the stretching factor. 
The solid lines 
through the data 
points in Fig. 3 
are fits using the 
above expression. 
The decay of PPC 
in III-V, II-VI 
compounds and in 
n-type 6H-SiC 
follow the 
stretched 
exponential form 
similar to the 
results obtained 
here. But different 
mechanisms have 
been suggested as 
being responsible 
for the observed 
PPC in each 
material. 
However, it is 
now generally 
accepted that upon 
ionization of a 
defect in certain 
materials,  there 

occurs a lattice rearrangement in the vicinity of the defect that leads to metastability. This lattice 
relaxation establishes a potential barrier that prevents the recapture of photo excited carriers. In 
our case the ionized vanadium is neutralized and this causes lattice rearrangement in the vicinity 
of the defect. The established potential barrier prevents the excess holes from being captured by 
the neutral donor level thereby prolonging the photoconductance after the excitation source was 
turned off. The time constant T is thermally activated and its temperature dependence is of this 
form: 

600 800 
TIME( sec ) 

1000 1200 

Figure 3. PPC decay curves were obtained at 195,210 and 220 K. Each curve is 
normalized to unity at t = 0 when the light was turned off. The solid lines are fits to the 
data using the Williams-Watts exponential. 

T = T0 expi (¥) (3) 

542 



where T0 is the time constant without the potential barrier, T is the temperature, Erec is the 
potential barrier and K is the Boltzmann constant. 

50 55 

1/KT(  eV )'1 

Figure 4. Plots of Ln T    vs 1/KT for four of the samples used in this 
experiment. The potential barrier height of 220 meV was obtained. 

The potential barrier Erec is obtained from the plot of Ln T versus 1/KT. Figure 4 shows the 
plots of Ln T vs 1/KT for four of the samples used in this study. The straight lines through the 
data points are leasts squares fits to the data points. While the decay kinetics depend on the 
resistivity of the sample, the barrier height which is obtained from the slopes of the straight lines 
does not vary significantly from sample to sample. The average barrier height obtained for the 
vanadium donor level is 220 meV. 

CONCLUSION 

Optical admittance spectroscopy has been used to study deep defects in high resistivity 
p-type 6H-SiC. The vanadium donor level at Ey+ 1.55 eV is clearly identified. The decay 
kinetics of Gp due to this defect were studied and found to follow the stretched exponential 
form. The potential barrier height of 220 meV was determined. The photoconductance due to 
the vanadium donor level persisted for several hours even at high temperatures. 
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LOCAL VIBRATIONAL MODE (LVM) SPECTROSCOPY OF 
SEMICONDUCTORS 

EUGENE E.HALLER 

Lawrence Berkeley Laboratory and University of California at Berkeley, 

Berkeley, CA 94720 USA 

ABSTRACT 

Impurities and defects with masses smaller than the masses of the host semiconductor crystal 

atoms typically exhibit vibrational frequencies well above the phonon frequency spectrum. 

These vibrational modes produce sharp spectral absorption features in the infrared. Because of 

their strong spatial localization these modes are not affected by neighboring impurities and/or 

defects with concentrations up to 1019 cm-3. This insensitivity is especially advantageous when 

the free carrier concentration must be reduced through the introduction of electron irradiation 

defects or when highly doped thin layers must be investigated. LVM spectroscopy with 

perturbations such as polarization of the probe light, uniaxial and hydrostatic stress, and isotope 

substitution has been highly successful in identifying the structure and composition of a large 

number of defect complexes. Hydrogen, in particular, forming a wide variety of complexes in 

elemental and compound semiconductors has been extensively studied with LVM spectroscopy. 

For example, it has been shown recently that nitrogen acceptors are hydrogen passivated in 

MOCVD grown ZnSe. Carbon and oxygen have been investigated in all major semiconductors 

with LVM spectroscopy. The extreme simplification of the spectrum of bond centered oxygen 

through isotope enrichment of several Ge crystals has been demonstrated. Additional recent 

investigations of importance to the currently much studied semiconductors will be reviewed. 

INTRODUCTION 

Local vibrational mode (LVM) spectroscopy assumes a very central role among the large 

number of semiconductor characterization techniques which have been developed over the years 

and which are continuously refined and improved. When applicable, this technique allows, in 

many cases, the precise identification of impurity species and their crystal lattice location with 

excellent sensitivity. LVM spectroscopy has become widely used by researchers exploring new 

approaches to doping, identifying dopant atom locations, and studying dopant complex 

formation. Processing engineers use LVM spectroscopy to determine the concentration of 

dispersed, bond centered oxygen or of carbon in a silicon wafer at various stages of fabricating 

complex integrated circuits. 

LVM spectroscopy is a superb research technique in large part because of its spectroscopic 
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nature but it also serves as a quality control tool because it is sensitive, specific and quantitative. 

The aim of this brief overview is to illustrate the above statements with recent examples and 

to point out areas for further fertile studies. Research and development of direct bandgap 

semiconductors for blue light emitting diodes and lasers, as well as the new possibilities offered 

by isotopically engineered semiconductors, are but two areas where LVM spectroscopy will 

make definitive contributions, foremost in doping (species and lattice location), in hydrogen 

passivation of dopants and in dopant interactions among themselves and with defects. 

A further and very attractive aspect of LVM spectroscopy is its conceptual simplicity 

combined with direct and transparent data reduction as compared to many characterization 

methods which require elaborate data analysis schemes which cannot be easily tested or which 

escape physical intuition. 

Space limitations do not allow a very detailed presentation of LVM practice and theory. The 

reader is referred to a number of excellent reviews of this topic. Barker and Sievers * have given 

a detailed treatment of LVMs in semiconductors. Other classical texts have been written by 

Spitzer 2 and Newman. 3 

LVM SPECTROSCOPY 

An impurity atom with a mass lower than the masses of the semiconductor host crystal atoms 

vibrates at a frequency which is higher than the fundamental lattice vibrations. Exceeding the 

maximum frequency which the crystal lattice can support, an impurity vibration cannot 

propagate through the crystal but remains highly localized very near the impurity site. The 

consequence is a well defined, high frequency vibrational mode which presents itself as a sharp 

absorption line in the infrared transmission spectrum of the crystal. 

In its simplest form one describes the local vibration with a linear spring and ball model 

(Fig. 1). The frequency is given by: 

v?oc = C(AUM;it[ice) (1) 

with C = effective spring constant, A = impurity atomic mass and Miattice = interaction mass of 

the lattice. Miattice is on the order of the sum of the nearest neighbor masses of the impurity. 

M lattice 

Fig. 1 A simple model for local vibrations of the impurity atom 
with mass A. The neighbors of the impurity atom are represented 
by M]attjce and the bonds by the spring constant C. 
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Equation (1) readily illustrates a very important aspect of LVM spectroscopy: The impurity 

mass and the masses of the neighboring host lattice atoms directly affect the local mode 

frequency. 

Deliberate substitution of one impurity isotope with another or isotopic engineering of the 

host lattice 4 leads to predictable frequency shifts. The most extreme case is the substitution of 

hydrogen (A=l) with deuterium (A=2) in crystals with large and therefore negligible Miattice- 

The ratio of the hydrogen and the deuterium vibrational mode frequencies is close to V2~ in this 

case. With high resolution Fourier transform instruments and the excellent quality of 

semiconductor crystals, much smaller isotope substitution caused frequency ratios can be 

measured accurately and easily today. 

The simple relation given in equation (1) not only makes possible the identification of an 

impurity through isotope substitution but also the lattice location of the impurity. For example, 

we can readily decide if an amphoteric group IV impurity such as C or Si occupies an As or a Ga 

site in GaAs. Arsenic is monoisotopic with atomic mass A=75 while Ga has a natural 

composition of A=69 and A=71 in a 3:2 concentration ratio. An impurity on a Ga site is 

surrounded by four As atoms with one well-defined value of Miattice, leading to a single sharp 

LVM line. On an As site the same impurity experiences several unique combinations of 

neighboring Ga atoms, leading to a total of nine distinct lines. Because of the close proximity of 

several of the resulting LVM lines, only five separate components have been resolved 

experimentally for SIAS and CAS- 

We take a second example from the very large number of LVM studies with hydrogen 

passivated dopants in many different semiconductors. Whereas the vibrational mode frequencies 

of hydrogen bound to acceptors in silicon strongly depend on the acceptor impurity mass, the 

LVM frequencies of hydrogen passivating donors are insensitive to the donor impurity mass. 

The simple conclusion from this experimental observation is that hydrogen binds directly to 

acceptor dopants but does not bind to donor dopants. Both experiments and theory fully support 

this finding. 5>6 

To first order the value of C in equation (1) is a constant. For large amplitude vibrations, as 

they occur with hydrogen, nonlinearities become important and C must be described by a power 

series. The shift in LVM frequencies with lattice temperature is based on a change of C with the 

positions of the nearest neighbor atoms. 

The successful study of a semiconductor sample with LVM spectroscopy requires the 

transmission of infrared light through the sample or Raman scattering of photons from a near 

surface layer. Transmission spectroscopy is most commonly used because of its high sensitivity 

and simpler instrumentation. Perhaps the most important limitation to transmission spectroscopy 

is free carrier absorption. Heavily doped samples have a very short extinction length for infrared 

photons. If thinning the sample is not feasible, an effective technique which was developed in the 

early phase of LVM spectroscopy makes use of radiation damage. Irradiation with 1 to 2 MeV 
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electrons or gamma rays introduces point defects. In most semiconductors these defects 

constitute deep level centers which remove the free carriers originating from the shallow dopants. 

Except for very high dopant concentrations (>1018 cm-3) the interaction between isolated point 

defects and the local vibrational modes remains small and can be neglected. For highly doped 

thin regions such as ion implanted layers, Raman spectroscopy is the tool of choice for the study 

of impurity LVMs. 
Reducing the sample temperature typically improves the sensitivity and resolution of LVM 

spectroscopy. Coupling to multiphonon modes is reduced and the local oscillator Q-factor or 

lifetime increases. Reduction of the sample temperature to around 50 to 70 K leads to a very 

significant improvement over room temperature measurements but the highest resolution studies 

require sub-liquid helium temperatures. Superb Fourier transform spectrometers and a range of 

cryostats have been developed and are commercially available. With the exception of special 

and difficult cases, LVM spectroscopy has become a routine characterization tool. 

HYDROGEN LVM SPECTROSCOPY IN SEMICONDUCTORS 

In the past fifteen years the study of hydrogen in a wide variety of semiconductors has 

become a major area of research. The first electrical activity of hydrogen in a semiconductor 

was discovered in ultra-pure, hydrogen atmosphere grown Ge single crystals. 7 Hydrogen 

activates the isoelectronic impurities Si and C in these crystals and turns them into shallow 

acceptor complexes. 8 The neutral impurity oxygen forms a shallow donor complex when 

combined with hydrogen." 
The discovery of hydrogen passivation of shallow acceptors by in Si 10- u and a few years 

later of shallow donors in Si n marks the beginning of a new sub-field of semiconductor 

research which has remained active worldwide to this date. 
Hydrogen has been shown to passivate acceptors and donors by binding directly to the 

dopant atom or to a nearby host lattice atom. In the case of acceptors in Si, GaAs and other III-V 

compound semiconductors, hydrogen occupies one of the four bonds in the form of a 

proton Fig. (2). 
In this bond centered (BC) position hydrogen is clearly bound to both neighbors, the 

acceptor impurity and a host lattice atom, though the relative bond strengths may differ. This 

model was established based on the sensitivity of the hydrogen stretch vibration frequency to 

the specific acceptor dopant species in a given semiconductor. For example, in silicon one 

finds the following hydrogen stretch vibration frequencies: 
vB_H = 1907 cm"1, vA1_H = 2201 cm"1 , and vGa_H = 2171 cm-1.13 

Despite dedicated efforts, hydrogen-indium accep-tor vibrational modes have not been 

observed.14 

In sharp contrast, passivation of donors in silicon leads to LVM lines which are only very 
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Fig. 2 Bond-centered configu- 
ration of the B-H complex in Si. 
The black sphere represents H. 

weakly sensitive to the donor species. The hydrogen stretching vibrational frequencies of 
hydrogen-donor complexes are: vP_H =1555.2 cm" , vAs_H = 1561.0 cm", and 

va_H = 1561.7 cm"' .1S These experimental finding in turn led to a model in which 

hydrogen binds to one of the Si neighbors of the donor in an antibonding position (Fig. 3). 

A number of reviews 6- 16 and books 5- 17 have 

been written on hydrogen in semiconductors and the 

reader is referred to these for comprehensive 

information. Here we will focus on some of the early, 

key studies and on recent contributions LVM 

spectroscopy has made to the understanding of 

hydrogen in semiconductors. 

Uniaxial stress applied to Si samples containing 

acceptor-hydrogen complexes has been shown to align 

the symmetry axes of these complexes. 18 The LVM 

lines show orientational splitting which in turn helps 

in determining the symmetry of the complexes. An 

especially elegant study of the boron-hydrogen center 

in Si showed that hydrogen can move relatively easily 

between the four bonds of the boron atom with its 

silicon neighbors. 19 This motion can be frozen out at 

low enough temperatures. When stress is applied at 

high temperatures and during cooling down of the 

sample, the ratio of the intensities of LVM absorption 

lines for parallel and perpendicularly polarized light 

are a direct measure of the degree of alignment of the 

complexes. Removal of the stress and slow warming 

allows the center to reorient randomly with a certain 

time constant. An activation energy for the barrier 

between equivalent hydrogen positions in B-Si bonds 

of 0.19 eV has been determined in this way. 

Calculations of total energy surfaces for hydrogen 

moving through the Si lattice containing B acceptors 

find a barrier value of 0.2 eV between neighboring B- 

Si, bonds in surprisingly good agreement with the 

experimental results. 20 An interesting question 

regarding the type of hydrogen motion around the boron acceptor was raised by Stoneham. 21 In 

view of the large zero-point energy of hydrogen in the boron-silicon bond corresponding to 0.12 

eV, he suggested that tunneling may play a role. Because of the large relaxation of the boron and 

Fig. 3 Anti-bonding configuration 
of the As-H complex in Si. The 
black sphere represents H. 
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silicon atoms along the axis of the boron-hydrogen complex, tunneling is an unlikely process at 

low temperatures. 22 At higher temperatures this question has been readdressed recently by 

Cheng and Stavola. 23 It is instructive to follow the evolution of such a basic question over time 

and to see how long it can take until it is finally settled. 

LVM spectroscopy played as important a role in the detection and identification of 

hydrogen-dopant complexes in III-V semiconductors as it did in silicon. A very extensive body 

of experimental and theoretical results has accumulated over the years and has been documented 

in several reviews.6-17> 24 We will summarize first some of the well-established results obtained 

with the best studied III-V semiconductor GaAs and then present some recent findings which 

have been obtained with GaP, GaN and ZnSe. 

In close analogy with Si, a large number of acceptor-hydrogen and donor-hydrogen 

complexes have been discovered in group III-V semiconductors. Carbon-hydrogen is perhaps the 

most thoroughly studied complex in GaAs. 25 It is a technically important complex because 

carbon has become a preferred acceptor in GaAs due to its low diffusion coefficient and the very 

high concentration which can be achieved with MBE growth (>1021 cm-3). Taking all possible 

configurations of isotopic compositions (12C, 13C, 'H, 2H) and vibrational modes (stretch, wag, 

transverse, longitudinal) into account, one expects sixteen distinct infrared absorption lines. It is 

impressive that all sixteen modes have now been observed 26 and that good agreement is found 

between experiment and theory.27 The model for carbon and other group IV acceptor-hydrogen 

complexes is shown in Fig 4a. 28 This model satisfies our intuition. The group IV acceptor has 

four bonds, three to the As neighbors and one to the bond centered hydrogen. The valence 

electrons of the As which are no longer bonded to the group IV acceptor, form three bonds to Ga 

neighbors and a lone electron pair. This is a common electron configuration (e.g. ASH3). 

The group IV dopants can, in principle, occupy the As or the Ga sites, i.e., they are 

amphoteric. While this behavior has been observed for Si, Ga, and Sn, C has never been found 

on Ga sites where it would act as a donor. 29 

(a) (b) 

Fig. 4 Schematic representations of dopant-hydrogen complexes in III-V semiconductors; 
filled spheres: group V host lattice atom, empty spheres: group III host lattice atoms, 
dotted sphere impurity atom; a) group IV acceptor-hydrogen complex (e.g. GaAs:CAs,H), 
b) group II acceptor-hydrogen complex (e.g. GaAs:BeGa,H), c) group IV donor-hydrogen 
complex (e.g. GaAs:SiGa,H). (Courtesy Refs. 28, 32) 

552 



There have been many hydrogen 

passivation studies of group IV 

acceptors in several III—V compounds 

other than GaAs. Recently an extensive 

study of CA.S-H complexes in AlAs 

epilayers has been reported. 30 Of the 

sixteen possible vibrational modes based 

on the model shown in Fig 4a, twelve 

have been measured. The frequencies of 

the various modes compare remarkably 

well with results from ab initio local 

density functional calculations and from 

a simple "spring and ball" harmonic 

oscillator. An intriguing aspect of the 

C-H vibrations in AlAs is the anti- 
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crossing behavior of the carbon-like and   ?;Presentthe H-° As pair. The observed LVM 
frequencies were used to generate the spring constants 

the hydrogen-like modes shown in Fig.   using a least-squares fit. The curves show the 
5. It is important to notice that while   variations in the frequencies when the mass of the 

hydrogen atom is regarded as an independent variable. 
hydrogen is mostly bound to the carbon   The four 'carbon-like' modes (Y2, E) detected for all 
acceptor it clearly senses the presence of   possible is°!°P*c combinations are shown by open r ■> r squares. The frequencies predicted by abimtto 
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The C-H complex in GaP has been (Courtesy R<* 30). 

investigated by Clerjaud. 31 It can be aligned with uniaxial stress and frozen-in at low 

temperatures just like the B-H complex in Si. An activation energy for reorientation of 0.35 eV 

with a prefactor of 1012 s~l has been determined. This relatively low energy gives strong support 

to the model shown in Fig. 4a. It again illustrates that the hydrogen is located in a potential 

energy minimum between carbon and one of its neighbors near the bond center rather than being 

bound exclusively to the carbon acceptor. 

The group II acceptors have been studied in detail and, based on isotope effects and theory 

the model shown in Fig. 4b is the accepted configuration 32. Recently the Znca-H complex was 
discovered in GaP. 33 The stretch vibration frequency VH = 2379.0 cnrl is close to the value 

found for H passivated Zn in InP (vH = 2287.7 cm"1) and the frequency ratios for the isotopes H 

and D are also similar (vH/vD)GaP = 1.3756 and (VH/VD)IIIP = 1.3744. The Zn-H bond- 

stretching frequency in a free molecule is only 1600 cm-1. These findings strongly support the 

model shown in Fig. 4b.   The hydrogen is more strongly bound to one of the phosphorus 
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neighbors of the ZnGa acceptor. The values of the frequency ratios are significantly smaller than 

the expected V2~. Deviation from the simple harmonic oscillator potential (anharmo-nicity) is the 

most likely reason for this reduced value. Support for this assumption also comes from the 

observation that the deuterium related absorption line is more than a factor of 2 sharper than the 

hydrogen related line. The cause for this difference lies in the much smaller amplitude of the 

deuterium vibration. 
Donors have been passivated in II-VI semiconductors and have been extensively studied with 

LVM spectroscopy. As in Si, donor-hydrogen complex formation is more difficult to achieve 

than acceptor hydrogen complex formation. A simple explanation for this difference comes from 

charge state arguments. In n-type materials where hydrogen assumes either a neutral or positive 

charge state, it readily forms immobile H2 molecules. 
An interesting question has been raised during studies of group VI donor passivation in 

GaAs. 34> 35 All of their experimental findings support hydrogen bound to one of the Ga host 

atom neighbors of the group VI donor in an anti-bonding position. However they could not 

observe the small splitting of the hydrogen stretch vibration which is expected from the two Ga 

isotopes with masses A = 69 and A = 71 present in a 3:2 concentration ratio in natural Ga. This 

puzzle awaits an explanation. 
AIII-V family of semiconductors which are currently attracting much attention are the group 

Ill-nitride compounds. Whereas it is relatively easy to grow strongly n-type doped GaN, 

difficulties are encountered when large electrically active acceptor concentrations must be 

achieved. LVM spectroscopy of Mg doped GaN indicates hydrogen passivation of this acceptor 

through Mg-H complex formation. 36 It is expected that detailed LVM studies with these 

materials will help in understanding the doping limitations and may lead to ways of 

circumventing some of the problems. 
For several reasons the number of LVM studies of hydrogen related centers in II-VI 

compound semiconductors is rather limited. The development of ZnSe and related compounds 

for blue light emitting diodes and lasers posed severe requirements for n- and p- doping. The 

acceptor N appears to be soluble at high concentrations. When grown under hydrogen-rich 

conditions, as they exist in organo-metallic vapor phase epitaxy (OMVPE), only a small fraction 

of the nitrogen atoms form electrically active acceptors. Wölk et al 37 were first in finding the 

N-H stretch and wag vibration modes (vN-H(stretch) = 3194 cm"1, VN-H(wag) = 783 cm1) in 

epitaxial layers of ZnSe:N,H grown on semi-insulating GaAs substrates, lending strong support 

to the argument that N is inactive because of hydrogen passivation. These LVM results were 

verified in part by Kamata et al. 38 

Summarizing this section on H in semiconductors it can be stated that LVM spectroscopy has 

been the single most important technique regarding the determination of the structure of 

hydrogen containing complexes. Because of its low mass and the large mass ratio of the two 

stable hydrogen isotopes it is easily identified and detected with good sensitivity and excellent 
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resolution. The stretch vibration modes lie far above all other modes occurring in semiconductor 

crystals. 

It is somewhat surprising that hydrogen escaped direct observation for such a long time. The 

major reason is related to the difficulty in introducing hydrogen in concentrations which far 

exceed solubility limits and in avoiding the formation of Pfe molecules which are rather 

immobile. It is expected that LVM spectroscopy will continue its important role in the study of 

hydrogen containing complexes in semiconductors. 

LVM SPECTROSCOPY OF LOW MASS DOPANTS AND ISOELEC- 
TRONIC IMPURITffiS IN SEMICONDUCTORS 

Barker and Sievers ' reviewed "optical studies of vibrational properties of disordered 

solids" in their nearly two hundred page article two decades ago. They listed vibrational mode 

frequencies of dozens of impurities in group IV, group III—V and group II-V semiconductors and 

some alloys. Their theoretical treatments are very accessible for the experimentalist and they 

give the depth necessary for a thorough understanding of the various features appearing in LVM 

spectra. In this article we will focus mainly on local modes which are produced by impurities 

with masses smaller than all the host atom masses. Other resonant vibrational modes such as gap 

modes and resonant modes will not be considered. 

The major advances in LVM spectroscopy achieved over the past fifteen years originate in 

the significantly improved sample quality (crystallinity, purity), in new, easy to operate, very 

high resolution Fourier transform spectrometers and associated detectors and in the control of the 

isotopic composition recently achieved for some semiconductors. To illustrate these points we 

will review recent work reported on group IV and group III impurities in GaAs, on local modes 

of Mg in Cdi_xZnxTe and on oxygen in isotopically engineered Ge. All these examples illustrate 

clearly how the use of LVM frequency shifts, caused by impurity and host atom isotope 

composition leads, to an unambiguous determination of the impurity site and all its neighbors. 

B, C and Si in GaAs 

Simple intuition misleads us in assuming that B, as a group III element would always 

assume Ga positions in GaAs. Under Ga-rich growth conditions significant concentrations of B 

are found on As sites (BAS)- The stable isotopes of B are 10B and UB. With the small difference 

in mass between 10B, "B and 12C it is instructive to compare the LVM spectra of BAS and CAS- 

Leigh et al 39 have recently reported a high resolution study of BAS and CAS in GaAs. Figs. 6a) 

and 6b) show the very strong similarity between the LVM spectral signatures of U
BAS and 

12
CAS- The similarity extends to the line intensity ratios and the line width. The five lines are 

due to a total of nine distinct modes. A perturbation theory for this CAS fine structure was 
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Fig. 6 a) The fine structure of the 
LVM line for 12CAs inGaAs 

b) The fine structure of the 
LVM line for n BAs inGaAs 
(Courtesy Ref. 39) 

formulated some time ago. 40 

The impurities can be surrounded by either four 69Ga or 71Ga host isotopes, creating the 

lowest and highest frequencies (a triplet each), by three 69Ga and one 71Ga isotope or vice versa 

three 7IGa and one 69Ga isotope each leading to two modes (a doublet and a triplet) and by two 
69Ga and two 71Ga isotopes resulting in three singlet lines. Using the "direct embedded cluster 

method" described by Sangster et al, 41 the recent studies fit two force constants, the stretch 

constant between the impurity and the nearest neighbors and the bond bending constant. 

After fitting the two constants, the calculated mode frequencies of the five observed lines 

agree with measurements to within 5 and in some case 6 digits for 10
BAS, 

U
BAS, 

12
CAS and 

13
CAS- Leigh et al 39 also derived a relationship between the impurity isotope substitution shifts 

and the fine structure caused by the nearest neighbor host isotope effects. As long as a harmonic 

model is used one finds, based essentially on the expression given in equation (1) the following 

expression: 
y-.i' m >M \A    Äflt 

(2) A2 
CO 

m 

ni 
+ 2(^-l)^-^ 

ni       ÖM (o 

M, a)' and m, m' refer to the impurity LVM frequencies and masses respectively while M is the 

host isotope mass and 6M the change (small!) is host isotope mass. The expression given in (2) 

has been tested with experimental values for 10B, UB, and 12C and 13C and gives an accuracy of 

1 in 105 ! It is this extremely good agreement between theory and experiment which gives us 

great confidence in the impurity site identifications proposed on the basis of LVM spectroscopy. 

The possibilities for Si LVMs in GaAs are richer because this impurity, contrary to carbon, 

shows amphoteric behavior. 42 The three stable isotopes of Si (A = 28, 29, 30) lead to sharp 

LVM lines when they occupy a Ga site and are surrounded by four monoisotopic 75As host 

atoms.  On the As site the most abundant 28Si has been shown to produce a multi-line pattern 
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because of the different Ga isotope mass combinations. In addition to these modes 

corresponding to isolated Si impurities, new modes caused by Sioa-SiAs donor-acceptor pairs 

and SiGa-VGa have been identified. Further modes have been tentatively assigned to a complex 

involving SiAs and Voa- 

A new Si related mode has been discovered in Si doped n-type GaAs under large hydrostatic 

pressure. Wölk et al. 43 assigned this mode to the metastable Si DX center which forms a deep 

localized electron state. The structure of the Si DX center has been proposed by Chadi and 

Chang 44 and consists essentially of a Si impurity bound only to three As neighbors. It moves 

along the broken bond direction away from the As neighbor by over one Ängstrom. From the 

ratio of the LVM lines of regular Si donors on Ga sites and Si in the DX configuration as a 

function of acceptor compensation, Wölk et al. were able to give experimental support for the 

predicted negative charge state of the DX center. 

Mg in Cdi_xZnxTe 

The zincblende semiconductors CdTe and ZnTe and their alloy Cdi_xZnxTe are finding 

important applications as radiation detector materials,45 as substrates for Hgi_xCdxTe epitaxy, 
46 and in green and blue light emitting diodes and lasers. 47 The increased interest in 

thesematerials has led to significant efforts towards improving their crystalline quality and 

purity. 

Low mass, electrically inactive impurities have recently been studied in detail in these II- 

VI compounds using LVM spectroscopy. We focus our discussion on Mg in Cd or Zn lattice 

positions. Natural Mg has three stable isotopes with atomic masses A = 24 (79%), 25 (10%), and 

26 (11 %). The expected three LVM lines are well resolved for Mgcd in CdTe (Fig. 7) and Mgzn 

in ZnTe (Fig. 8a). 
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CD 
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15 

 Mg in CdTe 
T=5K 

8     10 
Ü 

6       5 

n 
<     o 

240 250 260 

Wavenumber (cm"1) 
Fig. 7 Absorption spectrum of Mgcd local modes in CdTe (Courtesy Ref. 48) 
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Fig. 8a Absorption spectrum of 
Mg zn   local modes in ZnTe 
(Courtesy Ref. 48) 
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274 275 

Fig. 8b Fine structure of the local 
mode of 24 Mg in ZnTe 
recorded with   a   0.02 cm 1 

resolution showing the effect of 
the four nearest neighbor Te 
atoms (Courtesy Ref. 48). 

Surrounded by four Te atoms with isotopic masses ranging from A = 120 to A = 130 we expect 

significant fine structure due to nearest neighbor interactions between Mgzn and Te. 

Sciacca et al. 48 have succeeded in partially resolving this rich fine structure (Fig. 8b). As in 

the case of CAS hi GaAs the various combinations of Te neighbors can be statistically evaluated 

and it should be possible to analyze the line shape in detail. This has not been accomplished so 

far, but it is evident that the intensity of the 24Mg LVM line peaks on the low frequency side as 

one would expect from the abundance of the heavier stable Te isotopes (126Te (19%), 128Te 

(32%), and 130Te (34%)). 

Other group II isoelectric impurities such as Ca on group II host atom places and Ste give 

rise to similar LVM spectra. A very interesting further complexity with additional physical 

information arises when a II-VI semiconductor with the wurtzite structure instead of zincblende 

structure is used for such LVM studies. The host lattice sites have a lower symmetry, reduced 

from tetrahedral (Td) to trigonal (C3V). This in turn leads to a splitting of the degenerate LVM 

lines of Mg, an effect which has been observed with CdSe by Sciacca et al. 48. 

A most interesting experimental result has been obtained with Mg LVM studies in a series 

of Cdi_xZnxTe with x ranging from 0 to 1. 48  The line position shifts linearly with x from 
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v„    (CdTe) = 253.3 cm"1   to v2l    (ZnTe)= 272.3 cm"1 (Fig. 9a). 
Mg Mg 

It appears that the local force constants given by the bonds of Mg to its four neighbors can 

be approximated by an effective value within the virtual crystal approximation (VCA): 

Ceff=Ccd(l-x) + CZnX (3) 

The line width on the other hand follows a broadening pattern which is encountered for 

various physical properties in random alloys. The full width at half maximum (FWHM) is 

found to follow (Fig. 9b): 
FWHM oc x(l-x). (4) 

Electrical conduction in metal alloys follows the same kind of dependence. 49 . When metal 

alloys order for special ratios of the individual constituents one observes sharp increases in 

electrical conductivity. It will be interesting to attempt to induce ordering in Cdi_xZnxTe and, if 

successful, to investigate the effect on linewidth. 

270 

E o 

,s   260 

250 

E o 

Fig. 9 a)Plot of the local 
mode frequency (vioc) of 
24Mg in Cdi_xZnxTe as a 
function of the Zn 
concentration x. The full 
circles are experimentally 
observed line positions 
and the line represents 
their dependendce on x 
according to the virtual 
crystal model in which 
the Mg-Te force constant 
varies linearly with x. 
b) Full width at half 
maximum of the 24Mg 
LVM in Cdi-xZnxTe as a 
function of x. The data fit 
a x(l-x) dependence, 
typical for certain alloy 
properties (see text). 
(Courtesy Ref.48) 
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O in Isotopically Controlled Ge 

Oxygen is one of the most important impurities in semiconductors. Crystals grown by the 

Czochralski technique from a melt contained in silica crucibles contain oxygen generated by the 

reduction of the crucible material by the melt. For the majority of Si based devices, oxygen is a 

desirable impurity because it can be used to form silica precipitates which are excellent gettering 
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centers for a wide range of undesirable impurities. Because of the importance of oxygen, a large 

number of studies have been performed over the past forty years. Kaiser, Keck and Lange 50 

discovered the oxygen related infrared band near 9um for Si and near 11.6 urn for Ge. These 

bands have been assigned to stretching vibrations of the oxygen in its bond centered position. 

The "quasi-molecules" Si-O-Si and Ge-O-Ge with oxygen puckered away from the < 111 > axis 

have been successfully used to model the oxygen LVMs. All three normal modes vi, V2, and V3 

of such a molecule have been found for Si at 30 cm-1, 515 cm-1 and 1136 cm-1, respectively. 

Coupling between the three modes due to anharmonicity was first suggested by Bosomworth et 

al. 51. 

Whereas natural Si consists of three stable isotopes with 29Si present very dominantly at 

92%, natural Ge consists of five isotopes: 70Ge (21.23%), 72Ge (27.66%), 73Ge (7.73%), 74Ge 

(35.94%), and 76Ge (7.44%). In Si there exist five isotopic configurations for the Si-O-Si 

molecule while in Ge there are eleven combinations which lead to distinct oxygen LVM 

frequencies. 
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Fig. 10 High resolution spectrum of the V3 local mode vibrations in Ge of natural 
composition. There exist 11 distinct average masses of the two Ge isotopes 
neighboring O. The fine structure of each line is due to the coupling between the 
V2 and the V3 modes. (Courtesy Ref. 52) 
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The number of relevant mass combinations is smaller than the number of all possible 

combinations because only the average host atom mass or -(M*Ge) + A(yGe)) has an influence 

on the oxygen vibrational mode (e.g. 73Ge-i60-73Ge and 70Ge-i6O-76Ge result in the same 160 

LVM frequency). Mayur et al. 52 have recorded the oxygen LVM spectrum in natural and in 

isotopically controlled oxygen doped single crystals of Ge at very high resolution (Figs. 10 & 11). 

The individual lines in Fig. 10 are labeled with the average mass of the two immediate 

neighbors of the oxygen atom. There are no Ge isotopes with half masses or mass 71 and 75! 
Each of the lines shows a splitting which is due to the coupling of the v2 and the v3 modes. 
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Figs. 11 a) - d) Temperature dependence of the v2 + v3 coupling excitations in 
70Ge. The coupling excitations are identified in the inset in d). (Courtesy Ref. 52) 
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In Fig. 11 we see the 70Ge-16O-70Ge LVM lines in an isotopically pure 70Ge crystal as a 

function of temperature. The simplification of the LVM spectrum is as impressive as one would 

expect. The small double peak at 863.4 cm-1 is caused by the residual 72Ge isotope present at 

-4%. The various components become thermally activated and from the dependences of their 

intensities on temperature, one can derive the energies of the V2 modes in the ground state of the 

V3 mode. The experimentally determined values are in good agreement for theoretical results 

obtained for a rigid rotor. Without the selective simplification of the oxygen. LVM spectrum 

made possible through isotope control, the V2 + V3 coupling could not have been investigated! 

CONCLUSIONS 

LVM spectroscopy has been used extensively to determine the lattice location of a large 

number of low mass impurities in many semiconductors. It is not necessary for an impurity to be 

electrically active or to have an unpaired electron spin as is required for electronspin resonance 

techniques. Identification of the impurity through impurity isotope shifts is unambiguous in very 

many cases. It is impossible to offer a comprehensive coverage of all the hydrogen related LVM 

studies performed in elemental group IV and compound groups III—V and II—VI semiconductors 

in the past fifteen years. The reason for the great popularity of the technique is based on the 

above statements regarding positive identification but also because of the good sensitivity of 

LVM spectroscopy, the large mass ratio between H and D and the possibility of using rather high 

impurity concentrations without loss of good resolution. This latter property is a direct 

consequence of the strong localization of LVMs. 

LVM spectroscopy has been used productively with impurities other than H or D. Indeed, 

as long as the impurity mass is smaller than at least one of the host atom species we can observe 

gap modes. We have restricted our choice of examples to the simplest and clearest cases for 

which the impurity mass is smaller than all the host crystal constituents. 

A new dimension for LVM spectroscopy has been opened by isotopically engineered 

semiconductors.4 The selective simplification achieved through isotope control has already lead 

to new results with O in Ge. It would be intriguing to test our knowledge about CAS in GaAs 

with isotopically "pure" 69Ga75As and 71Ga75As single crystals ! 

Some of the semiconductors which have recently attracted great interest because of 

applications in blue light emitting diodes have not been thoroughly investigated with LVM 

spectroscopy. To our knowledge there exists but one report on H passivation of acceptors in 

GaN which is based in part on hydrogen LVM spectroscopy 36. We expect many more studies to 

follow. 

In closing it should be stated that LVM spectroscopy with high resolution Fourier 

transform spectrometers does not only produce exquisite spectra in many semiconductor studies, 

but it has found its place in semiconductor processing lines as a characterization tool. Dedicated 
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Fourier transform spectrometers are used to measure the concentrations of atomically dispersed 

oxygen in silicon at various processing stages. Based on these facts we foresee a very bright 

future for both broader and more refined uses of LVM spectroscopy in research, development, 

and fabrication. 

ACKNOWLEDGEMENTS 

I am indebted to my former and present students and many colleagues for fruitful 

collaborations and discussions involving the topic of LVM spectroscopy. I thank them for letting 

me use their results, some of them as yet unpublished, in this review. Special thanks go to R. 

Jeanloz, U.C. Berkeley for his support in acquiring a new, high resolution spectrometer. This 

work has been supported in part by AFOSR contract I49620-91-C-0082, USNSF grant DMR 94- 

17763 and by the Lawrence Berkeley Laboratory Directed Research and Development program 

through USDOE Contract DE-AC03-76SF00098. 

REFERENCES 

1.)      A.S. Barker Jr., and A.J. Sievers, Rev. Modern Physics 47, Suppl. 2 (1975) 
2.)      W.G. Spitzer, Festkörperprobleme XI, Advances in Solid State Physics, 

O. Madelung, ed. (Pergamon, Vieweg, Germany, 1971). 
3.)       R.C. Newman, Infrared Studies of Crystal Defects , (Taylor & Francis, London 

1973); see also Festkörperprobleme XXV, Advances in Solid State Physics, 

P. Grosse, ed. (Vieweg, Braunschweig, 1985). 
4.)       E.E. Haller, J. Appl. Phys. 77, (7) 2857 (1995). 
5.)      see articles in Hydrogen in Semiconductors: Semic. & Semimetals 34, 

J.I. Pankove and N.M. Johnson, eds., (Academic Press, Orlando, FL, 1991). 
6.)       E.E. Haller, in Handbook on Semiconductors Vol 3b, S. Mahajan, ed., 

(Elsevier Science BV, Amsterdam 1994); pp. 1515-1555. 
7.)       E. E. Haller, "Hydrogen-Related Phenomena in Crystalline Germanium," Chapter 

11 in :  Hydrogen in Semiconductors: Semiconductors and Semimetals Vol. 34, 
J.I. Pankove and N.M. Johnson, eds., (Academic Press, Orlando, FL ,1991); 

pp 351-380. 
8.)      J. M. Kahn, R. E. McMurray, Jr., E. E. Haller and L. M. Falicov, Phys. Rev. B 36, 

No. 15, 8001 (1987). 
9.)       B. Joos, E. E. Haller and L. M. Falicov, Phys. Rev. B 22, 832 (1980). 
10.)     T. Sah, J.Y.G. Sun, J.J. Tzou, Appl. Phys. Lett. 43,204 (1983). 
11.)     J.I. Pankove, D.E. Carlson, J.E. Berkeyheiser and R.O. Wance, Phys. Rev. Lett. 

51, 2224 (1983). 
12.)     N.M. Johnson, C. Herring and D.J. Chadi, Phys. Rev. Lett. 56,769 (1986). 
13.)     M. Stavola, S.J. Pearton, J. Lopata, and W.C. Dautremont-Smith, Appl. Phys. 

Lett. 50,1086 (1987). 

563 



14.)     M. Stavola, provate communication. 
15.)     K. Bergman, M. Stavola, S.J. Pearton, and J. Lopata, Phys. Rev. B 37, 2770 

(1988). 
16.)     E.E. Haller, Semic. Sei. Technol. 6, 73 (1991). 
17.)     see articles in Hydrogen in Compound Semiconductors, S.J.  Pearton, ed., 

Materials Science Forum 148/9, (Trans. Tech. Publ. 1994). 
18.)     K. Bergman, M. Stavola, S.J. Pearton, and T. Hayes, Phys. Rev. B 38, 9643 

(1988). 

19.)     M. Stavola, K. Bergman, S.J. Pearton, and J. Lopata, Phys. Rev. Lett. 61, 2786 
(1988). 

20.)     P.J.H. Denteneer, CG. Van de Walle and S.T. Pantelides, Phys. Rev. B 39,10809 
(1989) and Phys. Rev. Lett. 62,1884 (1989). 

21.)     A.M. Stoneham, Phys. Rev. Lett. 63,1027 (1989). 
22.)     G. Watkins, Proc. 15th Intl. Conf. Defects in Semiconductors, G. Frerenczi, ed. 

(Trans. Tech. Publ., Switzerland, 1989), p. 39. 
23.)     Y.M. Cheng and M. Stavola, Phys. Rev. Lett. 73, 3419 (1994). 
24.)     R. Darwich, B. Pajot, B. Rose, D. Robein, B. Theys, R. Rahbi, C. Porte, and F. 

Gendron, Phys. Rev. B 48,17776 (1993). 
25.)     B. Clerjaud, F. Gendron, M. Krause and W. Ulrici, Phys. Rev. Lett. 65, 1800 

(1990). 
26.)     B.R. Davidson, R.C. Newman, T.J. Bullough, and T.B. Joyce, Semic. Sei. and 

Technol. 8,1783 (1993). 
27.)     R. Jones and S. Öberg, Phys. Rev. B 44, 3673 (1991). 
28.)     J. Chevallier, B. Pajot, A. Jalil, R. Moustefaoui, R. Rahbi, and M.C. Boissy, Mat. 

Res. Soc. Proc. Vol. 104,337 (1988). 
29.)     M.J. Ashwin, B.R. Davidson, K. Woodhouse, R.C. Newman, T.J. Bullough, T.B. 

Joyce, R. Nicklin, and R.R. Bradley, Semic. Sei. Technol. 8,625 (1993). 
30.)     R.E. Pritchard, B.R. Davidson, R.C. Newman, T.J. Bullough, T.B. Joyce, and S. 

Öberg, Semic. Sei. Technol. 9,140 (1994) 
31.)     B. Clerjaud, D. Cote, W.-S. Hahn, and W. Ulrici, Appl. Phys. Lett. 58, 1860 

(1991). 
32.)     M. Stavola, S.J. Pearton, J. Lopeta, C.R. Abernathy, and K. Bergman, Phys. Rev. 

B 39, 8051 (1989). 
33.)     M.D. McCluskey, E.E. Haller, J. Walker and N. M. Johnson, Appl. Phys. Lett. 65, 

2191 (1994). 
34.)     J. Vetterhöfer, J.H. Svensson, J. Weber, A.W.R. Leiten and J.R. Botha, Phys. Rev. 

B 50, 2708 (1994). 
35.)     R. Rahbi, B. Theys, R. Jones, B. Pajot, S. Öberg, K. Somogyi, and M.L. Fille, 

Solid State Commun. 91,187 (1994). 
36.)     M.S. Brandt, J.W. Ager III, W. Götz, N.M. Johnson, J.S. Harris Jr., R.J. Molnar, 

and T.D. Moustakas, Phys. Rev. B 49,14758 (1994). 
37.)     J. Wölk, J.W. Ager III, K.J. Duxstad, E.E. Haller, N.R. Taskar, D.R. Dorman and 

D.J. Olego, Appl. Phys. Lett. 63, 2756(1993). 

564 



38.)     A. Kamata, H. Mitsuhashi and H. Fujita, Appl. Phys. Lett. 63, 3353 (1993). 
39.)     R.S. Leigh, R.C. Newman, M.J.L. Sangster, B.R. Davidson, M.J. Ashwin and 

D.A. Robbie, Semic. Sei. Technol 9,1054 (1994). 
40.)     R.S. Leigh and R.C. Newman, J. Phys. C: Solid Sate Phys 15, L1045 (1982). 
41.)     M.J.L. Sangster, R.C. Newman, G. Gledhill, and S.B. Upadhyay, Semicond. Sei 

and Technol. 7,1295 (1992). 
42.)     R.C. Newman, Semicond. Sei. and Technol. 9,1749 (1994). 
43.)     J.A. Wölk, M.B. Kruger, J.N. Heyman, W. Walukiewicz, R. Jeanloz, and E.E. 

Haller, Phys. Rev. Lett. 66,774 (1991). 
44.)     D.J. Chadi and K.J. Chang, Phys. Rev. B 39,10063 (1989). 
45.)     P.N. Luke, Appl. Phys. Lett. 65, 2884 (1994), see also papers in Nucl. Instr. & 

Meth.A352,No.l-3(1994). 
46.)     see papers in Proc. Producibility ofll-VI Materials and Devices , SPIE Proc. Vol. 

2228 (1994). 
47.)     See papers in Proc. 6th Intl. Conf. on II-VI Compounds and Related Opto- 

electronic Materials , J. Crystal Growth 138, No.l^t (1994). 
48.)     M. Dean Sciacca, A.J. Mayur, N. Shin, I. Miotkowski, A.K. Ramdas, and S. 

Rodriguez, Phys. Rev. B 51, March 15 (1995), in press. 
49.)     C. Kittel, Introduction to Solid State Physics, 6th edition (John Wiley & Sons, 

Inc., New York, 1986), p. 582-3 (from C.H. Johansson and J.C. Linde, Ann. 

Phys. 25,1 (1936)). 
50.)     W. Kaiser, P.H. Keck and C.F. Lange, Phys. Rev. B 101,1264 (1956). 
51.)     D.R. Bosomworth, W. Hayes, A.R.L. Spray, and G.D. Watkins, Proc. Roy. Soc. 

London A317,133 (1970). 
52.)     A.J. Mayur, M. Dean Sciacca, M.K. Udo, A.K. Ramdas, K. Itoh, J. Wölk, and 

E.E. Haller, Phys. Rev. B 49,16293 (1994). 

565 



SILICON DELTA DOPING IN GaAs : AN ONGOING ENIGMA 

R.C. NEWMAN*, M.J. ASHWIN*, J. WAGNER*, M.R. FAHY*, L. HART*, S.N. HOLMES* 
AND C. ROBERTS* 
* IRC Semiconductor Materials, The Blackett Laboratory, Imperial College of Science, 
Technology and Medicine, Prince Consort Road, London SW7 2BZ, United Kingdom 
t Fraunhofer Institut für Angewandte Festkörperphysik, Tullastrasse 72, D-79108 Freiburg, 
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ABSTRACT 

Infrared (IR) absorption and Raman scattering are reported from the localized 
vibrational modes (LVM) of Al and Si S-layer superlattices in MBE (100) GaAs grown at 
400°C as a function of the total areal concentrations, [A1]A and [Si]A respectively. The Al 
superlattices show the expected behavior on passing from sub-monolayer (ML) to thicker layers 
(thin AlAs) since the impurities still occupy only Ga-sites. The behavior is very different from 
that found for Si 8-layers. In addition to Si0a reported previously, we now show that Si^, SiGa- 
SiAs pairs and the electron trap Si-X are also present in Si 5-layers and superlattices for 0.05 < 
[Si]A < 0.5 ML. The conductivity of these structures and the concentrations of substitutional Si 
in GaAs at all sites fall to zero for [Si]A> 0.5 ML but a Raman feature at 470-490 cm'1, 
attributed to the vibrations of covalent Si-Si bonds is then detected. This feature is not observed 
in structures containing very closely spaced dilute (0.01 ML) Si 8-planes. It is inferred that 
long-range Si diffusion does not occur in the bulk crystal, although there could be surface 
diffusion during Si deposition. The maximum measured carrier concentrations are always less 
than 2 x 10" cm-', the DX limit. The redistribution of Si amongst the various lattice sites is 
discussed in terms of SiGa DX-like displacements occurring during growth, followed by local 
thermally activated diffusion jumps. It is speculated that AsGa antisite defects and Ga-vacancies 
are produced by this process. The reason why the Si 5-layer is non-conducting remains unclear. 

INTRODUCTION 

Homogeneously silicon doped GaAs layers grown by molecular beam epitaxy (MBE) on 
(100) substrates are n-type with a carrier concentration (n) that initially increases monotonically 
with the silicon concentration, [Si]. At low doping levels essentially all the Si is present as 
isolated SiGa donors. At higher doping levels n passes through a maximum value, nMAX, that 
depends on the growth temperature (T(g)) and then falls to much lower values at the highest 
doping levels [1]. For T(g) = 580°C, nMAX is ~ 5x101« cm-3 [2,3], but higher values of - 2x1019 
cm-3 have been reported for growth at ~ 400-350°C [4-7]. The limiting value of nMAX may 
result from auto-compensation arising from the presence of SiAs acceptors, SiGa-SiAs nearest 
neighbor pairs and a trap labeled Si-X (T(g) > 400°C), DX-behavior (T(g) - 400°C) or the 
introduction of Ga-vacancies that act as deep electron traps (T(g) < 350°C) [8]. This limitation 
is unfortunate because for certain devices larger values of n are required [9-11]. 

An alternative doping method during MBE growth is to attempt to confine the Si0a 

donor atoms to a single plane, a process known as spike or delta (8) doping [9-11]. Ionization 
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should then lead to a sheet of positively charged SiGa donors with electrons occupying states in 
minibands in the adjacent planar V-shaped potential [12]. The growth procedure is to interrupt 
the Ga-flux, deposit the required total areal concentration [Si]A of silicon and then to re-instate 
the Ga flux to produce an overgrowth of GaAs. In the work discussed here the As-flux is 
maintained throughout these steps. This sequence can be repeated many times at regular 
intervals to produce a 8-layer superlattice [13]. Because of surface segregation and diffusion of 
Si atoms during growth, T(g) should be no greater than 400°C to achieve "planar" confinement 
of the dopant [14]. At lower temperatures the layers contain unwanted intrinsic defects, while 
at higher T(g), electrical and optical measurements do not distinguish the properties of the 8- 
layer from those of the GaAs that becomes homogeneously doped immediately adjacent to the 
8-layer as a result of the Si segregation and diffusion processes [13]. 

Previous infrared (IR) absorption measurements of the localized vibrational modes 
(LVM) of the Si atoms in 8-layer superlattices grown at 400°C revealed only the line from 
isolated SiGa donors, usually on a sharply rising background absorption due to free-carriers (Fig. 
1) [13]. The concentration [SiGa] initially increased as [Si]T0T increased (Fig. 2) but then passed 
through a plateau and fell to zero as [Si]A approached 0.5 monolayers (ML) per 8-layer ( 3.4 x 
1014 atom cm-2). The carrier concentration showed the same dependence on [Si]A and also fell 
to zero for [Si]A= 0.5 ML (Fig. 2). This behavior was attributed originally to the formation of 
Sica-Sioa pairs in adjacent surface Ga-atom sites and to larger 2D islands modeled empirically 
by the solid line in Fig. 2. High resolution x-ray diffraction measurements confirmed that any 
spreading of the Si atoms was less than 2 ML for 8-layers with [Si]A = 0.5 ML [15] but such 
measurements are not sufficiently sensitive to study dilute 8-layers [16]. 
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Figure 1. IR spectrum from sample MV1347 (Table I) showing the SiGa LVM prior to subtraction 
of the two phonon and free carrier absorption. 

Figure 2. Variation of the carrier concentration and [SiGa]A as a function of [Si]A. 
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There are on-going attempts to explain the absence of IR absorption, and free carriers for 
[Si]A> 0.5 ML and to determine the sites of the Si atoms after the surface layer is overgrown by 
GaAs. Recent Raman scattering measurements [17] have shown that for these large coverages a 
new spectral feature is present that is attributed to the vibrations of covalently bonded Si-Si 
aggregates. This feature had been observed in previous Raman studies [18] but measurements 
made on samples grown at T(g) > 400°C showed both this new feature and Si LVMs leading to 
some ambiguity of interpretation. This latter observation is in fact simply a result of Si surface 
segregation and / or diffusion out of the 5-layer, as discussed above. The new Raman 
measurements also showed that SiAs acceptors, Si0a-SiAs donor-acceptor nearest neighbor pairs 
and a deep electron trap Si-X (speculated to be a planar AsGa-SiAs-VGa complex [19]) are present 
in addition to SiGa donors for 0.05 ML < [Si]A < 0.5 ML. Improved low noise IR LVM spectra, 
discussed below, are in agreement with these observations. There is an implication that either 
the as-deposited Si atoms do not occupy surface Ga-sites or that there is Si site switching during 
the overgrowth of the deposited layer, leading to the presence of Si-like inclusions. We shall 
also investigate a third possibility that (relatively) long-range Si diffusion occurs to produce 2- 
dimensional clusters by studying dilute (0.01 ML) Si 5-layer superlattices with interlayer 
spacings ranging from 200 to 1ML. In all the present investigations, the measured average 
volume carrier concentration never exceeded -2x10'« cm-3 as found for GaAs grown by other 
methods [19]. 

Before discussing the Si 5-layers we present the results of a parallel IR and Raman study 
of AlGa S-layer superlattices that act as a reference system for the Si doped layers since all the Al 
atoms occupy Ga lattice sites [20]. These results demonstrate quite clearly the difference in the 
behavior of Al and Si impurities. There is a need (a) to explain why there is loss of IR 
absorption when [Si]A > 0.5 ML, (b) to find the lowest value of [Si]A when Si-Si pairs start to 
form, (c) to find the mechanism of formation of complexes such as Si-X and (d) to understand 
the structure of the 'Si-like 8-phase' observed for [Si]A > 0.5ML. 

EXPERIMENTAL DETAILS 

Si 5-doped superlattices (Table I) were grown by MBE at 400°C, all with a nominal 
500Ä spacing but with different values of [Si]A per layer. After growth, the back surfaces of the 
semi-insulating GaAs substrates were polished to give wedge shaped samples. IR spectra were 
obtained over extended periods of - 20 h at a resolution of 0.25 cm1 using a Bruker IFS120HR 
interferometer fitted with a liquid helium bolometer (Si detector) and with the superlattice 
samples held at -10 K. Spectra from semi-insulating (SI) GaAs reference samples were 
subtracted from the composite spectra to remove intrinsic two-phonon features. The free-carrier 
background was then also removed by subtracting a smooth curve (a polynomial of order three) 
to reveal the Si LVM spectrum more clearly. The concentrations of the various centers (Table I) 
were calculated using the calibration factor for which an integrated absorption coefficient (IA) 
=lcm-2 of the LVM corresponds to a concentration of 5x10^ cm-3 (see Ref. 3). 

Raman spectra were obtained with samples at 77 K using a triple monochromator and a 
liquid nitrogen cooled Si charge-coupled detector (CCD) array. Spectra were obtained with the 
x(y,z)x geometry, where x,y and z refer to [100], [010] and [001] directions. This technique 
also allowed us to study samples containing single S-layers 50Ä below the surface with values 
of [Si]A ranging from 0.01 ML to 2.0 ML. Spectra were obtained using 3.00 eV photons from a 
Kr+ laser to produce resonantly enhanced scattering from Si donors (LVM at 384 cm1 ). 
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Table I. Details of 8 superlattices with various values of [Si]A 

Sample 5-plane 
spacing 

(Ä) 
(SIMS) 

[Si]A 
(1012cm-2) 
(SIMS) 

Si Concentration 

(loW2) 
Hall 

(1012cm-2) 

Siror Slca Si* Sic-Si* Si-X 

SA10M54 460 5 13 13 - - -- 3.9 

SA2M12 485 6 5 5 - - - 1.7 

SA10M55 490 14 25 21 - - 4 5.0 

SA2M09 420 14 9 9 - - - 6.5 

MV1340 370 21 27 15 4 5 3 3.0 

MV1342 385 35 26 12 4 3 7 2.0 

SA10M57 475 67 29 14 5 3 7 3.0 

MV1347 520 90 37 12 9 4 12 1.1 

SA10M56 500 150 40 9 9 8 14 0.5 

SA2M10 530 160 5 5 - -- - 0.9 

SA3M56 470 340 N.D. - -- — — 0.4 

Table II. Si 8 superlattices with [Si] A = 0.01 ML with various interplanar spacings. 

Sample 5-plane 
Spacing 

(ML) 

No. of 
5- 

planes 

Intended 
[Si] 

(lo'W3) 

Mobility 
Hall 

(cm2/Vs) 

Carrier 
Concentration 

(1018cm"3) 

SixoT 
(1018cm"3) 
(Raman 

/IR) 

Missing Si 
(1018crn3) 

(Raman 
/IR) 

Raman Hall 

SA7M26 1 500 212 — * — 66# 
1810 

146# 
310 

SA7M27 2 400 106 250 * 6.3 46 
93 

60 
13 

SA7M28 5 400 39 489 20 13.5 20 
20 

19 
19 

SA7M29 10 200 21 767 15.4 14 15 
16 

6 
5 

SA7M35 20 200 12 894 10 9.3 11 
8 

1 
4 

SA7M33 50 200 4.2 1431 3.7 3.9 3.3 
4.0 

0.9 
0.2 

SA7M34 200 200 1.2 2707 
" 

0.86 
1.5 -0.3 

* See text: # Raman data : O IR data 
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IR, Raman and x-ray measurements were also made on Al 8-layer superlattices grown at 
400°C on (100) SI GaAs substrates. The x-ray data were in excellent agreement with a previous 
IR calibration relating the integrated absorption coefficient (IA) of the AlGa LVM to the total 
concentration of [AlGa] present [20]. There was also agreement with measurements of [Al] 
from secondary ion mass spectrometry (SIMS). 

In a second set of measurements on Si 8-layer superlattices the value of [Si]A was set 
equal to 0.01 ML and the interplanar spacing was decreased from 200 ML to 1 ML (Table II). 
Hall effect and Shubnikov-de-Haas measurements showed that n increased initially but became 
very small for the layers with interplanar spacings of 2 and 1 ML. IR and Raman measurements 
now show that this loss of carriers is due to auto-compensation effects arising from the presence 
of SiAs and Si-X centers. Various other measurements including SIMS, x-rays and estimates of 
the carrier concentration nR2 , determined by Raman scattering from the frequency of the 
coupled phonon-plasmon co+ mode, were also made. In addition, a few samples were irradiated 
with 2 MeV electrons at 300 K to introduce deep electron traps at random sites in the crystal so 
that the free carrier absorption was lost. The SiGa IR LVM lost its Fano shape and appeared as a 
symmetrical absorption peak on a flat background. 

INFRARED AND RAMAN STUDIES OF Al 8-LAYER SUPERLATTICES. 

The Al 8-layer superlattices examined had intended areal concentrations [A1]A = 0.1 ML 
(20 layers), 0.5 ML (20 layers) and 1.0 ML (100 layers) with interlayer spacings of 500 Ä. High 
resolution x-ray diffraction showed that the actual values of [A1]A were 0.25, 0.7 and 1.4 ML 
respectively [20]. There were more than 30 well-resolved satellites on each side of the 002 
structure factor sensitive (chemical) x-ray reflection from the 1.4 ML sample and the spreading 
of the layer was confined to 6Ä according to modeling using dynamical theory. The layer with 
[A1]A= 0.1 ML showed the IR LVM from isolated AlGa at 361 cm-' (10K) and there were small 
down-shifts to 358 cm-i for the other two layers as monolayer coverage was completed, 
corresponding to TO-like absorption from AlAs. It is important to note that the total integrated 
absorption coefficient (IA) continued to increase as [A1]A increased (Fig. 3). Raman spectra 
also showed the AlGa LVM for the layer with the lowest value of [A1]A but this feature lost 
intensity with the emergence of LO-like scattering from AlAs, as expected for the x(y,z)x 
geometry, for the layers with higher values of [A1]A (Fig. 4). 

These observations therefore provide a reference for the behavior of 8-layers as the 
impurity areal concentration increases from a sub-monolayer to complete monolayer coverage, 
provided the impurity atoms occupy only Ga-lattice sites. It was pointed out that the IR 
observations for the Al 8-planes were in sharp contrast to those for Si 8-layers reported in our 
earlier work where there was no detectable absorption, including that from SiGa donors (no 
other LVM lines were detected) when [Si]A reached 0.5 ML [13]. As a consequence, it was 
inferred that SiGa atoms must have changed their lattice sites and / or their charge states as [Si]A 

was increased [20]. An alternative possibility is that Si atoms were not located in surface Ga- 
sites immediately after deposition at this coverage. 

RAMAN SCATTERING FROM Si: 8-LAYERS TO MONOLAYERS 

Samples containing a single Si 8-layer 50Ä beneath the top surface were examined by 
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Figure 3. IR Absorption spectra (b), (c) and (d) from samples with [A1]A = 0.25, 0.7 and   1.4 
ML. (a) is a reference spectrum from Alo.02Gao.9sAs. 

Figure 4. Raman scattering from Al 8-layers after subtraction of two phonon features. 

Raman scattering as described previously for the Al 8-layers [17]. As [Si]A was increased, the 
LVM from SiGa donors increased, LVMs from SiGa-SiAs appeared (Fig. 5) while SiAs and Si-X 
defects were also observed from some layers (not shown here). The strengths of all these lines 
reached plateau values and then decreased in strength as [Si]A was increased. No lines were 
detected for [Si]A = 0.5 ML. The behavior of the SiGa donor line is the same as that reported in 
the earlier IR study (Fig.2) but the observation of the other Si LVMs for layers with [Si]A as low 
as 0.1 ML, was unexpected since they were not detected previously. In addition, there was 
emergence of a new line close to 470 cm-i for the layer with [Si]A = 0.5 ML. This line increased 
in strength, sharpened and shifted to = 490 cm-' as [Si]A was increased to 2.0 ML (Fig. 5). A 
line close to this frequency has been observed previously [18,22] but a systematic study on 
passing from sub-monolayer 6-structures to layers with [Si]A > 1 ML has not been reported. 

These results can be understood provided the high frequency line [17] is assigned to a 
mode from covalently bonded Si-Si pairs since pairing of Si with As or Ga would not lead to a 
mode with such a high frequency. For comparison, IR LVMs from SiGa-SiAs nearest neighbor 
pairs in GaAs give rise to an anti-symmetric mode involving a Si-Si stretch at 464 cm-' but 
transverse modes, due primarily to stretching of Si-Ga and Si-As bonds occur at lower 
frequencies of 393 cm' and 367 cm': a fourth symmetric stretching mode (so far undetected) is 
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Figure 5. Raman scattering from single 5-layers with various values of [Si]A after subtraction of 
two phonon features. 

Figure 6. IR absorption from 8-superlattices (MV) with [Si]A = 0.03, 0.06 and 0.12 ML after 
subtraction of two phonon and free carrier absorption. 

expected at an even lower frequency near the Reststrahl absorption [19]. It is not understood 
why such lower frequency modes were not observed in the Raman spectra at high doping levels 
because a bilayer of Si with [Si]A = 0.5 ML could not have covered more than 25% of the GaAs 
surface and so Si-Ga and Si-As bonds must be present. The scattering is the same as that 
expected from thin layers of (isolated) silicon, consistent with the absence of IR absorption 
since the dipole moment would then be small (zero). Small 2D-islands have been detected by 
high resolution transmission electron microscopy (direct lattice images) in similar samples [16] 
and the presence of these structures was inferred from tilts observed in x-ray reciprocal lattice 
maps. Unfortunately, neither of these techniques provides sufficient information to determine 
the chemical composition of the "5-phase", but there is no reason to suppose that it is not simply 
bonded to the surrounding GaAs matrix. 

An important point is that extrapolation of the strength of the Si-Si line shown in Fig. 5 
from high values of [Si]A to below 0.5 ML, when the line broadens greatly, could imply the 
presence of covalently bonded Si-Si when [Si]As is as small as 0.05 ML, when lines from SiAs 

and Si-X appear. As the next step it was necessary to re-examine 8-superlattice structures by IR 
absorption to seek evidence for the presence of LVMs of these additional centers. 
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A RE-EXAMINATION OF IR SPECTRA OF Si 8-SUPERLATTICES 

Low noise IR spectra, are shown in Fig. 6 after removal of the free carrier absorption. 
For [Si]A < 0.05 ML, only the LVM from SiGa donors is observed with a slight Fano profile due 
to interactions with the background electronic absorption. For thicker S-layers, lines from SiAs, 
Sica-SiAs pairs and Si-X were clearly visible in agreement with the Raman spectra. However, 
once [Si]A reached 0.5 ML all the IR LVM and free carrier absorption was lost: no new lines 
were detected in spectra even for 8-layers up to 5 ML in thickness. This result is surprising 
because, as stated previously, Si-Ga and Si-As bonds would have been expected to be present 
and to give rise to IR active vibrational modes. Although the IR activity of Si-Si stretch modes 
could be small because of their symmetry, it should be remembered that isolated SiGa-SiAs pairs 
with C3V symmetry are fully active [19]. It has to be concluded that the Si-Si feature observed 
by Raman scattering is due to clusters of Si-Si paired atoms [23]. In that case, it is necessary to 
discover whether the clustering occurs during deposition of the Si atoms or is a result of long- 
range diffusion of the atoms to form a precipitated phase during the overgrowth of the layer by 
GaAs. 
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Figure. 8. IR spectra after removal of 2 phonon features and free carrier absorption for 6-layer 
stacks ([Si]A = 0.01 ML) with spacings of 200, 5, 2 and 1 ML. 

Figure.9. Raman scattering for the same set of samples for interplanar spacings from 50 ML to 
1 ML, after subtraction of 2 phonon features. 

line from SiGa was present, except in the spectra for the 1 and 2 ML samples that also show 
LVMs from SiAs acceptors, Sioa-SiAs pairs and Si-X. Estimates of the concentrations of these 
centers using reported calibrations indicate that complete compensation had occurred as a result 
of the Si incorporation in the additional sites for the 1 ML sample. The onset of this process 
occurred when the carrier concentration reached ~ 1.3x101' cm-3 (nH). A value of n could not be 
measured by SdH measurements because of the small carrier mobility. 

RAMAN SCATTERING FROM DILUTE SLAYER STACKS 

The same set of samples was also examined by Raman scattering. After subtraction of 
two phonon features we obtained spectra (Fig. 9) that are clearly in close agreement with the IR 
measurements. The relative sizes of the LVM lines are slightly different for the two 
measurement techniques because of differences in the relative polarizabilities and IR 
absorption coefficients. Applying the Raman calibration for the LVM from SiGa [3,24] to all the 
LVM lines and assuming that the net donor concentration is equal to ([SiGa]-[SiAs]-[Si-X]) led 
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to carrier concentrations, designated nRi (Raman). Independent measurements of the coupled 
phonon-plasmon u)+ mode led to values of nR2, using previously established calibrations [7]. 
These two quantities were in agreement for all samples (Fig. 7). In particular, it was found that 
nR2 (MAX) = 2 x 10» cm-3 for the 5 ML sample but the carrier concentration was negligible for 
the 1 ML samples. 

An important Raman result was that the LVM line due to covalently bonded Si-Si pairs 
was not detected in these samples, implying that the mechanism leading to the formation of 
pairs and larger 2D clusters is not long-range diffusion. It follows that pairing only occurs when 
[Si]A is high so that the atoms are in close proximity. These results do not however give 
information about whether local atomic jumps of SiGa and / or SiGa-Si0a pairs take place when 
the 8-layer is overgrown with GaAs. 

DISCUSSION 

The present results have provided answers to some of the questions that have been 
posed. It is now clear from both IR and Raman measurements (Figs. 5 and 6) that silicon 
atoms are present as SiAs acceptors, SiGa-SiAs donor acceptor pairs and Si-X defects once [Si]A 

exceeds about 0.1 ML (3.4 x 10« atom cm-2) and our earlier IR data [13] (Figs. 1 and 2) are 
superseded. When [Si]A exceeds - 0.5 ML there is the emergence of a Raman line attributed to 
the stretch modes of Si-Si covalent bonds. Extrapolation of the strength of this feature, that 
broadens as [Si]A is reduced, leads to the conclusion that such bonds could be present for [Si]A 

as low as 0.05 ML. It is implied that either the deposited Si atoms do not occupy only surface 
Ga-sites, or that Si diffusion jumps occur during overgrowth of the 8-layer. The latter process 
would explain the difference in the behavior of SiGa compared with AlGa impurities (Figs. 3 and 
4). The possibility of long-range Si diffusion appears to be ruled out by the measurements made 
on the superlattice structures with [Si]A = 0.01 ML as the layer spacing is reduced (Figs. 8 & 9), 
since line A (Si-Si) (Fig. 5) is not produced. It is possible, however, that some SiGa surface 
atoms undergo local diffusion jumps during the growth of the complete structure. Thus, a 
proposed interpretation made in a scanning tunneling microscopy study [25] that Si atoms 
occupy only Ga surface sites during deposition cannot be ruled out by the present observations. 

When [Si]Ga is increased the Fermi level eventually rises to a position close to the DX 
level at (Ec+ 200 meV) [4]. According to theory [26], there are spontaneous displacements of 
the atoms towards interstitial sites at low temperatures when samples are subjected to a 
hydrostatic pressure P > PCRIT (Figs. 10a and 10b) and the Si atom becomes negatively charged. 

We therefore envisaged a structure for a "concentrated" 8-layer consisting of a raft of SiGa- 

SiDX pairs arranged alternately [13,19]. Local density functional theory indicates that the 

displacement of a SiDX atom is greater when it has a SiGaneighbor ( Fig. 10 c ), than that for an 

isolated Sibx defect . It is speculated that such displacements, occurring at the growth 
temperature (400°C), could lead to diffusion jumps of the Si atom. Diffusion jumps have been 
demonstrated for example for the conversion of SiGa-VGa pairs to Si-X defects during annealing 
at only 350°C after MBE growth at 250°C [8]. Thus pairs of Si atoms in an original SiGa sheet 
could convert to SiGa-SiAs-AsGa, SiGa-AsAs-VGa complexes or related defects, so that 
compensation is complete. Similar diffusion jumps of isolated SiGa atoms could lead to the 
formation of VGa. Migration and capture of the VGa by a second SiGa atom could then generate 
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(C)P 

Si-X  and  possibly  other  defects  leading  to  electrical   (a) P = 0, 
compensation, as in homogeneously doped GaAs. 

It is still unclear however, why the Si-like 8-sheet 
does not show conductivity, even when continuous layers 
are present for [Si]A > 1 ML. A possibility not so far 
considered is that there is a large density of interface states, 
as postulated for arsenic precipitates present in annealed 
low temperature MBE GaAs [27]. Evidence in support of a ' ' > CRI^. 
'Si-like 5-phase' has also been provided by SIMS 
measurements of annealed (600°C) 5-layer superlattices 
(grown at 400°C) that have shown a local 8-layer 
concentration of [Si] = 1021 cm-3 (with [Si]A = 0.5 ML) 
acting as a stable diffusion source of Si to the surrounding 
matrix with [Si] = 2 x 101? cm-3 [16]. In retrospect, it is 
clear that SIMS measurements showed the same behavior 
for S-layers with [Si]A as low as 0.02 ML [28]. Capacitance 
voltage profiles described in this same study also indicated 
that the '8-phase' had a low conductivity. 

It is of interest to note an IR feature at 376 cm1 in 
Fig. 9 that is not usually observed, even in highly Si doped 
material: this feature was not observed in the corresponding 
Raman spectrum (Fig. 8) when the sample was illuminated 
with laser radiation. (The dip at 410 cm-' is known to be 
due to a sharp 2-phonon feature that is not completely 
removed by the subtraction of the substrate spectrum). 
Previously, Wölk et al [29] measured LVM spectra of 
GaAs:Si at high hydrostatic pressures (5.0 K) and found a 
new line that they attributed to the Si DX-configuration. Their extrapolation of the frequency to 
zero pressure yielded a value of 376 + 1.5 cm-l It would be tempting to assign our 376 cm1 

feature to the DX state but further measurements on homogeneously doped samples have not 
reproduced the feature. 

This work has clarified various issues but further studies are required to test our various 
speculations. Finally, it is important to recognize that the interpretation of SIMS data (Table I) 
is not straightforward for highly doped Si delta layers if a primary oxygen beam is used [30]. 

Figure 10 
Figure 10. DX-displacements for 

SiGa and SiGa-SiGa pairs. 
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ABSTRACT 

A laser scanning system has been developed by the National Renewable Energy 
Laboratory for the rapid characterization of crystal defects in single- and poly-crystalline 
semiconductors. The scanning defect mapping system has been commercialized by Labsphere, 
Inc. as the PVScan 5000. In the unprocessed material, the system produces digital color maps 
of the spatial distributions of dislocations and grain boundaries simultaneously. After device 
fabrication, the PVScan 5000 is used to produce photoresponsivity maps of the light beam 
induced current (LBIC) on a photovoltaic device such as a solar cell or a photodetector. An 
additional feature is that it also measures the spatial distributions of optical reflectance, both 
specular and diffuse, which can be applied to the LBIC maps to determine the internal 
responsivity of the device. The internal responsivity is proportional to the minority carrier 
diffusion length of silicon devices. It may be possible, therefore, to determine the diffusion 
length for certain devices. 

SIGND7ICANCE 

The need for high speed techniques to characterize material and cell quality is driven by 
the increasing commercialization of PV energy. The fact that 70% of PV energy systems 
utilize low-cost single- and poly- crystalline silicon solar cells intensifies this need. Predicting 
the performance of low-cost materials requires analyzing the degree of spatial non-uniformities 
and identifying the sources of the non-uniformities. Localized regions of defects can be more 
detrimental to device performance than a uniform distribution. 

Quality Assurance Purposes 

In commercial PV silicon, the material non-uniformities are attributed to crystal 
defects, impurity segregation, and residual stress. These non-uniformities can be altered from 
the cell fabrication processes and new non-uniformities can be introduced as well. Fabrication 
induced non-uniformities can arise due to reflectance variations in surface texture and the 
application of anti-reflection coatings as well as spatial variation in the junction characteristics. 
It is imperative that an instrument capable of spatial analysis be used to determine device non- 
uniformities in order for the fabrication processes to be monitored and improved. 
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OPERATING PRINCIPLES 

Defect Identification 

Dislocations and grain boundaries in crystalline silicon can be simultaneously identified. 
The wafer sample must first undergo a treatment known as the "Sopori etch" to delineate the 
defects. The etch consists ofHF:CH3COOH:HN03 in the ratio 36:15:2. The etched defects 
will scatter incident laser light. Polishing prior to etching will reduce the scattering due to the 
surface roughness profile of non-defective areas. 

The spatial distribution of the light scatter is different for dislocations than it is for grain 
boundaries. ''2 The amount and type of scatter will, therefore, identify the defects. 
Dislocations from circular etch pits will scatter light difffusely. As long as the etch pit diameter 
is known, the amount of diffuse scatter is proportional to the number of dislocations. In this 
way, a statistical count of the dislocation density can be performed. Etch pit diameter is 
controlled by careful monitoring of the etching process. Grain boundaries tend to form long 
grooves after etching. Light scatter from grain boundaries tends to be confined to a narrow 
20° cone angle. 

LBIC Measurement 

The incident beam used to measure defect scatter from etched wafers can also be used 
to map the photocurrent responsivity of finished solar cells. Electrodes are attached to the cell 
contacts and the current measured with a picoammeter as the sample is scanned under the 
incident light beam. Directly measured LBIC is a function of the surface and bulk 
recombination and the surface reflectance loss. 

Internal or bulk LBIC can be determined by isolating the reflectance effect. The 
reflectance, specular and diffuse, is easily measured by the same detectors used to differentiate 
dislocation and grain boundary scatter from etched wafers. The internal LBIC measured for 
incident radiation of a wavelength close to the bandgap of silicon is proportional to the 
minority carrier diffusion length. The diffusion length may be measured for multiple solar cell 
samples of similar collection efficiencies by calibrating with one cell whose diffusion length has 
been independently determined by a companion technique. 

PVScan 5000 

The PVScan 5000 is the first commercial instrument developed specifically for 
complete analysis of photovoltaic performance. It is capable of defect mapping of etched 
silicon wafers and LBIC mapping of finished solar cells. 

Optical System 

The optical system of the PVScan 5000 is illustrated in Figure 1. 
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Figure 1 - Optical system of the PVScan 5000. 

The light sources used are lasers to provide well collimated, intense incident beams. 
The lasers are unpolarized and are focused to 0.5 mm diameter spots incident on the sample 
surface. Two lasers are used. A helium-neon laser provides 633 nm radiation and is used 
primarily for defect mapping. The visible wavelength scatter resolves the etched defects. The 
second laser is a semiconductor diode type emitting radiation at a wavelength of 905 nm. This 
laser is used primarily for LBIC mapping since the longer wavelength will penetrate further 
into silicon devices. A Nd:YAG laser was considered since its wavelength of 1064 nm is 
closer to the bandgap of silicon, but the diode laser offered a more compact, robust and 
economical engineering solution. Either laser is selectable for any measurement procedure. 

The collection optics of the PVScan 5000 are unique. An integrating sphere 
manufactured from Labsphere's proprietary Spectralon® material is used to collect the wide 
angle scatter from the dislocation etch pits as well as the diffuse reflectance used to determine 
the internal LBIC of solar cells. The integrating sphere includes two photodetectors, each 
filtered to respond to only one laser. A lens is used to collect the conical distribution of grain 
boundary scatter which exits the integrating sphere from the beam entrance aperture. The 
specular reflection is blocked from the grain boundary detector by a central aperture/mirror. 
The specular reflection is diverted to its own dedicated photodetector. Dichroic beamsplitters 
differentiate the laser wavelengths and optimize the reflectance or transmittance for each as 
required over the common optical path. Each laser beam is monitored for power fluctuations 
by individual detectors near the beamsplitters. Beam steering mirrors serve as alignment tools. 
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Instrument Features 

The PVScan 5000 is a table-top instrument which requires only 2 feet by 2 feet of 
bench space. Samples are scanned under the laser beam with a precision, motorized X-Y 
stage. The photodetector signals are digitized and stored with the X-Y position signal for the 
stage. Samples are held to the stage by a vacuum pump within the instrument. The instrument 
is operated from an IBM compatible personal computer. MS-Windowslm based software 
simplifies instrument operation and produces false color image maps of the collected data. The 
scans can be displayed on screen during data acquisition or stored and recalled for later 
analysis. The image color schemes can be altered by the system operator to optimize data 
resolution. 

RESULTS 

Figure 2 features the defect maps of a polycrystalline silicon wafer. The dislocation 
densities (at left) corresponding to the various gray scales are identified. A calibration sample 
is used to establish the scale. A qualitative analysis of the dislocation distribution is indicative 
of areas of high thermal stress during the crystal growing process. A strong variation in the 
dislocation distribution is expected to degrade cell performance due to the heavily dislocated 
regions acting as "sinks" or shunts for the rest of the device. The upper right image depicts a 
grain boundary map of the same sample. In comparing the images, it is evident that the two 
types of defects are clearly differentiated. A photograph of the etched sample is also included. 
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Figure 3 - LBIC maps of a PV silicon solar cell 

Figure 3 depicts the results of an LBIC scan on a commercial silicon solar cell. The 
905 nm diode laser was used to map a 1.2 inch by 1.2 inch area of the cell.   The map on the 
left is the complete LBIC scan. The map reveals a clustered area of very low responsivity in 
the upper central portion of the scan area. This probably indicates a region of high dislocation 
density which could be confirmed by defect mapping an etched wafer prepared from the same 
ingot as this cell. The map on the right is the internal LBIC result after correcting by a 
subsequent reflectance scan on the same surface area. Note that the internal LBIC is more 
uniform following the reflectance loss correction. This may reveal non-uniformities incurred in 
the cell fabrication from application of the anti-reflection coating or other surface preparation 
process. 

CONCLUSIONS 

A laser scanning instrument, the PVScan 5000, is available for the complete 
characterization of photovoltaic semiconductor material. Digital maps of crystal defects, 
LBIC, and reflectance can be compared to folly optimize all phases of the manufacturing 
process. The instrument will prove invaluable to the manufacturing of low-cost solar cells. 

REFERENCES 

1 B.L. Sopori, Applied Optics 27 (22), 4676-4683 (1988). 
2 B.L. Sopori, J. Electrochem. Soc. 135 (10), 2601-2606 (1988). 

583 



CHARACTERIZATION OF FAST DIFFUSING CHARGED 
DEFECTS IN SEMICONDUCTORS 

T. HEISER*, A. ZAMOUCHE** AND A.MESLI* 
*Laboratoire PHASE, UPR 292 du CNRS, BP20, 67037 Strasbourg Cedex 2, France 
**Unite de Recherche Physique des Materiaux et Applications, Universite de Constantine, route 
d'Ain El Bey 25000, Constantine, Algerie 

ABSTRACT 

A novel technique is introduced to study fast diffusing charged defects in semiconductors. 
It is based on the capacitance change induced by ion drift in a reverse biased Schottky barrier. It is 
shown that such charge movement yields exponential capacitance transients, which contain 
information about the defect concentration and mobility. The method is checked on Li-diffused 
samples, where the extracted diffusion coefficient are in good agreement with literature data. It is 
next applied to interstitial copper (Cuj) in silicon. In the proposed experiment CUJ gives rise to a 
well defined signal which enables us to investigate near room temperature defect reactions 
involving Cuj. The diffusion data extracted from copper diffused and quenched silicon samples 
establishes the origin of the signal. Near room temperature precipitation kinetics of Cuj are 
studied and energy barriers are extracted. 

INTRODUCTION 

Fast diffusing charged defects play an important role in semiconductor physics for several 
reasons. Their high mobility together with their charged state are responsible for numerous 
diffusion limited defect reactions, like neutral acceptor-donor pair formation, occuring at relatively 
low temperatures. As a consequence, the host semiconductor electrical properties may be unstable 
and affect electronic device operations. Some of the 3d transition metals (Cu,Ni,Co) are the most 
famous examples. Unintentional contamination of silicon wafers by these impurities led to the 
request of efficient gettering techniques. Irradiation induced defects as well as hydrogen in silicon 
further illustrate the puzzling behaviour these fast diffusing species might display.!'2 Recently, 
chemomechanical polishing, using copper contaminated alcaline slurries, was found to introduce 
fast diffusing defects responsible for a resistivity increase across the whole wafer.3.4 

In this work we introduce a method to detect low concentrations of fast diffusing charged 
defects near room temperature and apply the technique to several defects which may not be 
observed by standard defect analyses, like for instance deep level transient spectroscopy (DLTS). 
In the first part we describe the principle of the technique and the model used to extract values of 
defect concentration and effective diffusion coefficient. 

Next, lithium in silicon, whose properties are well known, is investigated and the results are 
compared to literature data. 

Copper diffused samples are then investigated leading to values of its intrinsic diffusion 
coefficient. Copper-dopant interaction are studied as a function of dopant nature. Precipitation 
kinetics of copper are measured and the corresponding energy barrier is extracted. 

Preliminary results in Ni diffused samples are also discussed. 

EXPERIMENTAL METHOD 

Electrical capacitance of pn junctions or Schottky diodes is often measured to study relaxation 
phenomena in low resisitive semiconductors. Most frequently, capacitance transients are due to 
electrical carrier emission, following either electrical or optical excitation, and are used to detect 
extemely low concentrations of defects in semiconductors. A prerequesite for such analyses is the 
introduction by the defect of a deep level into the semiconductor energy band gap. 
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w 
The capacitance change AC is proportional to j zp (z , t) dz ,where p(z,t) is the excess charge 

0 
distribution in the space charge region and W the space charge width.5 

Deep level carrier emission generally leads to a time dependent charge distribution of the form 
p(z,t)=g(z)f(t), where f(t) corresponds to an exponential function. Analyses of the corresponding 
capacitance transients as a function of temperature is the core of the DLTS method. 

Capacitance change may however also be induced by a spatial redistribution of the space 
charge. Indeed, if charged mobile defects are present in the host material, the electric field in the 
space charge region may induce defect drift, changing the charge distribution and hence leading to 
a capacitance transient. In that case, no deep level associated to the defect is needed. Such electric 
field enhanced migration is well known in silicon oxides and was shown to be responsible for 
MOS structure instabilities.6 Recently, capacitance transients due to hydrogen migration was 
investigated by Johnson et al^.7 and led to interesting information on hydrogen properties. 

If the applied voltage is changed periodically, the ions will undergo, under certain conditions 
which are detailed below, a periodical drift. The corresponding capacitance signals can then easily 
be detected with a high signal to noise ratio. This method, labeled Transient Ion Drift (TID), was 
successfully used to measure the Cu diffusion coefficient in silicon at moderate temperatures.° 

The necessary conditions to observe periodical ion drift are: uniform ion distribution, in the 
absence of electric field, over a distance large compared to W; same charge as majority carriers; 
and sufficiently high mobility at temperatures where the device is still operational (depends on the 
semiconductor used).After each drift period, the initial flat distribution is reached again by thermal 
diffusion. 

The resulting transient signals contain information about the defect concentration and effective 
mobility. These parameters may be estimated, if the analytical form of the signals is known. The 
experimental process, as well as the model we used to yield quantitative results, are detailed in 
reference [8]. The following simplifying assumptions were made: 

- during the ion accumulation period, the thermal diffusion is negligible against drift, 
- the defect density is much lower than the doping level (Njop), leaving the electric field 

unaffected by the charge redistribution, 
- the electric field decreases linearly with depth (uniform NjW,), 
- no ions are lost due to outdiffusion or irreversible precipitation. 
These assumptions are easily achieved in the experiments described below. It was shown in 

reference [8], that the resulting capacitance signal during the drift period has an exponantial shape, 
with a time constant given by: 

kT e 
T   =   -Ö  (1), 

q D Ndop 

where e is the semiconductor permittivity, k the Boltzmann constant, T the absolute 
temperature, q the ion charge and D the effective ion diffusivity. This rather astonishing result 
enables us to measure the temperature dependence of D and estimate the diffusion energy barrier 
in a similar manner than deep level energies are deduced from DLTS measurements. The signal 
amplitude is proportional to the initially uniform defect concentration over the depth which is 
scanned when the reverse bias is increased . 

A characteristic feature of the TID signals is the ratio T/tj, where tj is the time necessary to 
reestablish a uniform ion distribution. Experimentally, tj corresponds to the minimum pulse width 
beyond which the TID signal amplitude saturates. It is equivalent to the trap filling time tf in DLTS 

measurements. Due to the slow diffusion process compared to the drift^/tj is much greater than 
unity, while the ratio te/tf, where te is the carrier emission time, is generally lower than unity. 

Moreover, the bias dependence of x/t^ is characteristic of the ion drift process.8.9 Hence, TID 
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Signals, although similar to DLTS signals, may easily be distinguished from the latter, if the 

behaviour of the ratio T/t^ is considered. 
TID might be used either to study the diffusion properties of fast diffusing charged defects in 

semiconductors, or to detect their presence in the lattice. In the latter case, the comparison of 
estimated D values with established diffusion data can be used to determine the chemical nature 
of the defect. Both approaches will be illustrated below by the results obtained on Li and Cu 
diffused silicon samples. A further important point of the technique is the temperature range 
(T<480K for Si), within which the measurements can be performed. For these temperatures, 
charged mobile defects are often submitted to long range interactions leading to a reduced effective 
diffusivity. TID measurements with carefully chosen experimental conditions, might be used as a 
tool to investigate these interactions. 

LITHIUM DOPED SILICON 

Lithium has been intensively studied for nearly forty years, as it was used to compensate the 
acceptor dopants and to yield highly resistive materials for nuclear detectors. Its diffusion 
coefficient is well known, and its interaction with dopants and interstitial oxygen was investigated 
by Pell et al 10,11. n is positively charged and highly mobile near room temperature. It is thus 
particularly well adapted to test the TID method. 

We used boron doped epitaxial layers in order to avoid Li-O interactions. The dopant 
concentration (N<jop=6xl0l4ciir3) is too low to reduce significantly the Li diffusivity. High 
purity lithium was scratched on the wafer back side and annealed at 1030K for 5 hours. Schottky 
diode preparation are described elsewhere.^ 

The capacitance signals followed an exponential decrease down to less than 10 percent of the 
initial capacitance change. The residual linear capacitance decrease is probably due to the thermal 
diffusion of Li into the neutral region at the end of the accumulation period. 

The results are shown on Fig.l, in comparison with literature data. The temperature 
dependence of the time constant followed an Arrhenius behaviour.The good agreement between 
both data indicates that values extracted from the TED signals, using expression (1), correspond to 
the intrinsic Li diffusion. 
The same measurement on Li diffused Czochralski grown silicon are also reported on Fig.l. 
Significantly lower values are oberved which reveal the presence of Li-0 interactions. 
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COPPER DOPED SILICON 

Copper is known to be the fastest diffusing impurity in silicon and as a matter of course it is the 
most frequent metallic contaminant in silicon electronic devices. When dissolved on interstitial 
sites, its charge state was found to be positively charged. 12 

However, its low solubility limit at room temperature 12 as wen as the absence of an 
associated deep level, makes the detection of interstitial copper (CUJ) by 'standard techniques', 
like DLTS, impossible. 

On the other hand, copper has been proposed by many authors as the most appropriate element 
for metalic interconnections in VLSI technology.13 in order to prevent copper in-diffusion, 
several groups studied the formation of diffusion barriers, detecting the presence of Cu in silicon 
via leakage current measurements. 

Recently, copper was shown to be involved in the formation of a fast diffusing defect during 
chemomechanical polishing. The presence of low Cu concentrations (in the ppm range) in the 
polishing slurry was found to be sufficient to induce a huge acceptor passivation^»^. The same 
defect was shown by Prescha et al,14 to be present after high temperature copper diffusion and 
thermal quenching. 

In reference [8], TID measurements, done on copper diffused and quenched silicon, led to 
effective diffusion coefficients of the mobile defect, which can be related to its intrinsic value 
when coulombic copper-acceptor pairing is taking into account. The values coincide with 
literature data of CUJ diffusion and lead to the identification of the diffusing defect as CUJ atoms. 

We performed similar measurements on Aluminium and Boron doped silicon in order to 
estimate the dependence of the pairing interaction on the chemical nature of the acceptor atom. 
High purity Copper was evaporated on both sides of the wafers. Samples were encapsulated in an 
argon filled quartz ampoule, thermally diffused at 1050°C for 30 minutes, and quenched into 
liquid nitrogen. In Boron doped samples, the diffusion coefficients extracted from TID signals, 
correspond to the intrinsic Cuj diffusivity. The results are shown on Fig.2 and are compared to 
data obtained by Hall and Racette at high temperatures 15,16 a^j to low temperature data extracted 
from C(V) measurements by Mesli et al.16 This good correlation indicates that Boron-Copper 
interaction is weaker than coulombic interaction. 

In Al-doped samples, acceptor - Cu pairing was again sufficient to reduce Cuj mobility. The 
pairing reaction constant can be described by: ß=47tR(;Dcu/v, where RQ is the capture radius and 
v the acceptor-copper dissociation rate. Rc is given by q2/(87tekT) if we assume the pair 
association rate to be described by long range coulombic interaction. The dissociation rates have 
been measured by Prescha et all4. The pairing reaction constants plotted on Fig.3, were obtained 
using expression Dcu=4.5-10~3exp(-0.39eV/kT), from reference [16]. 

□ TID on Al doped Si 
■ TID on B -doped Si 
A from reference [15,16] 
• from reference [16] 

Fig2: Arrhenius plot of 
copper diffusion data in 
Silicon. 
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Fig3: Reaction constants of the acceptor-copper pairing 

The results clearly show the 
reduced interaction of the B-Cu 
pair, compared to the other 
acceptor-Cu pairs, which 
behave almost like two point 
charges (solid line in Fig.3). 

If the TID results obtained 
on Al-doped samples are 
corrected using results from 
Fig.3, a good agreement is 
again found with the literature 
diffusion data (see Fig.2). 
As a consequence of these 
results, TID signals may be 
used to detect the presence of 
low concentrations of Cuj in 
silicon. The analyses of CUJ 
low temperature precipitation 
kinetics is straight forward. 

The sample is kept at a fixed temperature lower than 450K and TID signals are stored 
periodically. Cu outdiffusion should be negligible as the electric field constrains the positively 
charged Cu impurities to drift towards the bulk. 

The signal amplitude decreases exponentially, and the Arrhenius plot of the time constants fits 
well to a straight line (see Fig.4). The free energy barriers obtained on In or Ga doped samples are 
given by: Ejn=0.60 eV and EQa=0.92 eV. In spite of the higher energy barrier for Ga-doped 
samples, the diffusion rate observed in this material is higher than in the In-doped samples. If the 
precipitation process is assumed to be diffusion limited, these energy barriers correspond to the 
CUJ diffusion energy, including acceptor-copper pairing. The pairing effect can be taken into 
account if the rate constants are corrected according to T = TTi<j(l+flNacc)-l . This leads to the 
following values: Ein=0.4 eV and EGa=0.8eV. 

The values obtained in In-doped samples is 
close to the diffusion barrier extracted from 
the TID capacitance transients and agrees 
with a diffusion limited precipitation 
process. The results on Ga-doped 
samples, however, disagree with this 
simple model. More measurements are 
needed to understand this behaviour. We 
believe the purity of the samples (i.e. 
presence of microdefects, dislocations...) 
rather than the chemical nature of the 
dopant, to be responsible for these results. 
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Fig.4: Copper precipitation rate observed by 
TID in In and Ga doped Si. 

NICKEL DOPED SILICON 

Ni in silicon is known to behave similarly 
to Cu. It has a high diffusion constant and 
precipitate during thermal quenching. Its 
positive charge state 12 renders it 
susceptible to be detected by TID. 

We used the same procedure to diffuse 
nickel into silicon and make electrical 
measurements. 
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No TID signal could be detected. This negative result might be due either to an unexpected 
nonpositively neutral charged state, or to faster precipitation rates, compared to copper 
precipitation. 

In order to increase the possibility to detect Ni by TID, we will have to improve the cooling rate 
after Ni indiffusion and the time needed to realize Schottky contacts. These developments are 
currently under investigation. 

SUMMARY 

It was shown in this work that transient capacitance signals can be induced by ion drift in the 
depletion region of a Schottky barrier. For pulsed applied voltage, the resulting transients can be 
used to detect low concentrations of fast diffusing charged defects. The temperature dependence 
of the corresponding time constants yields information about effective diffusion coefficients of 
the defects.The temperature limitation of the technique is related to device operation. This 
constraint should be lower in large band gap material. 

Application of the method to Li-diffused silicon led to diffusion data in good agreement with 
literature data. Reduced diffusivities were measured in Cz material, and were attributed to the well 
known Li-O interaction. The technique was shown to be able to detect low concentrations of 
interstitial copper in silicon and was used to estimate the dopant dependance of acceptor-copper 
pairing. The latter reaction fits well to a Coulombic long range interaction, for In , Ga and Al 
doped silicon. The interaction was found to be significantly weaker for boron-copper pairs. This 
particular behaviour of boron was already reported for H, Li and Fe-boron pairs. It might be due 
to additional lattice strain induced by the small size of Boron atoms in the silicon matrix. 

Copper precipitation kinetics could be observed using TID analyses. In Indium doped samples 
the extracted energy barrier was consistent with a diffusion limited precipition process. 

Finally, no TID signal was found in Ni diffused silicon, as a consequence of a presumably 
faster precipitation process compared to Cu precipitation. 
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NONCONTACT PHOTOCONDUCTIVITY AMPLITUDE TECHNIQUE 
TO CHARACTERIZE POLISHING-AND SLICING-INDUCED RESIDUAL DAMAGE 

IN Si WAFERS 

Y. OGITA* M. NAKANO** and H. MASUMURA** 
»Kanagawa Institute of Technology, Department of Electrical and Electronic Engineering, 

Atsugi, Kanagawa, 243-02 Japan 
** Shin-Etsu Handotai Co., Ltd., Shirakawa Lab., Nishi-shirakawa, Fukushima 961 Japan 

ABSTRACT 

The photoconductivity amplitude (PCA) technique with UV laser carrier excitation has been 
proposed to characterize surface property and subsurface damage. Combining this new technique 
with mechanochemical polishing has determined the depth profile of the slicing-induced residual 
damage. Combining SCI cleaning with this technique allows to determine the depth profile of 
residual damage induced by mirror polishing. This result leads that the mirror polishing-induced 
damage can be removed by the SCI cleaning. 

INTRODUCTION 

The reduction in device dimension in ULSI 
demands extremely high surface and 
subsurface quality of silicon wafers. The 
machining as slicing, lapping, and polishing 
causes unavoidable surface and subsurface 
damage[l]. The slicing causes deep residual 
damage in a subsurface. Therefore, the 
subsurface is finally removed by about 80 -90 
um in one side to avoid defects in device 
production. The larger diameter of the ingot 
needs to minimize the residual damage and to 
evaluate precise damage depth for cost saving. 
On the other hand, mechanochemical polishing 
in a final wafer process causes residual 
damage in extremely thin layer of the 
subsurface. The damage has to be removed to 
avoid defects in the devices. Thus, we need a 
method to measure how it can be observed 
and removed and, how long the damage depth 
is. 

The minority carrier recombination lifetime 
is known to be very sensitive to defects, heavy 
metal contamination and surface properties[2]. 
In order to characterize surface and subsurface 
properties, Ogita has proposed the UV mm- 

wave technique which uses an ultra violet 
(UV) laser with extremely narrow 
photoexcitation time and with extremely thin 
penetration depth, and uses a mm-wave as the 
probe to detect information in a shallow layer 
due to the skin effect. Combining the UV 
photoexcitation and the mm-wave allows the 
direct measurement of carrier transportation in 
thin layer of the subsurface. The 
photoconductivity decay (PCD) which can be 
measured by the UV mm-wave technique, 
thus, has made it possible to characterize of 
contamination level in epitaxial layer of p/p+ 

and n/n+ Si wafer[3,4,5]. 
In this paper, a new technique using a 

photoconductivity amplitude (PCA) which can 
be measured by the UV mm-wave technique 
is proposed to characterize surface and 
subsurface properties based on detailed 
numerical analysis which correlates the PCA 
signal with a surface recombination velocity 
and a subsurface lifetime. Using the PCA 
technique, characterization of the residual 
damage induced by slicing is examined. 
Furthermore, characterization of the residual 
damage induced by mechanochemical 
polishing in the final mirror-polishing wafer 
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process is examined using the PCA technique. 

PCA TECHNIQUE 

The illumination light pulse causes the 
photoconductivity transient (PCT) as shown in 
Fig.   1. The PCA is defined as an amplitude 

PCT (PHOTOCONDUCnVtTY TRANSIENT) 

So=3x104 cm/s 
a =5x105 /cm 

| *T»r 

0 TIME 

Figure 1 The definition of PCA 

of PCT in initial time region with order of 
nanosecond as shown in the figure. Fig. 2 

0     w, w 
Figure 2 Calculation model for Si wafer 

shows a calculation model of a Si wafer to 
calculate PCA signals depended on such 
parameters as S0 and xbl. S0 and Sw is a 
respective surface recombination velocity at a 

Tw=1 ns 
Sw=8500 cm/s 
Ib=500 us 
D=37.1 cmVs 
w=650 um 

0  100 200 300 400 500 600 
Z(um) 

Figure 3    Flow    profiles     of    carriers 
photoexcited 

subsurface carrier lifetime and a bulk lifetime, 
respectively. Wj and w is a subsurface depth 
assumed and a wafer thickness, respectively. 
The wafer surface with S0 is illuminated by a 
N2 laser The continuity equation of minority 
carriers was solved numerically under the 
boundary condition determined by S0 and Sw 

shown in Fig. 2 and the initial condition of 
photoexcitation. In this calculation, an 
absorption coefficient 2x10s cirf'(a penetration 
depth of 200 Ä) and a pulse width of 1 ns as 
the photoexcitation condition were taken to fit 
the conditions of the experiment done here. 
The calculated results are shown in Fig. 3, 4 
and 5. Fig. 3 shows profiles of flowing- 
carriers. We can roughly say that the carriers 
move with speed of order of 1 \im/ns [6]. 
Therefore, if we can observe the signal in 
initial time region with order of nanosecond, 
we can obtain the information within several 
um of the subsurface. Fig. 4 shows PCA 
signals depended on S0 under Tbl=Tb2=rb=500 
us. The PCA signal decreases with increase of 
S0. We can see that the signal strongly 
depends on S0. Fig. 5 shows PCA signals 
depended on tbl. The PCA signal also 
decreases with decease of xbl. We can see that 
the signal also depends on the subsurface 
lifetime. 
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Figure 4 PCA signals depended on S0 Figure 6     Schematic     diagram     of 
experimental setup for PCA measurement 

From the above results, the PCA signal is 
dependent on both surface and subsurface 
quality. When a surface recombination 
velocity is decreased by means of a H- 
terminated treatment or when the velocity is 
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Figure 5 PCA signals depended on tbl 

constant, i.e. the wafer owns the same surface 
property (e.g. surface roughness), the PCA 
signal reflects only subsurface quality. 

MEASUREMENT SYSTEM 

As shown in Fig. 6, the sample was 
illuminated by N2 laser (Usho, AN-200) and 
irradiated    by    100GHz   millimeter   wave 
generated   by   Gunn   oscillator   (Millitech, 
GDM-0).   The   photoconductivity    change 

caused by the illumination was detected by the 
millimeter wave probe as reflection change or 
conductance change. The signal was detected 
by the high speed detector and observed by 
the High speed digital oscilloscope (Lecroy, 
9360) [3-5]. The signals were observed with 
2GHz sampling in this experiment. 

CHARACTERIZATION OF SLICING 
RESIDUAL DAMAGE USING PCA 
TECHNIQUE 

6 inch CZ, p-type, 10 flcm silicon ingot 
was sliced using a inner diameter blade to be 
wafers with (100) plane and 783 \xm thick. 
The wafer samples was prepared especially for 
the experiments by Showa Denko Co., Ltd. 
Three samples named as A, B, C were scribed 
to be 1 cm square for the experiments. The 
PCA signals were measured through the 
lapping and polishing process as shown in Fig. 
7. The polishing depth was determined from 
the sample thickenss neasured by the 
dialgauge. Fig. 8 shows one example of PCA 
signals measured for the depth polished. The 
PCA value at the peak of PCA signals 
measured for respective sample is plotted for 
the depth in Fig. 9. In the lapping process, the 
PCA signal was not observed for the samples 
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As sliced 
CZ p(100) W=783 vm 

Lapping, 1 vm slurry 

A:5vm   B:0 vm   C:0><m 

PCA 
measurement 

»-PCA 
measurement 

1st polishing, 0.5vm slurry 

A:5vm      B:19vm    C:18vm 

2nd polishing, Colloidal Silica 

-►PCA 
_^   measurement 

-PCA 

60rpm 

Figure 7 Sample preparation . Bottom inset 
in each box expresses sample name : 
thickness removed. 

0   20  40 60 80 100120140160180200 
t(ns) 

Figure 8 One example of measured PCA 
signals for depth 

of A, C except for B as seen in Fig. 9. As 
seen from the figure, three PCAs rise abruptly 
by polishing with the colloidal silica with 600 
Ä and PH 9.8. This expresses that the damage 
induced by the slurry with 0.5 u.m in the 
lapping process is removed by the polishing. 
After that, it increases till the saturation level. 
It seems to be saturation at the depth of 55-62 

A:64 vm    B:42 vm    C: 52 vm      measurement 

0     10    20    30    40    50    60    70    80 
Depth {fim) 

Figure 9   Measured   PCA   signals   as   a 
function of depth 

u.m. This indicates removal of the residual 
damage induced by the slicing. We think that 
this corresponds to the damage depth induced 
by the slicing. This value is larger than 20-50 
Urn which silicon makers have been saying it 
to be. The residual damage profile measured 
using the infrared depolarization was reported 
by Lundt[5]. The curve as a function of depth 
seems to be not still saturated at 40 \im depth. 
Thus, this deeper damage depth will be due to 
higher sensitivity of this PCA technique. 

CHARACTERIZATION OF MIRROR 
POLISHING-INDUCED RESIDUAL 
DAMAGE 

We examined whether the PCA signal can 
detect removing the residual subsurface 
damage induced in extremely thin layer by the 
mechanochemical polishing. The original 
sample was CZ, p-type Si wafers with (100) 
plane, 10 Qcm and 620 (tm thick. In order to 
remove the residual damage, SCI cleaning 
was tried as the procedure shown in Fig. 10. 
Four samples with such different SCI cleaning 
time as 30, 60, 90, 180 sec. were prepared. 
HF cleaning was done to decrease the surface 
recombination due to the H-terminated 
surface treatment. The samples had been kept 
in sealed wafer box to avoid the surface 
change due to the air exposure. The PCA 
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( Polishing) 

NH40H:H202:H20 = 0.05:1 :10 

( Etching Rate :1.5   Ä /min ) 

30sec 60 90 180 

( Rinse : Ultra Pure Water    ) 

( 5%wtHF Cleaning  ) 

( Rinse : Ultra Pure Water     j 

Figure 10 Sample preparation for 
characterization of mirror polishing-induced 
damage 

signal were measured at 1 hour 45 min. late 
after taking them out from the box. PCA value 
at t= 2ns of the PCA signals measured for 
four samples are plotted as a function of SCI 
cleaning time in Fig. 11   In the same figure, 

0.3 

E 
^r o.2 
(0 c        ' 
O) 

5«' 
U 
D. 

t=1 h 45 min. 
30 

0      30     60     90    120   150   180   210 
SC1 Cleaning Time (sec.) 

Figure 11 PCA signal as a function of SCI 
cleaning time 

the effective carrier lifetime xa is also plotted. 
The ra was obtained from the gradient of 
photoconductivity decay (PCD) in 2 ns - 1.3 
us in initial time region. From the figure, we 
can see that the PCA and xa have similar 
curve shape and they approach the saturation 
level at SCI cleaning for 180 sec. These 

curves express the removing of mirror 
polishing-induced damage in the subsurface. 
To confirm validity of the above results, the 
another experiment was tried to characterize 
the damage by the photothermal displacement 
method using the damage monitor (Leo, PA- 
300) [7]. The result is shown in Fig. 12. The 

2        4 6 8       10 
SC1 cleaning time (min.) 

Figure 12 Photothermal displacement signal 
as a function of SCI cleaning time 

measurement was carried out within 10 min. 
after taking it out from the box. As seen from 
the figure, the signal approaches the saturation 
level by SCl-cleaning time for 3min. This 
coincides with the result of PCA and the 
initial apparent lifetime xa. Furthermore, the 
contamination level in the subsurface 
measured was under the lowest limit or the 
same level in the equipment ICP-MS 
(Seikodenshi, SQP8000) used. Thus, the 
above results by two method do not reflect the 
contamination but reflects the subsurface 
damage. Furthermore, the same PCA 
measurement was again carried out for the 
same samples at 72 hours and 15 min. late 
after taking them out from the box. The result 
is shown in Fig. 13. The change of the PCA 
becomes smaller than that at 1 hour 45 min. 
late but the change as same as that. But, the 
change is still detected. The reason is that the 
influence on the subsurface damage to PCA 
signal is hindered by the  increase of the 
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surface recombination by replacing Si-H 
bonds by H20, 02 and others in the air.The 
damage depth is estimated to be 0.45 nm 
using etching speed of 0.15 nm/ min. 
measured for the subsurface without a 
damage. The etching speed for the layer with 
damage must be larger than it. We can say 
that the damage depth is 0.45 nm at least. 
Even if we does not acquire the exact damage 
depth, we can conclude that the damage can 
be removed by the SCI cleaning. 

30     60     90    120   150   180   210 
SC1 Cleaning Time (sec.) 

Figure 13 PCA signal as a function of SCI 
cleaning time for the sample left in air for 
72 hours 15 min. 

CONCLUSIONS 

The theoretical analysis shows that the PCA 
technique can be sensitive method for 
determining surface recombination velocity 
and subsurface carrier lifetime. The depth 
profile of slicing-induced residual damage can 
be measured by combining the PCA technique 
with the mechanochemical polishing. And the 
depth was obtained to be 55-62 u,m in this 
experiment. The depth profile of the residual 
damage induced by the mirror polishing can 
be measured by combining the PCA technique 
with the SCI cleaning. The mirror polishing- 
damage can be removed by the SCI cleaning. 
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NON-DESTRUCTIVE METHOD FOR SIMULTANEOUS MAPPING OF 
DIFFUSION LENGTH AND SURFACE RECOMBINATION VELOCITY 

HANS-CHRISTOPH OSTENDORF AND ARTHUR L. ENDRÖS 
Siemens Corporate Research and Development, D-81730 Munich, Germany 

ABSTRACT 

Bulk and surface recombination are the main material parameters that determine the per- 
formance of crystalline silicon solar cells. We present a new method for the nondestructive, 
simultaneous mapping of the diffusion length and the surface recombination velocity of a 
silicon wafer. The method uses the hardware of the electrolytical metal tracer (ELYMAT). 
The separation between bulk and surface recombination is achieved by illuminating the sam- 
ple with laser beams of two different colors. By solving the diffusion equation for both laser 
penetration depths the diffusion length and the surface recombination velocity can be cal- 
culated from the measured diffusion currents. First experiments are presented which show 

the basic feasibility of the method. 

INTRODUCTION 

The development of crystalline silicon solar cells is heading steadily towards thinner devices, 
a trend which makes the quality of surface passivation more and more decisive for solar cell 
performance. In line with this it is necessary to have a nondestructive method of determining 
the minority carrier diffusion length (L) and the surface recombination velocity (5) simul- 
taneously after every step of solar cell processing. Further requirements are the possibility 
of obtaining a map of L and S throughout the wafer, easy sample preparation, and a means 

of maintaining certain injection levels. 
Methods for measuring the minority carrier lifetime of silicon samples are well known 

[1, 2]. However, the distinction between bulk and surface recombination is gaining more and 
more importance [3, 4]. However, no method complies with all the requirements given above. 
One of the established methods of measuring L is the electrolytical metal tracer (ELYMAT), 
which measures a stationary diffusion current generated by a laser [5]. This is very similar 
to a solar cell under short-circuit conditions. The simple theory enables a straightforward 
evaluation of the data. In addition, it is easy to obtain a given injection level. 

Our newly developed method is an extension of the standard ELYMAT measuring modes. 
It does not depend on assumptions concerning the surface recombination velocity. In this 
paper we review the ELYMAT principle and describe our new "Two-Color Method". First 
experimental results are presented that show the applicability of the new method. 

THE ELYMAT PRINCIPLE 

The principle of the ELYMAT apparatus is shown in Figure la. The silicon sample is 
mounted in an electrolytical double cell. Both chambers can be filled with an aqueous 
solution of hydroflouric acid (HF). The HF provides two large-area, transparent contacts to 
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Figure 1: (a) Principle of the ELYMAT operation in back side photocurrent (BPC) mode, 
(b) Typical minority carrier profiles n(x) generated by laser beams of different penetration 
depths (in BPC mode). 

the sample. Depending on bias voltage the HF-silicon interface is either very well passivated 
[6] or acts as a collecting junction (for details see Ref. [5]). A third (ohmic) contact to the 
sample is realized by tungsten carbide needles. 

A standard diffusion length mapping is achieved as follows: A laser beam generates carri- 
ers near the HF-passivated front surface of the wafer. The carriers diffuse through the depth 
of the wafer and are collected by a junction at the rear side (BPC mode). The photocur- 
rent depends solely on L and the absorbed photon flux. The photon flux is determined by 
collecting the carriers at the front side of the wafer (FPC mode). L can then be calculated 
from the BPC and FPC photocurrents. Finally, scanning the laser beam over the sample 
yields a diffusion length mapping. 

With a second measurement S can be determined, too [7]. However, this method is 
destructive and relies on the removability of the investigated surface layer. 

THE TWO-COLOR METHOD 

Our new "Two-Color Method" (TCM) attempts to overcome the limitations of the surface 
recombination measurement by not making assumptions concerning S during any measure- 
ment step. However, without HF passivation the photocurrent in BPC mode depends on 
both L and S. Therefore, at least two different measurements are necessary to determine 
L and S. In order to obtain those two measurements the sample is illuminated with laser 
beams of two penetration depths as outlined in Figure lb. One of the laser beams gener- 
ates minority carriers close to the front surface, i.e., the measurement is very sensitive to 
surface recombination. The second laser has a longer wavelength, so it generates carriers 
more homogeneously in the sample. This reduces the influence of the front surface on the 
photocurrent so that the measurement probes mainly the bulk of the material. By solving 
the diffusion problem a set of two equations is obtained which can be solved for L and S. 

Theory 

The theoretical evaluation of the measured photocurrents is based on a solution of the 
one-dimensional diffusion equation for the minority carriers.   The front side of a sample 
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Figure 2: Dependence of the photocurrent in BPC mode on L (a) and 5 (b), respectively. 
(• • •) denotes a short, (—) a long penetration depth of the incident laser beam. The pho- 
tocurrent is normalized to the absorbed photon flux. Diffusion lengths are given relative to 
the sample thickness d. 

(thickness d) is illuminated by light of an absorption constant a. On the rear of the wafer 
the carriers are collected by the junction (see Figure lb). This situation can be described 
by the differential equation for the minority carrier density n(x): 

»£♦" Ä)$ae" 
n(x) — no 

= 0, (1) 

with D being the diffusion constant of the minority carriers and n0 being the minority carrier 
density in thermal equilibrium. R is the reflectivity of the front surface and $ is the incident 
photon flux density. The boundary conditions are given by the the surface recombination 
velocity S on the front side and by the collecting junction on the rear side. 

This description is valid under the assumptions of low injection, a constant diffusion 
length across the thickness of the sample, and an ideal collecting junction. Solving the 
boundary value problem leads to the current density [8] 

e(l - R)*aL     (aL + L%) [c-" cosh(£) - l] + (1 + aL*§)e-"8inh(*) 
3 = 1 - a2L2 £sinh(£) + cosh(£) 

(2) 

i.e., j depends on L, S and a. Since equation (2) cannot be analytically solved for L, a 
numerical root finding process is applied to obtain the values of L and S. 

Detection Range and Accuracy 

In order to estimate the detection limits for L and S we investigated the dependence of the 
photocurrent in equation (2) on L and S. Typical results are plotted in Figure 2. Referring 
to Figure 2a it is obvious that the photocurrent depends strongly on L for L < d. For L > d 
L has a weaker influence on the photocurrent, so the highest accuracy for L can be expected 
for L < d. From Figure 2b it is evident that the highest accuracy for S is in the intermediate 
range of S between 102£f and 104£f. Additionally, L must exceed a minimum value of 
about d/A, otherwise the influence of the surface is too small for a reliable measurement of 
S. However, if L is too large for an accurate determination, S can nevertheless be calculated 
by assuming a value of, e.g., L = lOd, since the influence of L on the photocurrent can be 
neglected and S is the major recombination channel. 
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Figure 3: Diffusion length mappings determined by the standard ELYMAT method (a) and 

by the "Two-Color Method" (b). 

EXPERIMENTS 

In order to test the feasibility of the "Two-Color Method" measurements on samples with a 
wide range of L and S are necessary. As a first step we chose a wafer with a wide L variation 
from WOpm to 1000//m (see Figure 3a). The sample was p-type, (lOO)-oriented, with a 
thickness of 675/im and a resistivity of 5Qcm. A thin chemical oxide was produced via a 

standard RCA cleaning procedure. 
The measurements were made with laser wavelengths of S20nm and 900rcm providing 

penetration depths of 14/im and 32fim, respectively [9]. For each laser the photon flux was 
determined via an FPC measurement on the test wafer. To establish the same optical prop- 
erties for all measurements the front cell was filled with deionized water during measurements 
1 and 2 and filled with HF during measurement 3. 

Three different BPC measurements were then performed on the test wafer: 

1. Ajaser = 820rcm, front surface covered with chemical oxide; 

2. A[aser = 900nm, front surface covered with chemical oxide; 

3. Ajager = 820ram, front surface passivated with HF; 

RESULTS AND DISCUSSION 

Following the standard ELYMAT procedure the L mapping was calculated from measure- 
ment 3 (subsequently called Lrej). Then the LTe; measurement was used together with 
measurement 1 to obtain the surface recombination velocity mapping STej. Using the "Two- 
Color Method" (TCM) measurements 1 and 2 were evaluated and lead to the mappings LTCM 

and STCM- 

Figure 3 shows the L mappings measured by the standard and the "Two-Color Method". 
Comparing the two mappings it can be seen that there is an agreement in the (darker) areas 
of smaller L (L < d) but for larger L (L > d) the Two-Color Method shows more noise. 
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Figure 4: Surface recombination velocity mappings determined by the standard ELYMAT 
method (a) and by the "Two-Color Method" (b). 

The "white spots" in Figure 3b are caused by the fact that the evaluation algorithm cannot 
find a sensible value for L, thus indicating that L > d. Calculating the relative deviation 
between the two mappings LTC; and LTCM we find that 90% of the L values agree within an 

interval of ±50%. 
Figure 4 displays the S mappings measured by the standard and the Two-Color Method. 

It is obvious that an accurate measurement of S is not possible in regions of small L as 
visible in the upper left region of the wafer. But it is worth noticing that a determination 
of S with the Two-Color Method is possible even in those areas where a determination of 
L is impossible for the Two-Color Method. This is due to the fact that for large L the 
influence of L on the photocurrent is negligible. Both measurements lie well within the 
range of lO3™ to lO4^, but with the Two-Color Method the noise is somewhat larger. The 
relative deviation between the two measurements Srej and STCM gives an interval of [—40%, 
+200%], including 90% of the 2800 measured points. 

The injected carrier densities were estimated to be about 1...2 x 1014cm_3s_1 for both 
lasers. So the sample was in low injection condition during the measurements. 

In Figure 5a the relative deviation of L versus Lre/ is plotted for all 3001 points of the 
mapping. It is clearly visible that the deviations of L increase with increasing Lref. This 
is agrees closely with the theoretical considerations given above. The same analysis was 
performed in Figure 5b for the deviations in S. The decreasing accuracy of S in the "Two- 
Color Method" with decreasing LTe; is clearly visible. Again, this agrees with the theoretical 
findings. 

SUMMARY 

We developed a new method for a simultaneous, nondestructive measurement of diffusion 
length and surface recombination velocity without special assumptions on surface properties. 
The method includes the opportunity of obtaining a mapping of L and 5 over the whole 
sample and of maintaining certain injection levels. First experiments show the feasibility of 
measuring both recombination parameters with only two different laser colors. The appli- 
cability of the method was experimentaly confirmed in the interval 0.2<f < L < d for the 
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Figure 5: (a) Correlation between L and the relative deviation in L and 5, respectively. L 

is normalized to the wafer thickness d. 

measurement of L and 103£f < S < 104£f for the measurement of S. From the theoretical 
analysis a wider range of 102£f < S < 105£f for the measurement of S can be expected. 
Further improvements of applicability and accuracy seem to be possible by means of optimiz- 
ing of the method and by using more than two laser colors, i.e., a wider range of penetration 

depths. 
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INVESTIGATION OF RECOMBINATION PARAMETERS IN ION IMPLANTED 
LAYER-SUBSTRATE Si STRUCTURES 

E. GAUBAS, K. JARASIUNAS, A. KANIAVA, J. VAITKUS 
Vilnius University, Institute of Material Science and Applied Research, Laboratory of 
Optical Diagnostics, Sauletekio 10, 2054 Vilnius, Lithuania 

INTRODUCTION 

Ion implantation is widely used technological process in the fabrication of semiconductor 
devices, and contactless techniques to monitor the implantation process and material 
quality are desired. The excitation-probe nondestructive optical techniques for separate 
determination of recombination parameters and control of low doses of implanted ions in 
Si are developed in this work. 

A modified method of infrared as well as microwave absorption is based on variation of 
excitation depth of the sample. The mathematical model based on the solution of the 
continuity equation with layer-by-layer varying parameters, such as carrier bulk lifetime tb 

and coefficient of ambipolar diffusion D. The asymptotic decay time Te(t is used as an 
experimental parameter to characterize recombination processes of material, and is 
described in effective depth approximation by analytical solution of this model. To 
determine recombination parameters of both layer and substrate, simultaneous 
investigation of Teff reconcilable changes at different excitation depth deff is required. The 
transient grating (TG) technique is based on sinusoidal refractive index modulation at the 
surface region by illumination with light interference pattern and subsequent light 
diffraction on this spatial structure. 

Experimentally variations of deff are performed by changing the excitation light 
wavelength. Non-monotonity of the asymptotic recombination time vs. implantation dose 
was revealed. In the range of doses 1012-1014 cm'2 (for Ar+) carrier bulk lifetime decreases 
with implantation, while at higher dose values the superlinear increase of surface 
recombination and decrease of diffusion constant take place. Transient grating technique 
allows to determine low doses of B+ and P+ ions in the range of 1010-1015cm"2. 

MATHEMATICAL MODEL 

The asymptotic decay time xel( is measured as instantaneous recombination time tM for 
the slowest part of decay. The approximation of effective thickness [1] assumes that depth 
of penetration of generated excess carriers is limited by excitation light absorption ( a.x ) 
and carrier diffusion: deff= a'+VDtM and D23n/3x I x=<jeff=0. The accepted approximation 
is justified by the fact that the measured signal at each tM is proportional to carrier 
concentration averaged over deff at wavelength of excitation in the range of strong 
absorption. The continuity equation is considered with stepwise changing coefficients as 
di,Ti, Si, Di and d2, T2, S2, D2 for implanted layer and substrate, respectively. This task is 
solved for the typical boundary conditions accounted surface recombination as well as 
conjugation conditions at the structure interface included equality of diffusion flows and 
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excess carrier concentrations on it. This task may be solved by the method of variables 
separation. The concentration averaged over effective thickness is presented by the 
expression: 

(n)d= no* 2j=i22m=r exp(-vmt) [Sl^sin^,^] / [yjm+sinyjm] (1) 

where n0*=no/deff is initial stationary excess carrier concentration averaged over detf , 
Lta=(Dj/(vm - Tj4))1/2, yjm=dj/Lim and vm is the root of the transcendental equation: 

Pi [qi+tgyi] / [1-qitgyi] = p2 ctg((detrdi)/L2) (2) 

Here Pj=Lj /Dj, qj =Dj /LjSj, xeff =v1"1. This solution formally correlates with the solution for 
a homogeneous sample with dt=0 and deff=d as well as with the solution for homogeneous 
excitation of two layer structure when real carrier^ distribution profile is approximated by 
rectangular one with the average concentration n0*. TTie solution presented above is valid 
when the difference between bulk lifetimes in both layers is small and surface 
recombination prevails. If bulk lifetime in the implanted layer is the smallest among the 
other recombination times transcendental equation acquire the form: 

Pl* [l+ri] /[1-n] = p2ctg((defrdi) /La) (3) 

where Lim*=(Di/(t1-1 - vm*))lß , Pi*=Lim*/D1, n= exp(-2yi')[D, -SiLTl/fA + SILT]. 
Although the expression for the averaged concentration acquires slightly different form 
(sin-»sinh), the dependence of concentration on time is characterized by vm* and remains 
the same. For the method based on the determination of asymptotic relaxation times at 
different excitation depths the main task is to solve transcendental equation. Computer 
simulation procedure (to get the best fit of measured and calculated asymptotic lifetime at 
different excitation depths for the same sample) includes consideration of both (2),(3) 
transcendental equations. 

The transient grating technique is based on the additional spatial modulation of excess 
carriers generated within deff. Two-dimensional distribution of carrier concentration and its 
temporal evolution follows from the solution of continuity equation as well. Periodic 
modulation of carrier concentration (and, consequently, of refractive index given by 
Drude-Loretz model) leads to light induced diffraction phenomena. The diffraction 
efficiency ru of the first diffraction order and its dependence on time, exposure and grating 
period A are the main characteristics to study recombination and diffusion parameters of 
material before and after ion implantation. Diffraction efficiency in the first diffraction 
order ru can be expressed via light-induced phase modulation by free carriers <J> =(2jigA)* 
|An(z)dz , and the temporal behavior of r|X is governed by effective recombination time Te£f 

and diffusive time TD = A2 /4;i2D, according to simple relationship: 

T,! = Jj2 (<D) * (it g <n>„ deff exp(-47t2Dt/A2)/Xp)2 (4) 

where g is a coefficient of refractive index dispersion by free carriers and An is an 
instantaneous value of modulation of carrier concentration, induced by light interference 
pattern and governed by carrier recombination and diffusion.  Due  to superlinear 
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dependence of diffraction efficiency on carrier concentration, from one hand, and 
measurements of the diffracted signal in the dark field background, from the other hand, 
the sensitivity of transient grating technique is enhanced respectively to the other linear 
techniques. This technique allows one to determine low implantation doses via calibrated 
changes of diffraction efficiency. 

EXPERIMENTAL TECHNIQUE 

The investigations of asymptotic lifetime have been performed on p-type substrates 
implanted by Ar+ ions. In order to eliminate the impact of substrate parameter variation, 
the Ar+ ions of energy E= 150 keV were implanted on separate sectors of the face side of 
the same wafer. The initial values of recombination parameters (t2, s2) D2) have been 
measured on non-implanted sectors of the wafer and served as the substrate parameters in 
determining recombination parameters of implanted layer. Implantation dose II at 
different sectors varied in the range of 1013-1016 ions/cm2. The wafers with implantation 
dose varying from 1010 to 1015 cm"2 of B+ or P+ ions were investigated by transient grating 
technique. 

Experimental conditions approaching the requirements of the model were reached by 
optical excitation of the structure by pulsed YAG laser or by LED radiation with number 
of fixed wavelengths. An effective excitation depth changes due to the considerable 
difference of absorption coefficient a at the excitation wavelengths: cti« 10 cm"1 for 
X.!=1.064 urn, <x2* 300 cm'1 for X,2=0.94 urn, a3* (0.6-1.0)103 cm"1 for A.3=0.78-0.84 um and 
Of « 8 103 cm'1 for A4=0.532 urn. Generally, for determination of two layer structure 
parameters, the asymptotic time xeff for near surface excitation (A.2-A.4) was measured at 
both face and rear wafer side. This means that 1 >4 independent measurements have been 
performed. 

The radiation Xt of the first (A4) and the second (X4) harmonics of solid state pulse laser 
(XL= 14 ns, YAG: Nd3+) was used for the bulk and surface excitation. The radiation of the 
second harmonic was also used for optical pump of the dye laser. The dye laser with 
tunable wavelength X3 radiation as well as light emitted by LED (tLED= 0.1 us) X2 serve for 
excess carrier generation near surface. Under the short pulse excitation (ti< xeft) the excess 
carriers are generated at deff determined by absorption coefficient. These carriers 
modulate the absorption of cw He-Ne laser (Xpi=1.15 urn) or microwave (^2= 3 cm) 
radiation, which probes the excited region. The decay of absorption by excess carriers in 
time is recorded as relaxation curve by oscillograph, and data processing is performed by 
microcomputer. Relaxation reveals the transient non-exponential initial part and 
asymptotic part, which may be approximated by exponent. 

Experiments by TG technique are carried out by using short pulses of YAG-laser both 
for excitation and probe. Excitation of excess carriers is performed by interference field of 
strongly absorbed laser radiation X4 while the weakly absorbed beam Xi probes the light 
induced grating. Grating spacing is changed by beam splitter. Diffraction intensity of the 
first diffraction order is measured in dark field background. 
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RESULTS AND DISCUSSION 

10 10' 1     1013     10'4     10' 

Implantation dose rx cm" 

Fig. 1. Asymptotic lifetime vs implantation dose 

The measurements of asymptotic lifetime teff have been performed at the same point of 
the sample for four effective thickness: deff i =d = 400 urn, deff 2 = 330 um, deff 3 = 60-72 

um, deff 4 = 1- 45 urn, which are obtained by 
changing the excitation wavelengths Xx - X,4. 
The thickness of the implanted layer is 
considerably smaller than the effective 
diffusion length L of excess carriers and 
generation depth. This condition is accepted 
in the model of effective thickness. The 
dependencies of asymptotic lifetime on the 
dose of implantation at different excitation 
wavelengths are shown by points in Fig.l. 
Solid curves represent the computed 
dependencies, obtained for fixed parameters 
x2= 8 us, D2 =15 cm2/s, S2 =3.5 103 cm/s, di 
=0.20 um, varying the set of parameters x1; 

SL Di. The set of parameters at any point 
should in the best way fit the experimental 
values Teff simultaneously for all depths of 
excitation. The xeff for nonimplanted sample 

decreases with diminishing of deff- This means that the influence of the surface 
recombination on the integral parameter increases with decreasing effective thickness. For 
the bulk excitation (J4), when deff coincides with the wafer thickness d, and the thickness of 
implanted layer da is negligibly small with respect to deff, xea: is independent on implantation 
dose within the error limits. A dependence of xeft on dose is only revealed, as should be 
expected, for inhomogeneous excitation (deff < d). Teff decreases with increasing the dose, 

and it increases with respect to previous zeB 

values, when the dose exceeds the value n = 
5 1015 cm"2. The largest relative variation of 
xeft is revealed for the surface excitation (X4, 
deff4). Non-monotonity of the dose 
dependence xe£f(n) is caused by defects 
formation accompanied by competition 
between recombination and diffusion 
processes. 

The dependence of parameters xb si, Ü! on 
the implantation dose has been determined 
from the best fit of the computed and 
experimental values of re(£k) (Fig.2). The 
bulk lifetime in the implanted layer 
decreases by four orders of magnitude at IT 
= 1016 cm"2 with respect to the initial value. 
Approximately the linear variation of xi'1 vs. 
n points to the relationship z{1 oc Nt, where 

1012   1013   io14   1013   10' 

Implantation dose, cm"2 

Fig.2. Recombination parameters in implanted 

layer vs. implantation dose 
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Nt is a concentration of recombination 
centers. The diffusion constant Di and 
the surface recombination velocity st 

vary non-linearly with dose. Significant 
variation is revealed for Di at nDi >1014 

cm"2 and for si at Iki >1015 cm'2. The 
obtained values IT^D of accelerated 
variation of s,D correspond to the 
range of critical doses of amorphization 
in Si:Ar+. Complete amorphization of 
the implanted layer at II >5 1015 cm'2 

slows down the diffusion process to 
such a degree that xcS rises with further 
increasing of the implantation dose. 
Non-linear behavior of Si, Di for II 
>1014 cm"2 points to the complexity of 
defect formation process, i.e. surface 
defects act as separate recombination 
centers slightly affecting s at n <1014 

cm"2, but with increase of their 
concentration the complexes are 
formed causing nonlinear variation of 
s1; Dj in the range II =1014 -1016 cm"2. 
At higher doses of implantation the 

recombination parameters should not change, because sputtering of the material takes 
place simultaneously with the generation of defects. Therefore, if the dose is increased due 
to the prolonged radiation, the recombination parameters saturate or weakly depend on 
the dose due to decrease of implanted layer thickness dj. 

TG technique revealed the decrease of Th in P+ or B+ implanted Si wafers starting from 
doses as low as 1010 cm"2. The sensitivity for implanted dose can be approximated by power 
law dependence th = A-IT027, (see Fig. 3), valid up to 11= 6.1014 cm"2 in the range of ion 
energies from 20 to 120 keV.- The coefficient A varied from 0.27 (B+) to 0.17 (P+) and 
reached its lower value for heavier ions, as As+, In+ or Tl+. Time resolved measurements 
of t\i revealed faster recombination times and lower diffusion coefficients, both for carriers 
and thermal one DT, e.g. zea = 100 ps, D= 2 cm2 /s, Dr= 0.65 cm2 /s for case of P+ and II 
=1013 cm"2, E= 100 keV [2]. It was found that after the implantation dose approaches the 
threshold of amorphization, then T|i«: IT1. "The comparison of optical and photoelectrical 
properties have shown the existence of electrically active defects in the depth up to 1.3 urn, 
essentially exceeding the projected mean range of implanted ions [3]. The TG technique 
also revealed a correlation between the photoelectric and elastic properties during the 
annealing of implanted Si wafers, which was attributed to interaction of dislocations and 
radiation-induced defects [4]. 

Implantation dose, cm 

Fig.3. Diffraction efficiency, normalized to one 
before implantation, vs. implantation dose 
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CONCLUSIONS 

The performed theoretical and experimental studies of recombination processes in 
implanted Si structures show that a modified technique of light induced absorption of 
infrared and microwave radiation as well as transient grating technique allows one to 
determine parameters of implanted layers in non-destructive way. The change of excitation 
depth by varying the wavelength of light sources permits to measure recombination 
parameters. The variation of asymptotic lifetime of excess carriers in ion-implanted 
structures is due to simultaneous changes of bulk and surface recombination parameters, 
while a non-monotonic dependence of Teft vs. dose is determined by competition and 
redistribution of recombination flows at nonhomogeneous excitation. Power-law 
dependence of diffraction efficiency on implantation dose in Si:P+ and Si:B+ enables to 
determine low implantation doses by contactless transient grating technique and to study 
process of thermal annealing. 

REFERENCES 

1. J.Vaitkus, E.Gaubas, A.Kaniava, Lith.PhysJ. 32., 434 (1992). 
2. L..Jonikas, KJarasiünas, J.Vaitkus, Phys. Stat. Sol. (a), 112, 375 (1989). 
3. J.Vaitkus, E.Gaubas, KJarasiünas, M.Petrauskas, Semicond. Sei. Technol. 7, A131 
(1992). 
4. N.Kvasov, LJonikas, KJarasiünas, Sov. Phys. Semicond. 22,508 (1988). 

608 



PECULIARITIES OF DETERMINATION OF RECOMBINATION PARAMETERS AT 
MODERATE AND HIGH EXCITATION LEVELS IN SILICON WAFERS 

E. GAUBAS, A. KANIAVA 
Vilnius university, Department of Physics, Sauletekio 10, 2054 Vilnius, Lithuania 

INTRODUCTION 

Carrier lifetime is the most sensitive parameter to characterize defect structure of material. 
Simultaneous and reconcilable determination of integral parameters such as carrier lifetime, 
surface recombination rate, and concentration of local centers becomes very important for a 
technological monitoring of material quality. Consequently, development of nondestructive 
measurement techniques and computation algorithms is desired. 

There are some well-known contactless techniques to determine carrier bulk lifetime, surface 
recombination rate based on the measurements of carrier decay [1-3]. These methods can be 
easily applied at low injection levels in the material with low defect concentration, when carrier 
lifetime is short or surfaces of wafer are passivated well. However, the parameters of wafer and 
sensitivity of the instrument determine the excitation level necessary to perform reliable 
measurements. On the other hand, investigations of the dependence of the recombination 
parameters on excitation level significantly enlarge the opportunities of detailed consideration 
of the problem. As a rule, the recombination parameters at moderate and high injection levels 
are dependent on carrier concentration and, consequently, the decay processes are nonlinear. In 
these cases no analytical solution can be found, and the numerical simulation of continuity 
equations is only possible. To minimize the number of uncertain parameters and to obtain the 
data with the lowest number of iterations, the reconcilable computer simulation procedures and 
experimental measurements are necessary. Thus, peculiarities of the determination of 
recombination parameters give rise, which are not encountered in well-known paradigm of 
separate measurements of surface and bulk recombination through asymptotic relaxation time of 
linear recombination. 

In this work a few of experimental and computer simulation problems are discussed on the 
basis of the performed investigations on various batches of Si wafers. The instantaneous decay 
time is considered as the parameter of the first approximation for different type of nonlinearities. 
Algorithms and determined parameters are briefly discussed. 

EXPERIMENTAL LIMITATIONS 

The measurements of the excess carrier decay characteristics were performed by well-known 
pulse excitation/cw probe mode. The solid state and dye lasers as well as LED pulse radiation 
with discrete wavelengths X in the range of 0.53-1.06 urn were used as excitation light sources. 
Pulse duration was in the range of xL= 10-100 ns to satisfy the approximation of 8-pulse. The 
absolute values of excess carriers concentration must be measured for the consideration of 
nonlinear processes. The calibrated measurements of the light energy density per pulse are 
necessary. Due to experimental uncertainties the errors of these measurements may exceed 20%. 
On the other hand, to evaluate light induced carrier concentration (An) the data of the 
recombination parameters are necessary for more precise determination of An. Thus, the 
absolute values of An are obtained by the iteration procedure. 
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For the probe either the infrared (IR) radiation of cw He-Ne (AM. 15 um) laser or microwaves 
(MW) of 10 and 21 GHz were used. The response U of IR absorption by free carriers may be 
presented as follows: 

U = k[ (1-R) Ip exp(-ajnod) (l-expC-ojAnd)) - IJ (1) 

Here Ip is the intensity of probe radiation, In is intensity of noises, d - wafer thickness, R - 
reflection coefficient, no, po are concentrations of equilibrium electrons and holes and An, Ap of 
excess ones, and ax is effective cross-section of absorption by free carriers at probe wavelength 
X. Coefficient k is the transfer function of optical/electrical signal of detector. Injection level is 

defined by parameter ß=(An+Ap)/ (iio+Po) 
To enhance the sensitivity and dynamic range of instrument the intensity of the probe Ip is 

desired to be large. Although, the upper limit of Ip is restricted by the condition of the probe 
mode (i.e. AnyAn^l) and by the requirement to avoid heating of material. The preselection and 
statistical processing of data are necessary to minimize the noises In. The optimum of response 
for the sample with certain resistivity and thickness can be obtained at <jxtkA =ln(l+ß)/ß, and for 
cxnod >1 the only compromise is to enlarge Ip. In other cases U decreases to kln . In our 
experiments the measurements are reliable for wafers (d> 300 )xm) with resistivity of >0.05 ficm 
for IR and >2 Qcm for MW probe, respectively. Most of experimental restrictions for MW probe 
are similar to that of mentioned above for IR one. 

MODELS AND ALGORITHMS 

Most general model necessary for determination of recombination parameters including 
nonlinear recombination is based on solution of the system of one-dimensional continuity 
equations (separate for electrons n=no+An and holes p= po+Ap): 

Sn/a = Dn^n/Sx2 - n/x„ - n/xq+ q/xg -yjri (a) 

Sq/a = n/xq - q/xg (b) 

an/5x|x=0,d=±So,dn/Dn (c) (2) 

n(t=o = n0f(x),qlt=o=qo (A) 

q + n = r + p (e) 

with boundary (c) and initial (d) conditions. Here the equations for electrons are presented , and 
the same equations must be added for holes by replacing p-»n, r->q. These equations are 
conjugated by neutrality equation (e). The denotes are typical: x„, xq, xg are carrier lifetimes 
respectively to recombination, trapping and thermal generation, 75 are coefficients of nonlinear 
Auger type recombination, j= 2,3.., q is concentration of trapped carriers. This system must be 
solved numerically, when trapping effect is significant. Experimental selection of the dominant 
processes as well as their parameters at fixed range of injection levels ß is necessary. 
Recombination processes are described by the unified (n=p) equation (a) and unified 
instantaneous time xM if trapping can be neglected. The latter xM may characterize the bulk 
recombination xb in the case of homogeneous distribution of recombination defects. 
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Impact of surface recombination 

Excess carrier concentration, averaged over the wafer thickness, is expressed by analytical 
solution of unified linear continuity equation as a series of space frequency vm constituents: 
<n>d= no En^i" AmexpHvn^D+'t.b"1) t). The space frequency vm is determined by transcendental 
equation: 

ctg vd = (Dv/(s,+s2)) - s,s2/((s1+s2)Dv) (3) 

Transitional part of the decay kinetic, described by the sum of vm constituents, is nonexponential 
due to different influence of higher space frequencies on various stages of relaxation process. 
The asymptotic relaxation time at exponential decay is traditionally measured to determine an 
impact of surface recombination. Space frequency v, determines the main surface constituent on 
relaxation time. The parameters of surface recombination can be determined when bulk lifetime 
tb is large and constant. Otherwise, tb can be separated, when impact of surface recombination is 
small. As an alternative to the surface passivation, the measurements of tefr at high injection 
level can be performed to characterize the same recombination centers by t„ of Shockley-Read- 
Hall (SRH) model, if T„<T0. In this case consideration of transcendental equation (3) is of 
paramount significance. 

In the case of negligible surface recombination on one side of the wafer (e.g. s2=0) the first 
constituent of eq.(3) right part remains only. In the latter case eq.(3) is transformed to reduced 
one: ctgvd = Dvd/sid. The solution of reduced equation is governed either by surface 
recombination, when D/s>d, or by wafer thickness d when d>D/s. The one-direction diffusion to 
surface (sj) appears if s2=0. The solution of reduced equation vmd ( which depends on the ratio 
A=D/s,d) can be approximated by functions: F1(Y)=[(15/2)(3Y+l){(l+4/5(3Y+l))1/2-l}]"2 for 
m=l and Fm(Y)=rc(3Y/(3Y+l))[{l+(4/[3Y2(m-l)V])},/2-l] for m > 2. The cut-off angle v,d (of 
the carrier concentration nsoc nocosv[d on the wafer surface in the stationarized case or at virtual 
boundary where opposite flows of carriers are quasistationarized for vmd within distances 
vm"'=VDt) is expressed as follows: v,d = F^A), when A> 0.04, andF^A""2 ibrA-xx>, s->0; 
v,d = (jt- Fi(A_1y2)/2, when A<0.04, and Fi(A_I>»A1/2 for A->0; vmd=(m-l>+ Fm(A), when 
A>0.1, and Fm(A)->0 for A, m->oo ; vmd = (m-0.5)ji -Fm(A"!), when A<0.1, and Fm(A"')-»0 for 
m-»oo. It can be noticed that v^ decreases to zero when ratio A infinitely increases due to s-»0, 
and it increases to jr/2 when A-»0 due to s-»°o. The Vjd= nil is the limit value for one- 
directional diffusion to surface. The higher the mode number m, the faster approach of vmd to its 
limit value of nwi is achieved. This latter is characteristic to exact solution of continuity equation 
with boundary conditions Si=s2=oo. 

For widely used approximation of equal surface recombination rates Si=s2, the transcendental 
equation (3) can be easily transformed to reduced one when wafer thickness d is changed to d/2: 
i.e. two-directional task due to its symmetry is replaced by consideration of one-directional 
diffusion. The main features are also described by functions Fi, Fm. Although, for two- 
dimensional case total range of v,d values is 0<V]d<jt respectively to that of one-directional 
diffusion (0- 7t/2). It is important to point out, that space frequency vm, which characterize the 
carrier decay time, is determined by both the ratio A and the thickness d. 

In the case of asymmetry of surface recombination rates, e.g. S!>s2, solution of eq.(3) can be 
approximated by reduced one, when D/(si+s2)»d and d^ls\S2/D< n/2. Then it can also be 
described by function F! . For asymmetric case the maximum of the stationarized excess carrier 
concentration must be shifted to slower surface recombination side when dVs^/TKtt/2. It can be 
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postulated that d,/d2=si/s2 and d,+d2=d, where the distances d, and d2 define the position of 
maximum from surfaces of wafer. In this situation eq.(3) can de transformed as follows: ctgvd = 
[Dvd/sjdiKdi/d)2- [si(d-d,)/Dvd]. Its solution can be expressed by the function 
F3(Y,,Y2)={(15/2X3Y1+l)[<l+4(Y2+l)/5(3Yl+l)2>1/2 -l]}"2 and the reduced ratios 
A,=(D/s,diXdi/d)2, A2-'= (D/s,(d-d,)). The cut-off angle can be expressed by function F3 with 
different arguments: v,d= F3(A,,A2), when Q=dVs,s2/D<l; v,d= n/2 - F3(A,', A/1) for Q<7t/2. 
Thus, the space frequency for stationarized carrier distribution can be obtained as follows 
v^s'j/diD)"2 for Q<1. The effective distance d, can be determined either by measuring of 
probing depth in the reflection mode for which the saturation of averaged concentration is 
achieved or by perpendicular scanning of the concentration profile by method proposed in [2]. 
When di is determined and value of v, is obtained from xeff, velocity of surface recombination si 
can be calculated. Afterwards s2 can be determined through s1;di. 

Nonlinearities of SRH type and Auger bulk recombination 

At moderate injection levels ß>l even in the 
case of recombination via single level with small 
concentration of centers the instantaneous 
relaxation time tM depends on excess carrier 
concentration: TM SRH= (V- ß V>/(1+ ß)- 
Consequently, the decay process is 
nonexponential. Here x0 is recombination time at 
low injection level, which contains dependence on 
temperature as well as activation energy of center. 
The high injection level time T„ is independent on 
temperature. The validity of well-known SRH 
model can be estimated by linearity of 

dependence xM SRHO+ ß) = f(ß)- The xo and x„ can be obtained from this linear dependence, and 
SRH model cannot be applied, when this characteristic is nonlinear. The illustration of such 
nonlinearity for p-Si 20 Qcm wafer are shown in Fig. 1. Thus, experimentally measured and 
approximated by exponent asymptotic time xefl- represents the parameter xM, which changes with 
ß and is in the range between x0 and xm. The activation energy of the recombination defects can 
be found by measurements of xM SRH dependence on temperature, when x0 >ß xw and carrier 
generation from impurities is saturated. The xefl{T)  will be distorted by ß(T) changes in other 
cases. 

It seems attractive to perform measurements at 
ß»l  to avoid the instantaneous time xM SRH 

dependence on the excess carrier concentration. 
Then   x„   is   only   determined   by   the   defect 
concentration   and   their   capture   cross-section. 
Excess carrier concentrations, necessary to fulfill 
the condition ß»l for Si of resistivity < 20 Qcm, 
are An>1016 cm"3. The impurity assisted (71=72) 
and   band   to   band   (yb=73)   recombination   is 
essential [3] for this excitation level ß. These 
nonlinear   processes   can   be   characterized   by 
instantaneous lifetime: XMAKYATI +YbAn2)-1. The 

10"2Kr110°101102103104105 

Injection level ß 

Figl. Asymptotic lifetime vs. injection level 

p-Si, 12 a cm, d 
rb =2.10-30 cm'/s, 

5 mm 

20     30 
time, n s 

Fig.2. Nonlinear recombination decay 
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calculated and experimental decay curves at the presence of Auger recombination are presented 
in Fig.2. 

Trapping effects 

Another reason of discrepancy from the linear characteristic of xM sRir" f(ß) is a trapping 
effect. It may be caused either by the large concentration of defects M or by simultaneous action 
of numerous recombination levels. The main feature of this process is inequality of 
concentrations of excess electrons and holes (An*Ap) [4,5], Asymptotic time will be determined 
by the longest of partial times (x„ Xp). As a rule carriers of one type are trapped, and their 
lifetime is the smallest. At the presence of trapping the recombination process cannot be 
characterized by unified time for both type carriers. Inequality of lifetimes and concentrations of 
excess carriers leads to concentration dependent diffusion coefficient [4]: 
D=(n+p)/((n/Dp)+(p/Dn)). 

Trapping is a pure transient phenomenon. It gives complementary information about the 
defects in material. Trapping disappears in the case of stationary excitation due to compensation 
of the flows of capture/thermal activation. Consequently, additional steady state illumination 
(AI) can efficiently compensate these flows, and it considerably changes the decay 
characteristics. A large variety of trapping point defects ( slow as well as fast) is known [5]. 
Instantaneous time for the latter ones can be expressed as follows: xMlr = xn(l+MNCM/(n+NCM)2)- 
Here xn is lifetime of trapped carriers, M is concentration of traps, NCM is effective density of 
states. Instantaneous time saturates, when n—»0, and the trapping effect vanishes, when n is 
large. Thus, trapping coefficient K=M/NCM can be found from xefr changes with excitation (or 
calibration of AI) at n-»0, and Win variation with temperature enables to obtain EM . The most 
important feature of above analyzed trapping is decreasing of XMtr with increasing of excess 
carrier concentration as well as with steady state additional illumination (Fig.3. NTD Si). 

The opposite type of trapping effect (i.e. increasing of xeff both with excitation intensity and 
AI) was also found (Fig.3. p-Si). This effect can be 
attributed to extended defects in assumption that their 
cross-section c is dependent on carrier concentration 
due to charge state of extended defects. Screening of 
charges on defect is determined by carriers of matrix 
material. The instantaneous lifetime for trapping at 
spherical defects can be expressed as follows: xMtr = 
xn ( 1 +[es0 kT / G0 e

2An]"2) "2 , and xMtr « xn An/ kT, 

10J 

?10z 

10' 

•• 
NTD wafer,   AI off 
p-Si, 20 n cm, AI off 
p-Si, 20 n cm, AI on 

10'2 10'1 10° 101  102 103 

excitation energy per pulse, u J/pulse 

Fig.3. Asymptotic lifetime vs. 
excitation intensity 

when o/oo»l. Here e is an elementary charge, CT0 is 
intrinsic cross-section. The increase of xMlr with 
excitation and AI may be explained by decrease of 
screening radius at higher carrier concentrations. The 
decrease of xMtr with An saturates when 
recombination efficiency of other centers is achieved, 
and it increases with An until cross-section decreases 
to geometrical one of extended defect. The 
geometrical cross-section a0 was evaluated to be of 
order 10"10- 10"8 cm2 by this model from xMlr(An). 
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Algorithms and determined parameters 

Table I. Recombination parameters of Si wafers 

Wafers s, cm/s TfcHS D, cm2/s Yb, cm6/s M;EM 

P-Si, 
12ficm 

104 70 18 2 1(T» 

n-Si(NTD) 
oxidized 

etched 
600 

3600 
227 8 

13 

10l:W 
0.28 eV 

The simultaneous determina- 
tion of the set of recombination 
parameters is based on the 
adjustment of experimental and 
calculated characteristics 
obtained by the least squares 
method. Either the asymptotic 
and instantaneous decay times 

in transitional part or whole decay kinetic is adjusted to experimental data. Respectively, either 
functional &-, W^"*)2 or functional S1=1

250(ncal0-nexp)2 is considered. The result of the 
procedure of adjustment significantly depends on the starting set of parameters. This set and the 
range of their possible changes is selected by experimental data of instantaneous time xM

exp and 
decay characteristic shape. The adjustment procedure is canceled, when absolute minimum of 
functional or boundary values of parameters is achieved. In the latter case the result (set of 
parameters) is used as start data for the next iteration, and/or algorithm is extended by including 
of additional models. Complementary experiments are performed in this situation. 

The analytical solutions of bipolar continuity equation are used to determine surface and bulk 
recombination parameters. To account Auger type recombination excess carrier concentration 
decay is numerically simulated by method of finite elements. Results obtained by these 
procedures for p-Si ,12 ficm are presented in Table I. Coefficient of Auger process was found to 
be: yb = 2 10"30 cmV, and set of recombination parameters s, tb and D were obtained for p-Si, 
ßalOO. The set of recombination parameters at ß>10 and the parameters of traps determined 
from lifetime temperature dependence at different excitation levels for NTD Si are also 
presented in Table I. 

CONCLUSIONS 

The nonlinearities of recombination processes ( SRH type recombination within the bulk and 
on surfaces, Auger type recombination or trapping ) must be accounted in the analysis of 
recombination processes at moderate and high level of excitation. Reconcilable experimental 
measurements and numerical simulations are necessary to develop reliable algorithms for the 
simultaneous determination of recombination parameters. Recombination parameters obtained 
by these investigations are in agreement with analogous ones measured by other methods. 
Complex experimental investigation is necessary to minimize variables in the algorithms. 
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ABSTRACT 

Some possible applications of the low-angle mid-IR-light scattering technique and some 
recently developed on its basis methods for non-destructive inspection and investigation of 
semiconductor materials and structures are discussed in the paper. The conclusion is made 
that the techniques in question might be very useful for solving a large number of problems 
regarding defect investigations and quality monitoring both in research laboratories and the 

industry of microelectronics. 

INTRODUCTION 

Over 15 years, the method of low-angle mid-IR-light scattering (LALS) have been ac- 
tively used by us for investigation of the large-scale electrically-active defect accumulations 
(LSDAs) in semiconductors (see e.g. Refs.[l-15] and references cited therein). We shall 
consider below some possible applications of LALS and techniques recently developed on its 
basis for solving some specific problems of material and structure testing in microelectronics. 

BRIEF DESCRIPTION 

For the beginning let us briefly remind the basic principles of LALS. This method is 
founded on elastic scattering of IR light by inhomogeneities of semiconductor crystals — like 
the method of laser tomography,— but in LALS, as distinct from the laser tomography, the 
scattering at relatively low angles is registered — from about 2° to less than 15° in crystal — 
and light with large wavelength is used as a probe emission — routinely the radiation of 
C02- or CO-lasers with the wavelength of 10.6 fim and 5.4 fim, respectively, is applied. 
Application of mid-IR-light makes the technique sensitive to the presence of domains with 
enhanced concentration of free carrier or changed conductance type (FCAs) and measuring in 
the above interval of angles allows one to observe defects with the sizes from several microns 
to several dozens of microns.1'2,9,11 (Writing FCAs we mean both manmade domains with 
changed carrier concentration or conductance type — e.g. doped domains of semiconductor 
structures — and natural LSDAs which always are FCAs.) 

A number of procedures has been developed, which enable the distinguishing of the scat- 
tering by FCAs from that by different defects. These procedures consist in the investigation 
of the light scattering with different wavelengths or measuring the dependencies of the light 
scattering intensity on sample temperature.9,12,14,15 In addition, the latter procedure and the 
investigation of the influence of photoexcitation on light scattering intensity allows one to 
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Figure 1: Optical diagram of angle-resolved LALS: (1) mid-IR-laser; (2,10) semitransparent 
mirrors; (3,4) mirrors; (5) niters; (6) exciting laser (used in LALS with photoexcitation); (7) 
sample; (8) movable mirror; (9,11) photoreceivers; (12) computer. 

Figure 2: Optical diagram of the SLALS microscope: (1) mid-IR probe wave; (2) sample; 
(3,6,7) diaphragms; (4,8) lenses; (5) mirror or opaque screen; (9) scattered wave; (10) IR 
photodetector; (11) exciting light beam (used in OLALS). 

determine thermal and optical activation energies of point centers in LSDAs.9'12 Moreover, 
LALS allows one to investigate large-scale recombination-active defects (LSRDs) and large- 
scale gluing centers (LSGCs) discriminating between those in near-surface layers — including 
epilayers — and those in substrate bulk: the former are studied by use of the surface optical 
excitation,16 while the latter are observed using the volume photoexcitation.1,8'10 (Typical 
examples of LSRDs are such defects as grain boundaries, dislocations, swirls, precipitates, 
their clusters and aggregations of recombination point centers.) 

Presently, the two following schemes of LALS are developed. One of them — the con- 
ventional LALS or LALS with angular resolution — registers light scattered by all defects 
which are situated within the probe beam,2'10'12 see Fig.l. In the other — in scanning LALS 
microscopy or SLALS, which is a kind of the scanning laser microscopy,— every singular 
defects are visualized,17-20 see Fig.2. By combining these two schemes, one can determine 
concentration of defects, their spatial distribution, and hence, one can estimate the value 
of deviation of their dielectric constants from those of crystal bulk outside them Ae (in the 
case of FCAs — and, as mentioned above, LSDAs always are FCAs,— the concentrations of 
free carriers in them, An, can be evaluated).9'10'14'15 

The LALS technique is of high sensitivity, it allows one to observe defects with the vari- 
ation of dielectric constant Ae down to 10~5-10"4 —i.e. with An down to 1013 cm-3. LALS 
is non-destructive and contactless, it has no limitations on the tested wafer diameter. 
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INDUSTRIAL AND LABORATORY APPLICATIONS 

Let us dwell on some possible specific applications of LALS as the checking technique in 
the field of the industrial microelectronics. 

Inspection of semiconductor wafer homogeneity 

As mentioned above, LALS enables the observation of LSDAs with the sizes from several 
(im to several tens /im with point detect concentration in each of them down to 1013 cm-3. 
This method permits the investigation of the LSDA composition and the influence of various 
thermal treatments and operations of an industrial technological cycle on them. Wafer 
mapping is possible by means of SLALS. Incoming control with posterior utilization of 
substrates in the production process and technological step checking by using free chips are 

also possible. 
These techniques are well developed now and a prototype of the instrument is available. 
Fig.3 demonstrates the images of LSDAs in different bulk semiconductors obtained with 

the SLALS microscope (lxl mm2 areas are presented). The microphotographs of LEC 
undoped InP (a), LEC InP:Fe (b), LEC SI GaAs annealed at 900°C in a sealed quartz 
ampule when produced (c), CZ Si:B with high (d) and low (e) epd, and CZ Si:B coated with 
1200 Ä thick Si02 layer (/) are presented. White spots are the images of LSDAs. One can 
find more details on these pictures in Refs.[18-21]. 

The disadvantage of LALS (and SLALS) is its inability to discriminate between LSDAs 
situated in crystal bulk and ones located in near-surface layer. To remove this shortcoming, 
LALS tomography with longitudinal resolution down to 10-20 fim is now under development 
on the basis of SLALS. The solution of the problem does not seem to meet any difficulties. Its 
successful solving would enable the testing of homogeneity of "working" near-surface layers 
of wafers and epitaxial layers. Note that layer inspection is possible even if it is under coating 
or under other layer — up to the stage of metallization. For instance, the homogeneity of a 
silicon wafer under oxide layer may be checked — Fig.3(/) — as well as its near-surface layer . 

Inspection of presence of LARDs in near-surface, near-interface and epitaxial layers 

The methods of optical beam induced LALS (OLALS) and LALS with optical pumping,16 

which may be used for such inspections, are the optical analogs of such well-known methods 
as EBIC and OBIC, yet they require neither Shottky barrier or p—n junction nor complicated 
sample preparation. Like in the above case, a significant advantage of these techniques is 
their ability to test multilayer structures including layers covered with other layers. Also 
there are no limitations on sample size and resistivity in LALS. So wafer mapping, all-round 
incoming and step control with subsequent utilization of substrates in production cycle are 
possible. 

Control of LSRDs in the substrate volume, including tomography, is also possible, but 
this is likely of interest for the production of 7-ray detectors, whose resolution is determined 
by LSDAs and LSRDs,10 various nuclear-ray counters, volume photodetectors, etc. 

As of now, a cycle of experiments has been carried out, which have shown the possibilities 
of these methods.8'10'16'19'20 
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Figure 3: SLALS images of LSDAs in semiconducting wafers; the first row (left to right): 
undoped LEC InP (a); LEC InP:Fe (6); LEC SI GaAs annealed at 900°C (c); the second row 
(left to right): CZ Si:B, p = 12 Hem, high epd (d); CZ Si:B, p = 12 ft cm, low epd (e); CZ 
Si:B (different establishment) under 1200 Äthick Si02 layer (/); lxl mm2 , A3C = 10.6 p.m. 
Amplification factors are equal in the following pairs of pictures: (a) and (b), (d) and (e). 
White spots in the photographs are the images of LSDAs. 

Figure 4: OLALS microphotographs of Si wafers, defects in near-surface layers (left to 
right): FZ Si:P, chemico-dinamic polishing (a); FZ Si:P, mechanical polishing (6); CZ Si:B 
under 1200 Ä thick Si02 layer (c) — the same region as that given in Fig.3(/); lxl mm2, 
X3C = 10.6 pm, Xex = 633 nm. Amplification factor in picture (6) is by 100 times greater than 
in picture (a), and that in picture (c) is by 10 times greater than in picture (a). The brighter 
image, the longer the non-equilibrium carrier effective lifetime is. The dark areas are the 

images of defective regions. 
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Fig.4 demonstrates the microphotographs of near-surface regions of Si wafers subjected 
to different polishing and oxidation procedures (lxl mm2 areas are presented). The images 
of FZ Si:P wafers after chemico-dinamic (a) and mechanical (b) polishing procedures, and the 
image of CZ Si:B wafer coated with 1200 A thick Si02 layer (c) are given in this figure. The 
darker image, the shorter non-equilibrium carrier effective lifetime is. The focused 633-nm- 
wavelength radiation of 55-mW He-Ne laser was used in this experiment for electron-hole 
pairs photoexcitation in near-surface layers (see Fig.2). 

Testing of specially doped areas 

LALS may be also used for the inspection of such parameters of specially doped domains 
of semiconductor structures as their sizes, concentration of free carrier in them and surface 
resistance. The inspection of these parameters is also possible even after different layers are 
grown and coatings are given (until metallized). The domains with the sizes greater than 
1 /an and the variation of free carrier concentration greater than 1013 cm-3 can be tested. 
Nowadays, the development of a prototype of such instrument is being in the final stage. 

Inspection of gettering process efficiency 

We would like to specially emphasize that the above techniques might be very useful for 
the inspection of the gettering processes efficiency.22 

The presence of the gettering precipitates at the internal gettering process can be checked 
by OLALS or LALS with quasi-bulk photoexcitation. The presence and parameters of impu- 
rity atmospheres around the gettering precipitates can be checked by the conventional (angle- 
resolved) LALS and SLALS microscopy. The "working layer" may be tested by OLALS or 
LALS with surface photoexcitation. 

The inspection of efficiency of the external gettering and gettering by implanted domains 
is also possible by the LALS-based techniques. The procedures proposed for these inspec- 
tions are analogous to those described above for the internal gettering process. 

CONCLUSION 

So we can conclude that the LALS-based techniques might by a very effective non- 
destructive tool for solving a wide class of problems of materials and structures testing 
in modern microelectronics, which might be used both in laboratories and directly in the 
production cycle. We discussed only several most obvious possible applications of these 
techniques in this paper. We are sure, however, that they might find a great number of ad- 
ditional applications and be useful in many branches of microelectronics science and industry. 
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ABSTRACT 

The activation of phosphorus implanted into n-type silicon (100) substrate by Mowed 
hydrogen ion(H + ) implantation was studied by means of spreading resistance technique(SR), 
secondary ion mass spectroscopy(SIMS) and transmission electron microscopy(TEM). 
"The activation ratio" defined by carrier concentration divided by phosphorus concentration was 
used as a measure of activation of phosphorus. The H + energy, dose and dose rate dependence of 
activation ratio of phosphorus was investigated. 

In the case of thermal annealing at 400 °C for 200 minutes the phosphorus atoms were not 
activated, on the other hand in the case of H + implantation at 400 °C the phosphorus atoms were 
activated and the activation ratio was increased almost proportionally with the dose. The SIMS data 
suggested that the depth profile of phosphorus atoms was not changed after activation by H + 

implantation. The activation ratio was increased with decreasing the dose rate. The TEM data 
suggested that the density of residual defects was reduced in the case of lower dose rate. The 
depth profile of activation ratio was similar to that of hydrogen atoms implanted at 20 °C . From 
these results the activation and recrystalization mechanism is discussed in the view of contribution 
of elastic collision process between H + ions and substrate atoms. 

INTRODUCTION 

In recent deep-submicron rule, electron devices need complex impurity profile in silicon 
substrate to avoid the short channel effect and so on. The temperatures in impurity doping 
processes become lower to reduce the broadening of the impurity profiles which induces short 
channel effect. For example Rapid Thermal Annealing(RTA)[l], solid state diffusion[2], laser- 
doping[3] or plasma-doping[4] have been investigated to form the ultra-shallow junction. For 
better device performance it is necessary to optimize impurity profile not only in near-surface 
region but also in bulk region. In bulk, it is difficult to optimize even if techniques mentioned above 
are used, because they are based on the impurity diffusion from surface. Especially it is difficult to 
form PMOS-type device. It is because of broadening of boron profile in activation. RTA is 
essentially a high temperature process, so the brodening cannot be avoided. The other techniques 
can be applied only to the near-surface region, so it is difficult to optimize the impurity profile in 
bulk region. 

An energetic ion can deposit energy to nuclei or electrons directly at any depth. The nuclei are 
displaced from the initial lattice site and are diffused, electrons are excited to higher energy levels 
and the bond formation between substrate atoms can be enhanced. So ion implantation might have 
a possibility to activate an impurity atom in silicon substrate. Yoshinouchi et al.[5] investigated the 
activation of phosphorus in polycrystalline silicon film on SiO 2 which is induced by simultaneous 
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implantation of phosphorus ions and hydrogen ions. The sheet resistance of polycrystalline silicon 
film was reduced at a hydrogen ion dose over 10 le cm "2. In their experiment as the 
simultaneous implantation was done, the role of hydrogen ions in activation of phosphorus was not 
clear. In order to clear the activation mechanism, we considered that two step implantation process 
should be done. At first step phosphorus ions were implanted, and at the second step the hydrogen 
ions(H +) were implanted. In this way only the effects of H + ions irradiation can be extracted. 

EXPERIMENTS 

The substrate used was n-type silicon(lOO) wafer, which has a resistivity of between 8 and 12 
ohm-cm. We used a single crystalline silicon substrate to neglect the effects of grainboundaries, and 
investigated the activation at low temperature and the elimination of broadening in phosphorus 
profile with activation. 80keV phosphorus ions were implanted to a dose of 5 x 10 '3 cm "2 at 20 
°C , wafer was tilted by 7 degrees to the surface normal. H + ions are subsequently implanted at 
400 °C , the energy was ranging from 10 to 60keV, and the dose was ranging from 5 x 10 '" to 
3.65 x 10 1S cm "2, dose rate was ranging from 8.6 x 10 ' ° to 3.4 x 10 '' cm "2 s "' .The 
incident angle was normal to the surface to supress the destruction of the recrystallized layer by 
H + implantation. 20%H 2 /Ar gas was introduced into ion source chamber of accelerator in H + 

implantation, where Ar was used for the enhancement of plasma-discharge. 
In this paper we use the term "the activation ratio" of phosphorus, which is the measure of 

activation of phosphorus, is defined as the value of carrier concentration divided by phosphorus 
concentration. The carrier concentration was estimated by means of spreadinging resistance 
technique(SR), the phosphorus and hydrogen concentration was measured by means of secondary 
ion mass spectroscopy(SIMS). Total Activation ratio is obtained by the integration of activation 
ratio over the phosphorus implanted region. The residual damage was analyzed by means of 
transmission electron microscopy(TEM). The mechanism of activation is also discussed by 
comparing the depth profile of local activation ratio of phosphorus with the depth profile of 
implanted hydrogen atoms. 

EXPERIMENTAL RESULTS AND DISCUSSION 

400 
cm 

Depth profiles of spreading resistance of phosphorus ion implanted sample after annealing at 
°C for 200 minutes or after followed 30keV H + implantation to a dose of 1 x 10 '5 

2 (dose rate : 3.4 x 10 '' cm "2 s "') at 400 °C are shown in Fig.l. There is no change in 
107, , , , ,  

105 

10" 

103 

as-i mplanied 
400'C ,200nin. 
400'C ,lE15H+/cm2 

Depthf ß m ) 1 .0 

Fig.l   Depth profile of spreading 
resisitance after thermal annealing 
at 400 °C or 30keV H + 

implantation at 400 °C . 
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spreading resistance after annealing, on the other hand spreading resistance is decreased after H + 

implantation. This result indicates that the activation of phosphorus was induced by H + 

implantation at such low temperature of 400 °C . 
As the H + dose was increased, the more spreading resistance was decreased, which 

corresponds to the increase of activation ratio. The total activation ratio of phosphorus is plotted as 
a function of H + dose in Fig.2. The activation ratio is almost proportional to H + dose. The depth 
of the maximum activation ratio is about 0.3 fi m. The activation ratio becomes larger in the same 
depth profile at whole depth of phosphorus implanted region. 

Fig.2  30keVH+ dose 
t: 1 h ^^      1   dependence of total 

activation ratio 
implanted at 400 °C . 

u0 1 2 3 
Dose( X10,5/cm2) 

The H + energy dependence of depth profile of spreading resistance at 400 °C is shown in Fig. 
3. The H + dose was 1 x 10 '5 cm "2. As the energy was increased from lOkeV, the spreading 
resistance was decreased and reached minimum at an energy of 30keV. As the energy was more 
increased, the spreading resistance was increased and the depth of resistance minimum was shifted 
to deeper region. This shift indicates that the depth where the activation of phosphorus has 
occured is changed with increasing energy. No clear change in depth profile of phosphorus was 
observed after H + implantation, which were measured by SIMS. 

10' 

106 

o) 105 

3 104 

103 

   lOkeV 
  20keV 
  30keV 
  40keV 
ooooooo 50keV 
   60keV 

Fyf.f^iti« 

Fig.3   H 4 energy 
dependence of spreading 
resistance after 
implantation to a dose 
of 1 x 10 '5 cm "2 at 
400 °C. 

1 .0 0 Depth( ii m) 
Hydrogen profiles implanted at 20 °C or 400 °C were measured by means of SIMS, which are 

shown in Fig.4. The H + energy was 30keV and its dose was 1 x 10 '5 cm "2. They are 
normalized to the maximum concentration. They are different from each other, especially the depth 
profile of hydrogen is a terrace-like profile, which is attributed to the diffusion at 400 °C . This is 
an evidence that the decrease in spreading resistance is attributed to the just activation not to the 
passivation effect of defect with hydrogen atoms. 

For comparison, the depth profile of activation ratio after H + implantation at 400 °C , whose 
dose rate was 8.6 x 10 ' ° cm "2 s "' , is also shown in Fig.4. It is also normalized to the 
maximum activation ratio. The hydrogen depth profile implanted at 20 °C is more similar to the 
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activation ratio profile than that implanted at 400 °C . 
If activation of phosphorus is induced by inelastic collision between H + ion and substrate 

atoms, the activation ratio should be increased with increasing of H + energy, because the inelasic 
energy loss of incident ion becomes dominant at higher energy, and the activation ratio sholud be 
higher at near-surface region than in deep—bulk region. But the experimental results indicates 
that the most suitable energy for activation exists and the depth profile of activation ratio has 
maximum at depth of ~ 0.3 ß m. 

These results are understood in the view of contribution of elastic collision 
process between H + ions and substrate atoms. At first phosphorus ions are implanted into silicon 
substrate, when lattice defects such as interstitial silicon atoms and vacancies are formed, so the 
ratio of phosphorus atoms at substitutional lattice site is very small and cannot be acted as an 
activated donor. For the activation of phosphorus, rearrangement of silicon atoms and phosphorus 
atoms for recrystallization is necessary. The experimental result in Fig.l indicates that the thermal 
annealing at 400 °C cannot cause the rearrangement mentioned above. On the contrary, the 
followed H 4 implantation can cause the rearrangement of substrate atoms. The incident H + ions 
give a kinetic energy to substrate atoms in elastic collision, and the collision cascades are formed 
with many displaced silicon atoms. The displaced silicon atom acts as an interstitial atom and 
diffuse to distant position from its initial lattice site, and its vacancy is also formed. At the end of 
collision cascade, if seed for recrystallization exists in contact with the region where collision 
cascade occured, it is possible to recrystallize the damaged layer, and the phosphorus atoms near 
this region are diffused and has a possibility to go in the substitutional lattice site in crystallized 
region, which is to say a vacancy of silicon atom, and can be activated as a donor. 

In this experiment the most suitable energy was 30keV, which is understood as follows. At this 
energy the highest efficiency of elastic energy deposition at the interface between the damaged 
region with phosphorus ion implantation and non-damaged single crystalline substrate to be a seed 
for recrystallization, which corresponds to the depth of ~ 0.3 ß m, is considered to be realized. In 
Fig.4 the depth profile of hydrogen implanted at 20 °C is considered to be the very projected range 
distribution of incident H + ions. The profile of elastic energy deposition should be a little 
shallower than the projected range distribution, so the depth of deposited energy maximum 
corresponds to just the depth of the interface mentioned above and also corresponds to the depth 
of activation ratio maximum. It is considered that the highest recover of crystallinity in phosphorus 
implanted region and the highest activation ratio are realized at an incident energy of 30keV. In 
this case the peak concentration of retained hydrogen atoms is about 7 x 10 '9 cm "3. The effect 
of hydrogen for passivation of phosphorus has not been cleared yet. The retained hydrogen atoms 
are released from surface after followed thermal annealing. Most of implanted hydrogen atoms are 
released after annealing at 700 °C for 20minutes. 

The dose rate dependence of activation is also examined. 30keV H + dose rate dependence of 
depth profile of spreading resistance is shown in Fig.5. Its dose was 1 x 10 '5 cm "2. The 
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spreading resistance is decreased with decreasing the dose rate, which corresponds to the increase 
in activation ratio. This is the evidence that the activation is not induced by heating effect in H + 

implantation. At the dose rate of 8.6 x 10 ' ° cm "2 s "' the activation ratio is reached to 55% at 
the depth of ~ 0.3 ß m . 

The total activation ratio is shown in Fig.6. The total activation ratio is reached to 4% at the 
dose rate of 8.6 x 10 10 cm "2 s "' . This activation ratio is considered to be increased with 
increasing the H + dose as mentioned above. 

These results are understood in the view of the contribution of residual lattice defects. As 
mentioned above, the crystallinity of phosphorus implanted region is recovered by followed H + 

implantation, which corresponds to the decrease in the residual amount of lattice defects. The 
activation ratio is decreased by the residual lattice defects formed in H + implantation. It is 
considered that the amount of residual lattice defects is decided in a balance between the rate of 
formation and that of disappearance. The rate of formation is increased with increasing the dose 
rate, on the other hand, in the assumption that the rate of disappearance is decided with only the 
temperature, the residual amount of lattice defects is increased with increasing the dose rate. In 
the case of higher dose rate, even if the phosphorus atoms go in the substitutional lattice site, 
dangling bond is formed so the phosphorus cannot act as an activated donor. So the activation ratio 
is increased with decreasing the dose rate. 

3 io' 

■~ 10° 

2 10" 

 1 1 1      p    r— , i i      i 

Fig.6  30keV H + dose rate 
dependence of total 
activation ratio. 

10'° 10" 
Dose Rate(/cm2s) 

101 

The TEM photograph of activated region is shown in Fig.7. The H + dose was 1 X 10 '5 

cm "2. Stratiform defect layer is observed near the interface between damaged region with 
phosphorus implantation and non-damaged single crystalline region at the dose rate of 3.4 x 
10 '' cm "2 s "' . No clear image originated from large defects as mentioned above. This is the 
evidence that the recover of crystallinity is realized at lower dose rate. 
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( a ) ( b ) 
Fig.7 Cross sectional TEM photographs of samples activated by H + implantation at a dose rate of 
(a)8.6 x 10 10 cm 2 s " ' and (b)3.4 x 10 '' cm 2 s "' . The arrows correspond to the surface of 
silicon substrate. 

SUMMARY 

It was indicated that the activation of phosphorus implanted into silicon is induced by followed 
H + ion implantation at such low temperature of 400 °C . For the activation, it is necessary to 
recrystallize the damaged layer. 

The activation is induced by the rearrangement of substrate atoms in the colision cascade, 
which is formed by elastic collison between H + ions and substrate atoms. The position of collision 
cascade is important for the activation, especially energy deposition to the interface between 
damged region formed with phosphorus implantation and nondamaged sigle crystalline region is 
very important. 
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ABSTRACT 

PL and TEM have been carried out on SIMOX structures before and after thinning the 
silicon overlayer by a process of sacrificial oxidation. The implantation and high temperature 
annealing schedules involved in fabricating SIMOX material result in threading dislocations 
and stacking fault tetrahedra and pyramidals in the silicon overlayer. The optical activity of 
these extended defects is found to be low. However, after the sacrificial oxidation, strong 
dislocation related luminescence is observed, which is attributed to the presence of oxidation- 
induced stacking faults now present in the overlayer. 

INTRODUCTION 

The formation of silicon on insulator structures by Separation by Implanted Oxygen 
(SIMOX) is a well established technology which is compatible with VLSI processing. The 
silicon overlayer is a strong candidate for the active region of fully depleted CMOS devices, 
with reduced parasitic effects, good radiation tolerance and increased speed. A standard 
technique for the production of thin SIMOX is sacrificial oxidation, which does not involve 
any modification of the implant conditions, but may lead to the formation of oxidation 
induced stacking faults (OISF). If these defects occur in the active region of a device their 
associated electrical activity is known to degrade device performance[l]. 

Prior to the sacrificial oxidation, it is likely that the aggressive implantation and very high 
temperature annealing involved in the formation of SIMOX structures will result in residual 
defects in the silicon overlayer. Such defects include threading dislocations and intrinsic 
stacking fault tetrahedra and pyramidals[2,3]. Therefore, coupled with the OISF present in 
thinned SIMOX structures, there is likely to be present in the active region a high 
concentration of extended defects which have the potential to act as generation-recombination 
centres. 

It is difficult to assess the electrical quality of the active region of a SIMOX structure 
because of two factors: firstly, no current flows from front to back because there is a buried 
insulating layer and secondly, the silicon overlayer is thin (typically 2000Ä to 3000Ä) even 
before sacrificial oxidation, and surface and interface recombination cannot be deconvoluted 
from recombination occurring at defects within this layer. However, in the special case of 
extended defects in silicon, it is very likely that a defect that exhibits non-radiative deep level 
electrical activity, (such as is detected by Deep Level Transient Spectroscopy (DLTS)[4] and 
Electron Beam Induced Current), also exhibits radiative emission which can be characterised 
by photoluminescence (PL)[5].  PL is a non-destructive technique that characterizes material 
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within the electron-hole pair generation volume. If the 514nm line of an argon ion laser is 
employed as the excitation source with a penetration depth of approximately 1/um in silicon, 
this will generate carriers in the silicon overlayer and beyond the buried oxide and into the 
underlying silicon in our structures. 

We have carried out PL on SIMOX structures which exhibit stacking fault tetrahedra and 
pyramidals (SFT/SFP) and threading dislocations in the overlayer to assess the level of 
exciton capture and subsequent radiative recombination at these defects. We have also carried 
out PL on SIMOX structures that have been thinned by sacrificial oxidation, and contain 
OISF. The extended defects in all layers were observed by plan view transmission electron 
microscopy (TEM) and cross sectional TEM (XTEM). 

EXPERIMENTAL 

The p-type SIMOX layer was formed by implantion of a dose of 1.79x10 °/cm2 0+ ions 
at 190 keV into silicon at a temperature of 600°C. The wafer was then annealed at 1320°C 
for 6 hours in an atmosphere of Ar + 0.5% Oj. This resulted in a silicon overlayer 
thickness of 2040Ä determined by 1.5MeV He+ Rutherford backscattering analysis. A 
sample cut from the wafer at this stage is identified as sample A in Table I. 

In order to thin the sample, thermal oxidation was carried out at 900°C in a dry 02 

atmosphere, followed by an etch in HF to remove the oxide, which reduced the overlayer 
thickness to 500Ä (sample B). In order to establish the physical location of the centres giving 
rise to PL signals, we completely etched away the silicon overlayer and the buried oxide from 
one region of the oxidized wafer (sample C) and carried out PL on the remaining substrate. 
Extended defect types and densities were obtained using TEM analysis. 

Table I:   Summary of Sample History and Structure. 

Sample 
Name 

Details of Processing Overlayer 
Thickness (A) 

A 0+ implantation. Annealing at 1320°C 2040 

B 0+ implantation. Annealing at 1320°C. Sacrificial 
oxidation 

500 

C 0+ implantation annealing at 1320°C. Sacrificial 
oxidation. Removal of overlayer and oxide 

n/a 

D 0+ implantation. Annealing at 1320°C. Cu diffusion 2040 

E 0+ implantation. Annealing at 1320°C. Sacrificial 
oxidation. Cu diffusion 

500 

F 
1  

Light surface damage. Dry oxidation at 1100°C n/a 

It is well known that a light amount of decoration by a transition metal such as Cu or Au 
increases the intensity of radiative emission from extended defects in silicon[6]. We have 
deliberately introduced a small amount of Cu by lightly touching samples A and B on the 

630 



back with cleaned copper wire and heating to 700°C for 15 minutes. This results in samples 
D and E, respectively, in Table I. Finally, we created OISF in bulk silicon by light surface 
damage and oxidizing at 1100°C. This provided a comparison of the dislocation-related 
emission when only OISF are present, sample F. 

RESULTS 

Fig. 1 shows a XTEM micrograph of sample A. This shows that stacking fault tetrahedra 
and pyramidals (SFT/SFP) are present at the top Si/Si02 interface with a density of 1x10' 
cm . These interface defects are very small with a length typically between 0.1 - 0.2/j.m, and 
are not observed at the lower Si02/Si-substrate interface. In addition, sample A was etched 
with a specially developed defect etch for thin layers[7]. This showed that threading 
dislocations are also present in the silicon overlayer, and they extend from the Si02/Si 
interface to the surface.   The density of these dislocations is lxlO5 cm" . 

layer 

M»«»»«»«!»»*—«W»'.1»»'!!'"!     "" 

Dxide 

Fig.l XTEM of sample A, showing a stacking 
fault tetrahedra at the upper Si/Si02 interface 

Fig.2 TEM of OISF in the silicon overlayer of 
the SIMOX structure after dry oxidation at 
900°Cfor 24 hours 

Fig.2 shows plan view TEM of the OISFs present in the thinned overlayer in sample B 
after sacrificial oxidation at 900°C for 24 hours. They are revealed to be well formed OISFs 
bounded by dislocation loops, with a mean length greater than 1/^rn. However, the density 
of the OISFs is low, approximately   lxlO^cnT2. 

The PL spectra from samples A,B and C are shown in Fig.3. The PL from the SIMOX 
sample before sacrificial thinning (A) shows a small and broad dislocation-related emission 
feature centred at 0.814eV, while boron bound-exciton (BE) emission dominates at 1.098eV. 
The peak at 0.814eV is the dislocation-related Dl line[6]. PL from the sample that has 
experienced sacrificial oxidation (B) exhibits a larger feature at 0.814eV and the intensity of 
the bound-exciton peak is reduced relative to the dislocation related emission. PL from 
sample C is dominated by the boron bound-exciton recombination and no Dl line can be 
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detected. 
The lightly copper decorated samples D and E were investigated by PL and the spectra 

are illustrated in Fig. 4. It can be seen from the PL spectra that the copper decoration 
reduces the dislocation-related luminescence originally detected from samples A and B. The 
bottom trace in Fig.4 shows a PL spectrum of the reference sample (F) containing OISFs near 
the surface of the silicon substrate, and consists of the lines Dl and D2, bot of which are 
commonly associated with OISFs[8]. 
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Fig. 3 PLfromSIMOX(A), thinned SIMOX(B) 
and   substrate   after   removal of 
SIMOX top Si and buried oxide(C). 
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Fig. 4 PL from sample Cu-dec. SIMOX(D), 
Cu-dec.   thinned   SIMOX(E), and 

OISF reference sample(F). 

DISCUSSION 

The particular processes involved in SIMOX technology, high-dose, high-energy 0+ ion 
implantation, combined with a very high-temperature anneal, has been shown in the past to 
be responsible for contamination and the formation of bulk and interface defects[9]. The high 
densities of threading dislocations and oxygen precipitates that resulted in the silicon overlayer 
were reported to produce Dl - D4 in PL spectra[10]. With the improvement of SIMOX 
processing technology, the threading dislocation problem has been greatly reduced, but other 
types of defects such as stacking fault tetrahedra and pyramidals at the Si/Si02 interface are 
emerging as the most numerous defects[2,ll,12]. The SFT/SFP in our samples have a high 
density of lxlO'cm . A crucial factor when considering any material system is whether an 
extended defect will have sufficient electrical activity to influence device parameters, and this 
issue can be partly resolved by examining the optical activity of the system. 

PL spectra from silicon fall naturally into two regions: bound exciton emission above 
approximately 1.00eV and dislocation related emission which manifests itself as broader peaks 
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below l.OOeV. Our PL measurements from sample A, which has a relatively low density of 
threading dislocations but a high density of SFT/SFPs, shows little radiative emission in the 
dislocation emission portion of the spectrum (Fig. 3a). However, even a relatively low 
density (1x10 cm"2) of OISFs in the very thin silicon overlayer of 500Ä, sample B, gives 
rise to a much more intense Dl line in the PL spectrum. This implies that the OISF have 
much greater radiative recombination activity associated with them than the SFT/SFPs, and 
may therefore be more electrically active. If this is the case, then the sacrificial oxidation 
process has introduced generation-recombination centres into the region where devices will 
be fabricated in these substrates. This supposition is reasonable as it is known that OISFs in 
bulk silicon capture both majority and minority carriers[13]. 

Copper was introduced into sample A to establish whether the SFT/SFP were not 
detected because the defects were 'clean'. There is much in the literature (for example, 
references 4,6 and 8) which reports that deliberate decoration by copper of dislocations in 
silicon modifies the PL emission associated with the defects. A light decoration enhances the 
radiative emission, whereas heavy decoration reduces the emission. This latter result is due 
to the formation of copper precipitates which act as non-radiative centres that compete for 
excitons, thus reducing the radiative recombination paths in the excited region. In order to 
ensure that the experiment was carried out in the 'lightly' decorated regime, the copper was 
introduced from the back of the samples. Copper is a fast diffuser in silicon, but is 
apporoximately two orders of magnitude slower when diffusing through Si02. Therefore it 
was assumed that only a small amount of copper passed through the insulating layer to 
decorate the extended defects in the overlayer. 

The presence of extended defect-related PL often results in a decrease in the BE emission 
from the same sample, and it can be instructive to examine the ratio of the intensities of the 
two types of emission features. Table II shows the ratio, Dl/BE, of the integrated intensities 
of Dl to the BE emission peak for samples A - E. The ratio is seen to dramatically increase 
after the overlayer has been thinned. This is attributed to the very efficient exciton capture 
by the OISFs associated with the local strain field, i.e. fewer excitons are able to diffuse deep 
into the substrate, which gives rise to the lower intensity of the 1.098eV peak. 

Table II.   Ratio of the intensities of the Dl line and the bound exciton emission line. 

Sample No. A B C D E 

Dl/BE 0.60 4.79 0.15 0.17 4.45 

It can clearly be seen that the copper has diffused through the buried oxide and reached the 
extended defects in samples D and E because the ratios Dl/BE in both samples have changed 
after copper decoration. As mentioned previously, if the copper decoration becomes 
considerable, the intensity of Dl will start to reduce, and this appears to be the case for both 
samples D and E. From this, we deduce that the extended defects were already decorated 
with an impurity before our decoration experiment, and that this enhanced the defect related 
luminescence from samples A and B. Inadvertent impurity incorporation can occur during 
a process such as ion implantation. This implies that even an unintentional decoration in 
sample A was not sufficient to cause the SFT/SFPs to exhibit a significant emission peak at 
0.814eV, despite their high density. However, a density of OISFs that is lower does produce 
enough radiative centres to reduce the bound exciton recombination. This level of decoration 
means that the OISFs are likely to have associated deep non-radiative electronic states[5]. 
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CONCLUSIONS 

The process of forming SIMOX can result in the presence of threading dislocations and 
SFT/SFP in the silicon overlayer, but these extended defects have no detectable D-line 
emission measured by PL. It is inferred therefore that they have a low level of electrical 
activity and as such, will not contribute significantly to device degradation. By contrast, the 
OISF present in SIMOX structures that have been thinned by oxidation exhibit emission 
centred at 0.814eV (Dl). This emission cannot be enhanced by light decoration of the OISF 
by copper. The PL spectra from the OISF is virtually identical to that measured for OISF 
in bulk silicon, and it is deduced that the OISF in the SIMOX overlayers have the potential 
to be generation-recombination centres. By etching off the buried oxide we have 
demonstrated that the Dl line originates from an extended defect in the silicon overlayer, and 
have thus shown that PL can be used as a sensitive analysis technique for layers as thin as 
500Ä. 
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TYPE H DISLOCATION LOOPS AND THEm EFFECT ON STRAIN IN ION 
IMPLANTED SDLICON AS STUDIED BY HIGH RESOLUTION X-RAY 

DETRACTION 

R. H. THOMPSON JR., V. KRISHNAMOORTHY, J. LIU, AND K.S. JONES 
Department of Materials Science and Engineering, University of Florida, Gainesville, FL 32611 

ABSTRACT 

P-type (100) silicon wafers were implanted with 28Si+ ions at an energy of 50 keV and to doses 
of 1 x 1015, 5 x 1015 and 1 x 1016 cm"2, respectively, and annealed in a N2 ambient at temperatures 
ranging from 700°C to 1000°C for times ranging from 15 minutes to 16 hours. The resulting 
microstructure consisted of varying distributions of Type II end of range dislocation loops. The 
size distribution of these loops was quantified using plan-view transmission electron microscopy 
and the strain arising from these loops was investigated using high resolution x-ray diffraction. 
The measured strain values were found to be constant in the loop coarsening regime wherein the 
number of atoms bound by the loops remained a constant. Therefore, an empirical constant of 7.7 
x 10"12 interstitial/ppm of strain was evaluated to relate the number of interstitials bound by these 
dislocation loops and the strain. This value was used successfully in estimating the number of 
interstitials bound by loops at the various doses studied provided the annealing conditions were 
such that the loop microstructure was in the coarsening or dissolution regime. 

INTRODUCTION 

As the computer age advances so does the demand for smaller devices. VLSI circuit fabrication 
demands increasingly smaller dimensions to improve performance. Selective doping using ion 
implantation is an important aspect of the VLSI fabrication process. At high enough implant 
energies and doses the implant conditions are sufficient to amorphize silicon. Upon subsequent 
annealing at temperatures greater than 550°C solid phase epitaxial regrowth of the amorphous 
region occurs leaving behind Type II end of range dislocation loops at the original amorphous / 
crystalline interface1'2. Previous studies have shown that this layer of dislocation loops causes a 
tetragonal distortion in the lattice resulting in a positive strain perpendicular to the wafer surface 
3'4. Previous studies have also related this strain to the concentration and size of the dislocation 
loops4'5'6. The aim of this study was to determine a relationship between the number of 
interstitials bound by the loops calculated using TEM and the strain evaluated using High 
Resolution X-Ray Diffraction (HRXRD). This relation would allow for the prediction of the 
number of interstitials trapped in loops using HRXRD which has the advantage of being a non- 
destructive analysis technique. 
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EXPERIMENTAL PROCEDURES 

The experiments were conducted on p-type (Boron doped) (100) Czochralski grown silicon 
wafers with a resistivity of 5-10 ohm-cm. Wafers were implanted with 28Si+ at an energy of 50 
keV and doses of 1 x 1015cm"2, 5 x 1015cm"2, and 1 x 1016cm'2 using a Varian Ion Implanter. The 
ion beam was kept at a minimal current to reduce possible beam effects on the sample. 

After implantation a 5500Ä LPCVD Si02 cap layer was deposited on the samples to 
prevent oxidation during subsequent annealing. The samples were annealed in a N2 ambient at 
temperatures of 700°C, 800°C, 900°C and 1000°C for times ranging from 15 minutes to 16 
hours. After annealing the surface oxide was removed by dipping the samples in a buffered oxide 
etch solution (6:1 Hydrofluoric acid to Ammonium Hydroxide) until the surface became 
hydrophilic. 

To measure the strain from the dislocation loops a Philips HR-1 system was modified by 
adding a Bonse-Hart collimator (see Figure 1) to increase resolution.. This was necessary to 
detect the small magnitude of strain being measured. After appropriate system optimization of 
specimen rotation and tilt, omega/2 theta x-ray rocking curves were acquired using a small step 
size of 0.0005° and a time per step of 10 seconds. A comparison of rocking curves obtained with 
and without the Bonse-Hart collimator is shown in Figure 2 to illustrate the necessity of this 
addition. 

Detector 

Source Bonse-Hart Collimator 

Sample 
Bartels Monochromator 

Figure 1. The Philips HR-1 HRXRD system with the addition of a Bonse-Hart Collimator 

Without Bonse-Hart 
Collimator 

-320 0 320 
Angle (arcseconds) 

Figure 2. A comparison of x-ray rocking 
curves taken before and after the addition of 
the Bonse-Hart Collimator to the Philips 
HR-1 HRXRD system. 
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The x-ray rocking curves performed about the [004] reflection revealed satellite peaks to 
the left of the silicon substrate peak. The lower angle of these peaks indicates a lattice expansion. 
The outermost satellite peak has been previously shown to represent the maximum strain in ion 
implanted silicon (31). Rocking curve simulations were performed using strain profiles with the 
maximum positive strain centered at a depth corresponding to the loop layer. The results showed 
that the outermost satellite peak did indeed correspond to the maximum strain value. 

Plan-view transmission electron microscopy (PTEM) samples were prepared by etching in 
a (1:3) HF/HNO3 solution until the specimen was electron transparent. PTEM was performed 
using a JEOL 200CX electron microscope and the dislocation loops were imaged using a <220> 
reflection. The size distribution of the loops was evaluated using the micrographs and since the 
density of atoms on a <111> plane is known, the number of interstitials trapped by the dislocation 
loops was evaluated. 

RESULTS AND DISCUSSION 

The strain was calculated from the x-ray rocking curves using the following equation. 

Ei = -A(D x cot (0B) (1) 

The evaluated strain is plotted versus annealing temperature in Figure 3. It can be seen that there 
appears to be three distinct regions of strain. The first region from 700°C to 800°C where the 
strain drops from 5046 ppm to 3210 ppm after a 15 minute anneal and from 4920 to 3420 ppm 
after a 2 hour anneal. In the second region from 800°C to 900°C the strain appears nearly 
constant at about 3400 ppm. In the third region from 900°C to 1000°C the strain drops from 
3400 ppm to 1840 ppm after a 15 minute anneal and from 1846 ppm to below the detection 
threshold of the x-ray system after a 2 hour anneal. 
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Figure 3. A plot of the maximum 
strain versus annealing temperature. 

600 700 800 900 1000 1100 
Temperature (Celsius) 

In order to understand the relevance of the 3 regions PTEM was performed on the various 
specimens. The micrographs from the 2 hour annealed samples are shown in Figure 4. The 
micrographs clearly show an increase in loop size with increasing temperature and at high 
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0.1 um 

0.1 um 

Figure 4. Plan View TEM micrographs of the type II end of range dislocation loops annealed in 
N2 for 2 hours at a) 700°C, b) 800°C, c) 900°C and d) 1000°C. 

temperatures a decrease in loop number density with increasing temperature. The total number of 
interstitials trapped in the dislocation loops was calculated and was compared with the strain 
values. The number of interstitials trapped in the loops and the strain for the 2 hour annealed 
samples are shown in Figure 5. It is important to note that the total strain in these samples would 
be the sum of the strain due to free interstitials in the lattice and the strain exerted by the 
dislocation loops on the surrounding Si lattice. 
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Figure 5. A plot of the number 
of trapped interstitials and the 
strain versus temperature for 2 
hour anneals in N2 

In the 700°C to 800°C range, the number of interstitials trapped by the loops increases while the 
strain decreases with increasing temperature. This suggests that the dislocation loops are in the 
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growth stage. In this stage, therefore, the strain due to dislocation loops would increase with 
increasing temperature. However, the measured strain decreases with increasing temperature. As 
pointed out earlier, the total strain would be sum of the strain component due to dislocation loops 
and that from free interstitials. A free interstitial would typically exert greater strain on the lattice 
than would an interstitial trapped by a dislocation loop and hence the driving force for the 
formation of such loops. Annealing at increasing temperatures would allow free interstitials to 
diffuse to the loops (hence growing them). Therefore, the strain contribution from free 
interstitials would decrease with increasing temperature. Assuming that the total number of 
interstitials in the lattice decreases (due to recombination) or remains a constant the total strain 
would decrease with increasing annealing temperature. 

In the 800°C to 900°C range, both the strain and the number of trapped interstitials remain 
nearly constant. This can be attributed to loop coarsening in this temperature regime wherein 
loops larger than a critical radius grow and those below this radius shrink2. The net quantity of 
interstitials trapped in the dislocation loops would remain a constant in this regime and hence the 
strain should remain constant if the strain is solely dependent on the loop interstitial content. In 
the third stage from 900°C to 1000°C both the strain and the number of trapped interstitials 
decrease with increasing temperature. This can be explained by the occurrence of loop dissolution 
where the dislocation loops are no longer stable2 and hence a lower number of trapped interstitials 
would lead to a lower strain value. 

For temperatures greater than 800°C and for longer times there appeared to be a direct 
correlation between the number of trapped interstitials and strain. The interstitial numbers 
evaluated from PTEM and strain from x-ray were correlated in this regime and an empirical 
constant of 7.7 x 10"12 interstitials/ppm was determined. 

Assuming that the strain is a direct function of the number of trapped interstitials (as in the 
coarsening and the dissolution regime), the empirical value should be able to provide the number 
of trapped interstitials if the strain is measured. To test the effectiveness of the constant in 
predicting the number of trapped interstitials samples of self-ion implanted silicon at doses of 1 x 
1015 cm"2, 5 x 1015 cm"2, and 1 x 1016 cm"2 and at a constant energy of 50 keV were studied. The 
samples were annealed at a high temperature of 900°C for 30 minutes to allow for the diffusion of 
any excess free interstitials to sinks. X-ray rocking curves were obtained from these samples and 
the strain was calculated using Equation 1. The number of trapped interstitials was then calculated 
using PTEM micrographs from these samples. Figure 6 shows the number of trapped interstitials 
found using PTEM along with the calculated number of interstitials using the x-ray strain and the 
empirical constant. 

f?7.0E+14 

Figure 6. A plot of the number of interstitials 
found using PTEM along with the number 
of interstitials calculated using strain and the 
empirical constant. 
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The two values appear to correlate quite closely and therefore seems to indicate that the constant 
can be used to evaluate the number of trapped interstitials under conditions where loop growth is 

complete. 

CONCLUSIONS 

The data from this study has shown that there is a direct correlation between the x-ray strain and 
the number of interstitials trapped in Type II dislocation loops in the loop coarsening and 
dissolution regimes. The strain and interstitials trapped in the loops do not correlate in the loop 
growth regime. This was explained by noting that during loop growth there are free interstitials 
which not bound by the dislocation loops present in the Si lattice which also contribute to the 
measured strain. These free interstitials are indiscernible in PTEM and hence no discrete number 
can be obtained to relate these interstitials to strain. An empirical constant was determined (for 
the loop coarsening and dissolution regimes) that relates the number of interstitials trapped in 
Type II dislocation loops to strain evaluated by x-ray diffraction. This constant offers the 
possibility of evaluating the number of interstitials trapped in dislocation loops using x-ray 
diffraction, a non-destructive technique, instead of PTEM which is a laborious destructive 
technique. 
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Akira Usami, Takanori Makino, Hideaki Yoshida, and 'Etsuro Morita 
Nagoya Institute of Technology, Gokiso, Showa, Nagoya 466, JAPAN 
'Mitsubishi Materials Silicon Co.,Ltd., Nishisangao, Noda 278, JAPAN 

RECOMBINATION 

ABSTRACT 

The surface properties of silicon are investigated by the noncontact laser 
(A.=774nm)/microwave method. The effective surface recombination velocity (Srfr) at an n+n high- 
low junction interface is estimated by fitting the experimental decay curve for excess carriers with 
the theoretical decay curve. The results show that Seff decreases as the dopant concentration 
increases and that Serr at the n+n high-low junction formed with a dose of lxlO15 ions/cm2 has 
values lower than lcm/s. And it is shown that Seffis inversely proportional to the potential barrier 
height of the n+n high-low junction. Similar results are obtained using an N2 laser (Ä.=337.1nm) 
instead of a laser diode (A.=774nm, 904nm) as a carrier excitation pulse source. 

INTRODUCTION 

The improvement in the surface properties of silicon wafers has become more important 
for the silicon device performance and reliability as the device dimension decreases continuously. 
It is known that the surface properties are improved by forming a heavily doped layer on the 
surface with an ion implantation technique. This method is founded on a blocking property [1] of 
a high-low junction for minority carriers. Consequently, the recombination rate at the silicon 
surface is effectively reduced. This property has been used for the improvement in open circuit 
voltage and short circuit current of Back-Surface-Field (BSF) solar cells [2,3]. 

In this experiment, we have investigated the surface properties of silicon which has a 
heavily doped layer at the surface. The heavily doped layer was formed by an ion implantation 
technique to reduce the surface recombination velocity of silicon. The surface properties of 
silicon are evaluated by the noncontact laser/microwave method [4,5,6]. 

EXPERIMENTAL PROCEDURE AND SAMPLE PREPARATION 

Figure 1 shows a schematic illustration of the apparatus based on the noncontact 
laser/microwave method used in this experiment. Excess 

I Laser puise [ carriers are injected by an irradiation of 5-pulsed light at a 
-u- surface of a silicon wafer. After the irradiation, the injected 

I optical coupler] excess  carriers  decrease  by  recombination.   The  decay 

o 
Delta 5(t) 

Si Wafer 

Incident 
Light => 

Xb 

Incident Light 
Form 

Detected Signal 
Form 

Fig. 1 Schematic illustration 
of the system used in this 
experiment. 

0       W    Z 

Fig. 2     Schematic     description 
laser/microwave method. 

calculation 

Sa Sb Tb Ti Xeff 

of    the     noncontact 
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process for excess carriers is detected by 10GHz microwave from a Gunn diode. Consequently, 
minority carrier lifetimes, such as Xi, Tetr, and xb mentioned later, are measured from the decay 
curve (the photoconductivity decay method). In this experiment, we used a laser diode (LD) 
(^=774nm, pulse width=50ns) and an N2 laser (X=337.1nm, pulse width=lns) as a carrier 
excitation pulse source. The irradiation light from these lasers is appropriate for the detailed 
investigations of the surface properties of silicon, because their optical penetration depths into 
silicon are shallow. We also used a LD (X=904nm, pulse width=50ns) in this experiment. 

Figure 2 shows the schematic description of the incident light, i.e. a carrier excitation 
pulse source, and the detected signal using the noncontact laser/microwave method. Decay of the 
detected signal intensity after the irradiation is initially nonexponential but then becomes almost 
exponential. Primary mode lifetime (xi), which is affected by both surface and bulk properties of 
a silicon wafer, means the time constant obtained from the latter part of the decay curve. 
Effective lifetime (xes) means the time at which the value of the detected signal intensity 
decreases to 1/e of the maximum value. Bulk lifetime (xb) and the surface recombination velocity 
(S : Sa, Sb) of a wafer are also estimated from the detected signal intensity. 

The theoretical decay curve is described by the solution of the continuity equation (1), 

subject to the initial condition (2), and the boundary conditions (3) and (4) as following. 
4p(x,0) = g0 exp(-ax) (2) 

D|-Ap(x,t)U=SaAp(0,t) (3) 

D^Ap(x,t)|x=w=-SbAp(W,t), (4) 

where Xb is the bulk lifetime, D the diffusion coefficient of the minority carrier, go a constant, a 
the absorption coefficient for an irradiation light, W the thickness of the wafer, and Sa and Sb are 
the surface recombination velocities on the front and back surface of the wafer, respectively. 

The wafers used in this experiment were one-side polished, 4-inch (lOO)-oriented n-type 
(resistivity of 8-12fi-cm, thickness of 500um) Czochralski (CZ) silicon. The P+ ion implantations 
were performed at different implantation energies of 50, 70, and lOOkeV with doses ranging from 
lxlO12 to lxlO15 ions/cm2 for the polished face of the wafers. Hereafter, we call the implanted 
face the front surface. To form an n+n high-low junction, post-implantation annealings were 
carried out at 900°C for 30min. A sample name, for example N-50-12, means that the type of 
conduction is n-type and that the ion implantation was performed at an implantation energy of 
50keV with a dose of lxlO12 ions/cm2. 

We measured minority carrier lifetimes for these samples with irradiation of excitation 
light at a heavily doped layer side. The widths of the heavily doped layer for all the samples were 
much thinner than the optical penetration depth into silicon of the LD's used in this experiment. 
Thus, carriers can be fully excited below the heavily doped layer/substrate interface. 

RESULTS AND DISCUSSION 

A. Estimation of effective surface recombination velocity (Seir) 

Figure 3 shows the decay curves for excess carriers of the samples implanted at an 
energy of 50keV with doses ranging from lxlO12 to lxlO15 ions/cm2 and subsequently annealed. 
The LD (X.=774nm) is used as a carrier excitation pulse source. The results show that xi increases! 
with dose. Figure 4 shows the dependence of xi on dose with the energy as a parameter for all 
the samples. The results show that the values of xi increase with dose for all the energies. 

A high-low junction has a blocking property for minority carriers, and hence the surface 
recombination velocity is effectively reduced. (The effective recombination velocity is denoted as 
Srff.) It has been reported that the reduction of Seff by the high-low junction increases with width 
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Fig. 3 Decay curves for excess carriers 
of the samples implanted at an energy 
of 50keV with doses ranging from 
lxlO12 to lxlO15 ions/cm2 and 
subsequently annealed. 
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Fig. 5 An example of the fitting for the 
sample N-50-14. 

and carrier concentration of the heavily doped 
layer [7, 8, 9]. 

Under the implantation conditions of a 
constant energy and different doses, the heavily 
doped layers formed after annealing have almost 
the same width, and the carrier concentration of 
the heavily doped layers increases with dose. 
Therefore, Seff at the high-low junction interface 
is reduced more effectively at the higher dose 
owing to the blocking property for minority 
carriers. Thus, ti increases with dose. As 
previously reported [10,11], xi is affected by both 
surface and bulk properties of the sample. In 
figure 4, the value of xi is mainly affected by Ses, 
because the starting wafers have almost the same 
bulk properties. Thus, it is considered that the 
increase of xi with dose represents the decrease of 
Seff at the front surface with dose. 

We estimated Sefr at the front surface by 
fitting the experimental decay curve with the 
theoretical decay curve. Figure 5 shows an 
example of the fitting for a sample implanted at 
50keV with lxlO14 ions/cm2 and subsequently 
annealed (N-50-14). The theoretical decay curve 
is obtained by equation (1), using W=500um, 
a=1300cm"1 (>.=774nm), D=10.4cm2/s, xb=91.2us, 
Sb=3050cm/s with Sa as a parameter. The values 
of Sb and Xb are determined by the separation of S 
and Xb [12] for the experimental decay curves 
obtained from the back surface of the samples. 
The best fit is obtained when Sa=70cm/s. Thus, 
Seff is 70cm/s in figure 5 (for the sample N-50-14). 
Similarly, Seff is estimated for all the samples. 
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Fig. 7 Dependences of Seff and of the 
potential barrier height on dose for the 
samples implanted at 70keV with different 
doses. 

Figure 6 shows the dependence of Seff on dose for 
all the samples. The results show that Seff decreases 
with dose for all the energies. It should be 
emphasized that Setr is reduced by forming the high- 
low junction and that the increase of \\ with dose 
represents the decrease of Sefr with dose. Figure 7 
shows Sefr and a potential barrier height of an n+n 
high-low junction as a function of dose for the 
samples implanted at 70keV. The potential barrier 
height were obtained from the dopant concentration 
profiles measured by secondary ion mass 
spectrometry (SIMS). These results indicate that 
Seff were reduced because of the increase in the 
potential barrier height, which is due to the increase 
in the carrier concentration of a heavily doped layer 
with dose. Thus, the results were in good 
agreement with the results expected from the 
dependence of ii on dose as mentioned above 
(figure 4). 

Sefr at a high-low junction interface was 
investigated by the numerical analysis using a 
carrier concentration profile as shown in figure 8(a) 
[13]. (The effect of electric field and the dopant 
concentration on effective surface recombination 
velocity was reported in reference [13].) We 
investigated Seff involving the recombination in the 
shaded region in figure 8(a) by the numerical 
analysis. Figure 8(b) shows the results for the 
numerical analysis of Seff at an n+n junction interface 
as a function of dose (an energy of 50keV) based 
on the model shown in figure 8(a). In figure 8(b), 

644 



Lp is the diffusion length of minority carriers and the shaded region represents the range of dose 
used in the present experiment. The results show that Seß- decreases with dose at a constant 
energy. This theoretical result coincides with the experimental result in figure 7. 

B. Effect of doped layer on Sen- and Ten- measured using an N2 laser 

We measured an effective minority carrier lifetime for the samples by the 
photoconductivity decay method using an N2 laser (A.=337.1nm) as a carrier excitation pulse 
source. The wavelength of an N2 laser is much shorter than those of the LD's (X=774nm, 904nm). 

Figure 9 shows the decay curves for excess carriers of the samples implanted at an 
energy of 70keV with doses ranging from lxlO12 to lxlO15 ions/cm2 and subsequently annealed. 
The N2 laser was used as a carrier excitation pulse source. In figure 9, the sample N-70-15 is also 
measured using the LD (>.=904nm). The result shows that xeff increases with dose. It is also 
shown that the value of xeir measured using the N2 laser becomes equivalent to that measured 
using the LD (A,=904nm) for the sample implanted with a dose of lxlO15 ions/cm2. The same 
results were obtained for the other energies. It is considered that the injected excess carriers 
diffuse quickly to the bulk while lifetimes are measured, though an irradiation light from the N2 
laser is absorbed in the heavily doped layer. The optical penetration depth into silicon of the N2 
laser is estimated to be about 0.01u.m. Figure 10 shows the diffusion length and the effective 
width of an n+-region as a function of dose for the samples implanted at 70ke V [ 14]. In figure 10, 
it should be emphasized that the diffusion length is longer than the effective width of the n+- 
region. 
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Fig.9 Decay curves for excess carriers 
of the samples implanted at an energy 
of 70keV with doses ranging from 
lxlO12 to lxlO15 ions/cm2 and 
subsequently annealed. An N2 laser 
and a LD (X.=904nm) were used as a 
carrier excitation pulse source. 

10' 

E 
a. 
£1 
01 
c 

o1 

2>1< 

n+ n junction 
energy 70keV 

m-1l  ^~~*    ho-1 

102 

101  E 
3. 

.n 
■D 

10° 5 

1011  1012 1013 1014 1015 1016 

Dose (ions/cm2 ) 

Fig. 10 Dependences of the diffusion length 
and of the effective width n+-region on dose 
for the samples implanted at 70keV with 
different doses. 
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SUMMARY 

We have investigated the surface properties of silicon which has a heavily doped layer at 
the surface. We measured minority carrier lifetimes for the samples using the noncontact 
laser/microwave method, where minority carriers were injected using a laser diode (X=774nm). 
The results show that values of ti increase with dose for all the energies. It is considered that the 
effective surface recombination velocity (Sefr) was reduced because of the increase in the carrier 
concentration of the heavily doped layer with dose. We estimated Sefr at an ion implanted surface. 
The results show that Sefr decreases with increasing dose for all the energies. This experimental 
result coincides with the theoretical result. 

Furthermore, we measured an effective minority carrier lifetime for the samples by the 
photoconductivity decay method using an N2 laser (X=337.1nm) as a carrier excitation pulse 
source. Similar results were obtained using the N2 laser instead of laser diode's (>.=774nm, 
904nm) as a carrier excitation pulse source. 
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ULTRASOUND DEFECT ENGINEERING OF TRANSITION METALS VIA METAL- 
ACCEPTOR PATRS IN SILICON 

RONALD E. BELL II, SERGUEIOSTAPENKO AND JACEK LAGOWSKI 
Center for Microelectronics Research, University of South Florida 
4202 East Fowler Avenue, MS ENB 118, Tampa, FL 33620-5350, USA 

ABSTRACT 

Experimental evidence is provided for ultrasound stimulated dissociation of metal-acceptor pairs 
in silicon, and also for enhanced diffusion of metal interstitials which may lead to enhanced pairing. 
The first effect is found dominant in Fe-doped p-type silicon where ultrasound causes low temperature 
dissociation of Fe-B pairs. This is in contrast to Cr-doped p-type silicon where ultrasound enhances 
the formation of Cr-B pairs due to enhanced difiusivity of Cr by as much as two orders of magnitude. 

In this study, the metal-acceptor reaction was monitored in situ via corresponding changes of the 
minority carrier diffusion length measured by non-contact surface photovoltage. Ultrasound- 
stimulated pair reaction can be utilized for metal diagnostics for the silicon IC industry. Thus, with 
ultrasound, Cr-B pairing can be reduced from months to hours, making possible the identification of 
Cr via pairing kinetics in a reasonable period of time. 

INTRODUCTION 

Detection of transition metal impurities with high sensitivity is crucial for fabrication of integrated 
circuits (IC). As the dimensions of IC's decrease and the number of components per chip increase, 
metallic impurities become a real threat to IC yields, even at concentrations as low as 10'° atoms/ 
cm3. The reduction of yield is associated with a degradation of gate oxide integrity in field effect 
devices, an increased leakage current in bipolar devices, and white spot defects in charge coupled 
devices.1 

Surface photovoltage (SP V) has been proven to have low detection limits for transition metals in 
silicon wafers approaching the part per quadrillion range.2 This non-contact, real-time method is 
based on minority carrier diffusion length measurements combined with metal identification via 
donor-acceptor (D-A) pairing kinetics. In this paper, we discuss an application of ultrasound for 
alter D-A pairing reactions relevant to metal identification. 

The application of ultrasound vibrations to semiconductors has been established as a means for 
altering defect related semiconductor properties.34 The corresponding ultrasound treatment (UST) 
of semiconductor crystals has been studied since the early 1980's,3 and has been shown to have 
significant effects on recombination properties. UST caused changes of the minority carrier diffusion 
length, L, has been recently observed in Czochralski (Cz) silicon wafers and in solar grade 
polycrystalline silicon.5 

In silicon, key metal contaminants, such as chromium and iron, occupy interstitial sites. These 
fast diffusing, mobile species, Cr.+ and Fe.+, behave as donors and tend to form nearest-neighbor 
coulombic pairs with substitutional boron acceptors, Bs~. 

Both interstitial metals and pairs act as recombination centers. In the case of Fe, the interstitial 
is about ten times more effective as a recombination center than the pair. For Cr, the situation is 
reversed and the pair is about twice as effective than Cr.. These differences are thebasis for determining 

647 

Mat. Res. Soc. Symp. Proc. Vol. 378 c 1995 Materials Research Society 



the metal concentration from changes in the minority carrier diffusion length caused by pairing or 
dissociation. 

As discussed in References 6 and 7, the breaking of Fe-B (Cr-B) pairs is accompanied by a 
decrease (increase) of the minority carrier diffusion length value from L0 to Lr L0 is the initial 
minority carrier diffusion length when all metal species form pairs and L, is the final diffusion length 
value after "metal activation", when all pairs are broken. Activation is achieved by thermal treatment, 
optical pumping of minority carriers, or minority carrier injection by junction current. The 
concentration of metal is related to L0 and L, by the following equation: 

[NF«j = cFe(co*(Lr2-Lo-2) (1) 

where the constant C„   = 7xl0+16 [cm-3]. For chromium, the exact value of CCr is, at present, not 
certain. 

At any stage of pairing/dissociation reaction, the concentration of pairs and interstitials can be 
determined from the actual L value, which is between L, and L0. A pairing process is a first order 
reaction with a characteristic time constant x given by: 

■■ 557T/D. [B] (2) 

where, D.= const, exp (E/kT) is the diffusion length of the interstitial, Eais the diffusion activation 
energy, k'is the boltzmann's constant, T is the absolute temperature, and [B] is the concentration of 
boron7. 

EXPERIMENTAL PROCEDURE 

Samples used in our study were boron doped Czochralski (Cz) silicon wafers with boron 
concentrationsfrom5xl014tol016 cm3. The iron concentration was (0.8 to 1.5)xl014cnr3. Chromium 
concentration was (0.3 to 5)xl013cm-3. [B] was measured by the four point probe method, [Fe] by 
the SPV optical techniques described in Reference 2, and [Cr] concentration was determined by 
using deep level transient spectroscopy. 

UST experiments utilized an ultrasound 
vibration apparatus (see Fig. 1) which consisted 
of a circular piezoelectric transducer mounted 
on a temperature controlled chuck (20 - 
300°C), connected to a heating cooling system. 
The transducer (with frequencies ranging from 
25 to 70kHz) was bound to the back surface 
of the sample. Ultrasound vibrations were 
generated by the power generator, controlled 
by a function generator. The sample was placed 
on the transducer and pressed against it with a 
Teflon pin. The acoustic strain, as measured 
by a miniature acoustic wave detector, had an 
amplitude of 105 to 10"4. The temperature of 
the sample during UST and post-UST, was 
monitored in-situ by a thermocouple attached 
to the wafer surface. 
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Fig. 1. UST Apparatus 
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A computer controlled commercial SPV system was used for non-contact measurements of the 
minority carrier diffusion length, L. The method used is analogous to that described in Reference 2. 

RESULTS AND DISCUSSION 

Chromium-Boron 

The effect of ultrasound vibrations on the pairing of Cr-B at 65°C is shown in Figure 2. It is seen 
that the minority carrier diffusion length reaches the low L0 value of 44um much faster when ultrasound 
is on. The initial state in this experiment corresponds to all pairs dissociated by previous thermal 
activation process (10 min. at 200°C and rapid quenching to room temperature). At room temperature, 
the Cr-B pairing is negligible due to low Cr diffusivity. Subsequent annealing at 65°C causes Cr-B 
pairing. For SPV measurements, 300°C annealing is stopped by placing the sample on water-cooled 
Al plate, which also served as the sample stage for SPV measurements. This is seen in Figure 2a. 
The minority carrier diffusion length reaches the low L0 value of 44um much faster. 

200     300     400     500     600     700 

Total Annealing Time (min) 

Fig. 2a. Diffusion 
length changes caused 
by Cr-B pairing. 

The results from Figure 2a are replotted 
in Figure 2b as (log of AL2) vs. time, in accord 
with Equation (1).  Where AL2 = L,2 - L0

2. 
This plot reflects a decay of interstitial 
chromium due to paring with boron.   Both 
decays are exponential.    However,  a 
characteristic pairing time is six times shorter 
when ultrasound is on.   Experiments were 
carried out for different annealing temperatures 
and the values of T   were then used to 

p 
determine the Cr. diffusion constant from 
Equation (2). Results for ultrasound on and 
off are presented in Figure 3. It is evident that 
ultrasound dramatically enhances Cr diffusivity. 
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Fig. 2b. Cr-B Pairing 
kinetics. 
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Fig. 3. Diffusivity of Cr 
determined from Cr-B 
pairing. 
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In accord with theory of UST effects, the enhanced diffusion is due to the transfer of energy from 
ultrasound wave to phonon gas and to the diffusing Cr. As a result, the diffusion activation barrier, 
E, is reduced to 0.58eV as compared to 0.86eV for thermal diffusion without UST. 

After optimizing UST parameters, we were able to attain a reduction of Cr-B pairing time by as 
much as two orders of magnitude. In samples with [B] = 1.2xl016cnr3, this allowed for the reduction 
of 800 minutes pairing time, without ultrasound, to only 8 minutes.6 

Iron-Boron 

A response of Fe-B pairing to UST is different than that of Cr-B. Fe. diffusivity is about two 
orders of magnitude larger than that of Cr. Therefore, UST enhancement of pairing due to diffusivity 
increase is less significant. This provides a favorable condition for observing the opposite effect, i.e. 
the ultrasound induced braking of Fe-B pairs. 

Corresponding results are shown in Figure 4. In this experiment, the initial pairing is achieved 
by long time (1 week) storing of sample at room temperature. The sample and transducer were then 
placed on a heated chuck and the UST started at 75°C at t=0. For SPV measurements, the sample 
was rapidly cooled to room temperature on an Al plate and the L value was measured in a matter of 
seconds. Annealing and UST were then resumed up to a net treatment time of about 80 minutes. 
Results in Figure 4 demonstrate a strong decrease of the diffusion length due to the UST. This 
decreasing of L corresponds to dissociation of Fe-B pairs caused by UST. Further annealing was 
performed with ultrasound off. The recovery of the diffusion length in that period is caused by the 
Fe-B pairing. The dashed line in Figure 4 is the behavior expected from thermal dissociation of Fe- 
B pairs at 75°C. Experimental points - filled squares - represent pair dissociation under UST. The 
recovery curve under "UST OFF" is calculated considering standard pairing theory controlled by Fe 
diffusion to immobile substitutional boron (Equation (2)). 
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Fig. 4. Minority carrier diffusion 
length response to UST 
stimulated dissociation of Fe-B 
pair and subsequent pairing. 

Fig. 5. Pairing kinetics after 
UST and after thermal pair 
dissociation. 
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It is important to emphasize that the pairing kinetics after ultrasound stimulated dissociation was 
the same as that after thermal pair dissociation. This is evident from Figure 5, which compares [Fei] 
decay at 75°C after UST and after thermal pair dissociation (200°C, 5 minutes annealing followed 
by quenching to 75°C on Al block). Both transients are exponential with practically the same 
pairing time constant very consistent with Fe-B pairing model and Equation (2). 

The "jump" of an interstitial atom between two equivalent sites (nearest neighbors to the 
substitutional atom) occurs in two steps. In the first step, the interstitial atom moves to a distant site 
from the substitutional atom while, in the second step, it migrates to a new nearest-neighbor position, 
accomplishing a reorientation process. 

Considering existing UST models, the ultrasound stimulated Fe-B pair dissociation can be 
explained similarly to the previously explored case of Li-B pairs. The ultrasound vibration can 
transfer elastic energy to anisotropic pair via the mechanism of acoustically forced pair reorientation. 

The mechanism of pair reorientation is most effective at the following resonance condition.14 

2K/ = co0 exp(Eb/kT) (3) 

where/is the ultrasound frequency of the transducer, co0= lO'MO'V is the lattice phonon frequency 
and Eb is the pair binding energy. Substituting in Equation (3) the parameters of UST, f = 70kHz and 
T = 348K, we find Eb = (0.44-5 l)eV. This range is very close to electrostatic binding energy of the 
nearest neighbor coulombic pair in silicon (0.5-0.55)eV.n This confirms a feasibility of the pair 
reorientation mechanism. 

PRACTICAL IMPLICATIONS 

UST acceleration of Cr-B pairing can be of significance for determining Cr contaminants 
introduced during IC manufacturing, employing SPV measurement of the minority carrier diffusion 
length in conjunction with Cr-B pairing spectroscopy. The SPV approach is a leading method for 
measuring Fe contamination. Attempts to extend the approach to Cr have thus far failed because of 
approximately thirty times larger time periods are required for Cr-B pairing. Two orders of magnitude 
acceleration of Cr-B pairing by UST can, in principle, make the method faster than the standard 
technique used for Fe. However, for practical implementation, a further development of UST is 
needed for the capability of wafer scale ultrasound treatment of entire wafers up to 8 inches in 
diameter. 

UST stimulated dissociation of Fe-B pairs can have a different application. By liberating Fe 
interstitials, it can provide a first step toward a new, low-temperature gettering of Fe. We have 
indeed demonstrated such a possibility for UST stimulated Fe gettering on grain boundaries in solar- 
grade silicon.12 

SUMMARY AND CONCLUSION 

Present results demonstrate a feasibility of effective, low-temperature engineering of chromium- 
boron and iron-boron pairs in silicon by ultrasound vibrations. The UST effects on Cr-B and Fe-B 
pairing is opposite. In the case of slowly diffusing chromium, the dominant UST effect is the 
enhancement of diffusivity, which leads to an acceleration of the pairing. In the case of iron, UST 
stimulated dissociation of pairs is realized.  In the general case of any interstitial, donor-acceptor 
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pair, both effects should take place consertent with theoretical models of UST. Which effect is 
dominant will, however, depend on specific parameters and also on the critical conditions prior to 
UST. 

We also conclude that UST engineering of pairs in silicon can have interesting, practical 
applications. 
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"Institute of Rare Metals, Bolshoi Tolmachevski, 5, Moscow, 109017, Russia 

ABSTRACT 

The results of electric parameters studies of silicon samples with unusual p-n junctions 
are presented. The junctions appeared after the treatment of homogeneous p-Si wafers by 
1-5 keV energy argon ion irradiation at the temperature below 100"C and without doping 
by any n-type impurities. The model of this phenomena is discussed. 

INTRODUCTION 

An unusual p-n junction in Si crystal was revealed in Ref.[l] by using a scanning electron 
microscope (SEM) in electron beam induced current (EBIC) mode. The further studies2 

showed that a junction appears after an exposure of p-Si wafer to argon ion irradiation. 
This treatment was made before the deposition of metal coating to produce high quality 
Schottky barrier. The Schottky barriers or shallow p-n junctions are usually employed in 
SEM EBIC investigations of Si crystal microdefects and other inhomogeneities. 

In our paper all available experimental results are discussed. The main attention is paid 
to the formation and diffusion of the self-interstitials (Si,) due to irradiation by argon ions. 

The proposed model of the effect is based on the interaction of Si; with the impurities, boron 
and oxygen. 

EXPERIMENTAL 

The p-Si wafers from B-doped CZ-crystals with various resistivity were processed by 1-5 
keV Ar ions in gas discharge plasma. Then cleavages of the wafers were studied by SEM 
EBIC mode. The formation of a p-n junction was revealed. The formation of re-type region 
in p-type Si wafer after the Ar ion bombardement was confirmed by a simple thermo-probe 
technique: the thermo-EMF sign changed for the opposite one on the processed side of the 
wafer. It was also confirmed by the Hall effect data. 

Typical examples of p-n junctions produced after exposure of the wafers to Ar ions are 
shown in Fig.l. Light or dark vertical strip is just the image of such p-n junction (the 
positive or negative contrast depends on the polarity of EBIC amplifier). The depth h of 
the junction (its distance from the processed surface of the wafer) was a nonlinear function 
of exposure duration t. No junction was found in control non-processed wafers. Some 
delay (1-15 min) in the junction movement was also observed. When p-n junction starts to 
move (as well as when it approaches the non-processed wafer side) its velocity is essentially 

reduced. 
A typical h(t) plot is shown in Fig.2. The shape of the curve is similar to that of 

"error function" erf(t/T) with a parameter T which is dependent on characteristics of the 
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Figure 1: SEM aiicrophotographs of cleavages of Si wafers with p-n junctions in secondary 
emission and EBIC modes: (a) practically straight p-n junction (light strip in image); (6) 
distortion of p-n junction form due to effect of a surface defect located on the treated side 
of the wafer and the wafer edge; (c) distortion of p-n junction form due to effect of a defect 
and a scratch on the untreated side of the wafer. The thickness of Si wafers is 0.45 mm. 
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Figure 2: Typical plot of p-n junction depth h vs duration of Si wafer exposure to Ar 
ions. The bombardement by Ar ions (energy 1.5 keV, current density 1 mA/cm2, sample 
temperature below 100°C) of one side of B-doped p-Si wafer (p = 12ft cm) caused the p-n 
junction formation. 

sample as well as on the processing features. One may control the junction depth h within 
the range from several microns to several hundreds of microns by varying the processing 
duration. Particularly the junction may closely approach the unexposed by ions wafer side. 
The relation h/\/i = const, which is the typical characteristic of diffusion processes, holds 
at f > 20 min. The slope of the curve h(t) depends on the wafer thickness. 

The influence of surface treatment and its defect structure on p-n junction movement 
was also revealed. When bright polished Si surface was treated by argon ions the junction 
movement is faster than that in samples of abrasion polishing. The extended defects of Si 
wafer surface as well as structural and impurity inhomogeneities also influenced the local 
p-n junction movement. 

Fig.3 shows the effect of growth striations of an initial crystal on the form of em p-n 
junction image. One should note that EBIC oscillograms are practically symmetric for deep 
junctions. Thus the minority charge carrier diffusion length L remains almost constant in 
the course of p-n junction formation and movement (usually L > 0.01 mm). It means that 
the structural perfection of the crystal bulk is not much affected by Ar ion treatment. 

The secondary-ion mass-spectrometry studies were performed to control the possible 
contamination of wafer during argon ion bombardment. The layer-by-layer etching of both 
the processed sample with a shallow p-n junction (if the depth h < 1 /im) and the con- 
trol (non-processed) sample showed that the content of various impurities was practically 
identical in both wafers. Therefore there was no additional doping of the wafer by n-type 
impurities in the course of Ar ion processing. 

Hence the only cause of the p-n junction formation is a loss of boron acceptors and/or 
generation of donor defects by some reactions. The p-n junction was not found after the 
argon ion treatment of n-type Si single crystal: the acceptor-type conductivity did not 
appear.  The p-n junction did persists after the annealing during several hours at 450°C. 
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Figure 3: Distortion of the p-n junction form seen on cleavage due to strata inhomogeneity 
which is seen on the front surface of the wafer. The wafer thickness is 450 ftm. 

However, one hour annealing at 750° C resulted in disappearance of the p-n junction, and 
the sample conductivity restored its initial value. 

The four-probe resistivity measurement performed for some processed wafers (with p-n 
junction near the untreated wafer surface) showed that n-type resistivity was 3-5 times lower 
than the initial p-type resistivity which means that the produced electron concentration is 

about the same as the initial hole concentration. 
The Hall effect measurements of two samples with a p-n junction in the wafer second 

half revealed that the electron concentration was one tenth of the initial hole concentration. 
Hall effect temperature dependence obtained for the n-type region of one of those samples 

demonstrated that: 
1) the acceptor concentration is equal to only 1% of the initial boron concentration, 
2) there are donor energy levels at Ec = 60 meV and Ec = 130 meV which are the well 

known levels of oxygen thermal donors of so called BTD family,3 

3) the major donor level is Ec = 80 meV. 
The I-V curves for our samples with p-n junctions are similar to those for usual Si 

diodes and depend on the quality of ohmic contacts to em p- and n- regions. The C-V 
curves treated using many conventional models lead to contradictory results, which should 

be verified. 
The samples (diodes with p-n junctions) were tested as prototypes of solar cells and 

detectors of radiation (electrons and ions). Encouraging results were obtained even with 
the simple ohmic contacts (Al baking, rubbing in In-Ga alloy, etc.). It allows to expect 
improvement of the performance of the mentioned devices after developing a simple low- 
temperature and ecologically pure technology of their production. 

Variation of processing conditions allows to produce several p-n junctions rather than a 
single one inside the wafer (Fig.4), i.e., the structures of p-n-p, p-n-p-n, etc. types. These 
structures are feasible for manufacturing transistors and other more complex silicon devices. 
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Figure 4: Oscillogram and zero level of EBIC signals for the sample with two p-n junctions, 

and a diagram of its fabrication. 

DISCUSSION 

What are the reasons of unusual p-n junctions formation in our experiments? It was 
already noted that the p-n junction formation is not related to any doping of the initial p-Si 
sample by re-type impurities from an external source in the course of Ar ion processing. In 
principle, such doping by some impurities from the ion processing chamber is not excluded, 
but our studies have shown that the doping is of low probability. 

Therefore, one should look for such intrinsic point defects produced by Ar bombardement 
near the wafer surface, diffusing into the wafer bulk and reacting with the impurities (which 
are mostly oxygen and boron). As was mentiond above there are very low boron acceptor 
concentration in the converted n-region. The drastic decrease in the substantial boron 
concentration is most likely to be caused by in-diffusing Si,- which kick out the boron atoms 

into interfaces. 
Formation of oxygen thermal donors indicates to another plausible mechanism of boron 

loss which is also related to in-diffusing Si;. Oxigen atoms are immobile at the temperature 
below 100°C during the Ar processing. Yet the Si,- may serve as vehicles for oxygen by 
forming fast-diffusing complexes silicon-silicon oxides.3 Thus the thermal donor formation 
(that is, oxygen aggregation) is strongly catalyzed by Si,. Besides simple oxygen aggregates 
(double donors), oxygen aggregates including a boron atom may form; these are single 
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donors, and the major observed donor level (Ec = 80 meV) may be attributed to such 
donor complexes. It is likely that both mechanisms of B acceptor loss — kicking out and 
complexing with oxygen — occure simultaneously. While the types of Si,- reactions are just 
hypothetical the basic effect of Si; in-diffusion is of a little.doubt. 

Indeed, the retardation of p-n junction in the vicinity of the wafer backside is naturally 
explained by sinking of Si,- to this surface, so that the Si,- concentration is reduced (and 
the conversion reaction rates are also reduced). Similar explanation is applied to a junction 
retardation near the wafer edge. Enhanced propagation of p-n junction near the backside 
extended defects (scratches) can be explained by gettering action of these extended defects 
(it is well known in device manufacture). This means that Si, sinking is not to the surface 
itself, but to to some near-surface microdefects which are locally gettered near an expended 
defect. 

CONCLUSION 

The deep p-n junction formation due to inversion of p- to n-type resistivity in B-doped 
p-Si wafers after low energy ion argon treatment below 100°C was discussed. The inversion 
may be due to interaction of self-interstitials with boron and oxygen atoms. 

The authors express deep gratitude to N. A. Butylkina and A. I. Butylkin for some 
experimental results. 
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ABSTRACT 

The effect of implantation conditions on the localization of oxygen implanted with 
substoichiometric doses has been studied. Oxygen ions were implanted into Si wafers 
coated with a thin oxide film, which was etched off after the implantation. We used 
various implantation modes. After the implantation, the specimens were studied using 
SIMS and X-ray diffractometry. The concentration profiles suggest that at the lower 
implantation temperature, part of oxygen migrates toward the Si-Si02 interface. The effect 
does not refer to the usual enhancement of SIMS signal at the surface because the 
concentration peak is at a depth of about 25 nm. Calculated deformation profiles indicate 
a compression at the same depth, the effect being the strongest for the low current density. 
The result suggests that the superficial layer is rich in vacancial-type defects. The 
coincidence of the deformation and oxygen concentration maxima leads to the conclusion 
that oxygen migrates toward the surface in the form of A-centers. A similar phenomenon 
has been observed for sequential low-temperature implantation of oxygen and nitrogen. 

INTRODUCTION 

The design of layered structures in microelectronics materials using controlled defect- 
impurity reactions is an interesting and practically important trend of the advanced 
materials science. It has been shown [1] that the localization and, hence, the efficiency of 
substoichiometric ion beam synthesis of Si02 in Si can be considerably increased by 
choosing those implantation conditions which allow amorphous buried layers to be 
formed in the region of the highest oxygen supersaturation in as-implanted specimens. 
However, since the type and concentration profile of the radiation defects in Si largely 
depends on the implantation conditions [2], and the behavior of oxygen implanted with 
substoichiometric doses is related to those defects [3], we may assume that the oxygen 
concentration profile will also be determined by implantation mode. Thus, it is of interest 
to assess the effect of implantation conditions on the efficiency of ion beam synthesis. In 
particular, we would like to understand the role of dose rate and implantation temperature 
of oxygen, whose behavior is very sensitive to radiation defects, in Si enrichment with 
oxygen at the depth at which buried SiOz layer is to be formed during subsequent 
annealing. 

The aim of this work was to investigate the influence of substoichiometric-dose 
oxygen implantation conditions on oxygen concentration profiles for oxygen implantation 
and sequential implantation of oxygen and nitrogen. 
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EXPERIMENTAL 

0+ ions with an energy of 150 keV and a dose of 1.2-1017 cm"2 were implanted into n- 
type Si(100) with a resistivity of 4.5 Q-cm. Possible contamination of the superficial Si 
layer during implantation was avoided by coating it with a 30 nm thick SiC>2 layer. After 
the implantation, this film was etched off. 

The specimens were heated using various methods, the temperature being controlled 
with a thermocouple. For ion beam heating, the wafer temperatures were 200 and 350 °C 
at current densities of 6 and 22 uA-cnr2, respectively. Combined heating was performed 
using ion beam and a resistive heater and, at the above current density, the wafer 
temperature was 650 °C. 

One of the specimens was treated in thermocycling mode: implantation with an ion 
current density of 22 uA-cnr2 was interrupted three times with 5-min breaks in the 
implantation process. 

As has been shown [1], specimens treated in thermocycling mode or with a low current 
density contain amorphous buried layers. 

The sequential implantation of oxygen and nitrogen was performed under the 
following conditions: the doses, 0.5-1017 0+-cnr2 and 1.0-1017 N+-cnr2; the energy, 80 
keV; the current density, 5 uA-cnr2. During the implantation, the wafer temperature was 
about 200 °C. One of these specimens was studied as-implanted and the other was 
analyzed after annealing at 1200 °C for 4 h in an Ar atmosphere. 

Concentration profiles were recorded on a Cameca IMS-3f spectrometer using Cz+ 

and Ar+ primary beams. The beam currents were 0.1 and 0.6 uA, respectively. The etch pit 
area was 250x250 urn2. 

Oxygen-implanted specimens were analyzed using X-ray diffractometry. We used the 
following principles. Rocking curves of deformed materials exhibit more than one peak 
[4]. The strongest sharp peak is referred to as the main peak and is produced by the perfect 
matrix. Other peaks are produced by the deformed regions according to the well-known 
Bragg law: ds'mQ = nX. The law suggests that, given constant wavelength X and reflection 
order «, any change in the lattice parameter d should lead to an appropriate change in the 
Bragg angle 0 and, hence, in the peak position on the rocking curve. One can also see that 
an increase in the lattice parameter of a layer (interstitial-type defects) will produce a 
negative displacement of the corresponding peak (i.e., the peak will shift toward lower 
angles). A decrease in the lattice parameter (vacancial-type defects) will shift the peak 
toward large angles. 

Deformation profiles were restored by solving the well-known Takagi equations [5]. 
The idea used was as follows. Rocking curves of specimens with deformed layers exhibit 
oscillations of intensity due to the interference of X-ray beams reflected by two crystal 
regions which are located at two opposite sides of the deformation profile and have the 
same deformation. The periods, intensities and spreading of the oscillations depend on 
deformation profile parameters. The restoration was performed using specially written 
computer program [6]. It should be noted that two deformation profiles which are 
symmetrical about the middle of the layer would produce absolutely similar rocking curves 
because of the above described mechanism of reflection from a deformed layer. Thus, we 
had two alternative symmetrical profile patterns. We chose that pattern which is 
considered to be typical of ion implantation [7]. 
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RESULTS AND DISCUSSION 

Figure 1 presents concentration profiles of implanted oxygen. It is noteworthy that, in 
comparison with the specimen implanted at 22 uA-cnr2 (350 °C, profile 1), in other 
specimens (profiles 2-4) the concentration of oxygen in the outer profile wing is lower. The 
greatest depletion of oxygen is observed in the specimen implanted with low ion current 
density (profile 4). It can be seen (profiles 3 and 4) that oxygen depletion of the profile 
wings is accompanied by an increase in the oxygen concentration in the superficial silicon 
layer. Usually, this effect is believed to originate from enhanced secondary ion emission 
from the surface oxide layers. However, in our case the maximum of profile 4 is located at 
a certain depth. Figure 2 shows elastic deformation profiles in the buried layers, and 
oxygen concentration curves are also given there to compare with. The deformations in the 
superficial layers of the specimens implanted with radiation heating (350 °C) and 
combined heating (650 °C) were negligible. The concentration profile maximum of the 
specimen implanted at 6 uA-cnr2 (Fig. 2) coincided with the deformation maximum. 

t 
a o 

I <u u 
a o 
O 

T                    ' 
2 —■— 
3 

10 1 ~ 

io3 

J   &r\ 
1 

io2 

V*. 

101 

0.0 0.2 0.4 

Depth, microns 
0.6 

Figure 1. Oxygen concentration depth profiles. (1) Radiation heating; (2) Radiation heating (implantation 
with breaks); (3) Combined heating; and (4) Implantation at low current density. 

As can be seen from Fig. 3, after low-temperature sequential implantation of oxygen 
and nitrogen at low ion current density, the oxygen profile has not a usual peak and the 
superficial silicon layer is rich in oxygen. Figure 4 shows that even after annealing at 1200 
°C for 4 h in an Ar atmosphere, the superficial silicon layer is still rich in oxygen. 

The results can be interpreted as follows. Some of the radiation defects produced by 
implantation of light ions coagulate to stable complexes at the depth of the maximum 
elastic deformation. Other defects migrate to external sinks, such as the surface, where 
they may accumulate until the superficial layer becomes completely amorphous [8]. The 
remaining defects may annihilate. An increase in the ion current density or in the dose rate 
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Figure 2. Elastic deformation profiles (inverted) and concentration profiles: (■) implantation with breaks 
and (D) implantation at low current density. 
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Figure 3. Oxygen and nitrogen depth profiles in as-implanted specimen. 

Figure 4. Oxygen and nitrogen depth profiles in annealed specimen. 

leads to an increase in the concentration of point defects generated in unit volume during 
unit time at the depth of the maximum deformation. Thus, the probability that complexes 
form should also increase. As a result, the amorphization dose decreases [9] and the mass 
transport of point defects toward the surface and their annihilation are hindered [10]. On 
the contrary, a decrease in the dose rate reduces the probability of direct defect 
accumulation and enhances their mass transport toward the surface [10]. As a result, the 
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amorphization dose increases [9] and the radiation defects accumulate in the thin 
superficial silicon layer [8, 10]. However, the real process is much more complex because of 
radiation heating which is proportional to ion current density [11]. The amorphization 
dose may then increase to an unachievable level, and only large complexes which are stable 
at a given implantation temperature may survive. Thus, oxygen implantation at a current 
density of 6 uA-cnr2- which provided radiation heating to 200 °C, produced an 
amorphous buried layer [1], and some point defects migrated to the surface, i.e., to the Si- 
Si02 interface. According to the sign of the elastic deformation, those defects were of 
vacancial nature. Accumulation of such defects in thin superficial Si layers has been 
observed earlier for implantation through SiOz film [12]. The superficial layer is 
simultaneously saturated with oxygen and vacancial-type defects due to the transport of 
V-0 complexes toward the surface (Si-Si02 interface). This mechanism of oxygen mass 
transport has been shown to be possible at moderate temperatures [13]. For implantation 
with breaks, the temperature is relatively low for a noticeable period of time at early 
heating stages, and it seems that it is these stages that produce the buried layer. The 
transport of V-0 defects toward the Si-Si02 interface becomes probable if temperature 
increases to its steady-state value. By and large, this implantation mode seems to be the 
most efficient because, obviously, it enables both accumulation and annealing of radiation 
defects. 

The nature of the depletion at left profile wing after implantation at 650 °C is 
completely different (profile 2, Fig. 1). It seems to originate from the formation of silicon 
oxides during high-temperature oxygen implantation [14]. The latter process includes 
several stages, the earliest of which are nucleation and growth of the nuclei. In the case 
under study, Si02 phase already exists on the wafer surface. Therefore, at an early stage of 
implantation when the inner sinks (silicon oxide precipitates) are not yet formed, oxygen 
atoms may move toward the Si-Si02 interface and, hence, the Si02 phase develops. 

In case of sequential implantation of oxygen and nitrogen, a large amount of 
vacancial-type defects form during nitrogen implantation and produce V-O complexes. 
The migration of those complexes toward the surface is likely to produce the peculiar 
oxygen profile. However, the present implantation conditions do not influence the 
nitrogen profile, the pattern of which is quite usual. Obviously, the oxygen profile retains 
its general pattern in the superficial layer after annealing (Figs. 3 and 4). 

Of course, the above models need to be verified by further experiments. Nevertheless, 
with account of well-known data on defect formation during implantation of light ions at 
various dose rates and wafer temperatures, as well as on the behavior of substoichiometric 
amounts of oxygen in silicon, the present assumptions appear to be reasonable. 

CONCLUSIONS 

Because of oxygen transport from the desired localization of buried SiÜ2 layer, synthesis 
of such layers with substoichiometric oxygen doses may involve oxygen depletion even 
during implantation. We assume that, depending on implantation conditions, the 
depletion may be caused either by the transport of vacancy-oxygen complexes toward the 
surface, or diffusion of single oxygen atoms toward the protective Si02 film. This 
observation is of importance for substoichiometric ion beam synthesis of buried silicon 
dioxide and oxynitride layers. 

663 



ACKNOWLEDGMENTS 

We wish to thank O.I. Vyletalina and A.F. Petrov for performing implantation and 
annealing. Special gratitude is expressed to A.A. Malinin for fruitful discussion of the 
results. We are also very grateful to MRS secretary Mrs. M. Geil, ISF staff and personally 
to Mr. G. Soros for making possible the presentation of the results. 

REFERENCES 

1. A.B. Danilin, A.A. Malinin, V.N. Mordkovich, V.V. Saraikin, and O.I. Vyletalina, Nucl. Instr. 
and Meth. in Phys. Res. B82, 431 (1993). 

2. Physical Processes in Irradiated Semiconductors, edited by L.S. Smirnov (Nauka, Novosibirsk, 
1977), p. 256 (in Russian). 

3. K. Sumino, 2nd Inter. Autumn Meeting Proc. Gettering and Defect Engineering in 
Semiconductor Technology (GADEST 87), Garzau, Germany, 1987 (Akad. Weisenchaften 
DDR, Frankfurt (Oder), 1987), p. 218. 

4. A.M. Afanas'ev, P.A. Aleksandrov, and R.M. Imamov, X-Ray Diagnostics of Superficial 
Layers (Nauka, Moscow, 1986), p. 96 (in Russian). 

5. P. Zaumzeil and V. Winter, Phys. Status Solidi A120, 67 (1990). 
6. K.D. Scherbachev, Private communication (1992). 
7. Y. Akasaka, K. Yoneda, T. Sakurai, H. Nishi, S. Kawabe and A. Tohi, J. Appl. Phys., 44, 1 

(1973) 220. 
8. A.I. Gerasimov, E.I. Zorin, P.V. Pavlov, and D.I. Tetelboum, Ibid. A12, 679 (1992). 
9. B. Crowder, Ion Implantation in Semiconductors, Proc. US-Japan Seminar, edited by S. 

Namba (Kyoto, 1973), p. 63. 
10.I.A. Abroyan and A.I. Titov, in Proceedings of 2nd USA-USSR Seminar on Ion Implantation, 

July 9-11, 1979, Puschino, edited by V.S. Vavilov and L.S. Smirnov ( Inst. Semicond. Phys., 
Siberian Branch of Russian Acad. Sei., Novosibirsk, 1979), p. 335. 

11. J.H. Freeman, D.J. Chivers, GA. Gard, G.W. Hinder, B.J. Smith, and J. Stephen, in Ion 
Implantation in Semiconductors, edited by S. Namba (Plenum Press, New York, 1975), p. 55. 

12.A. Vedono and S. Tanigawa, Defect Control in Semiconductors, edited by K. Sumino (Elsevier 
Science Publishers B.V., North-Holland, 1990), p. 495. 

13.A.K. Tipping, R.C. Newman, D.C. Newton, and J.H. Tucker, Meter. Sei. Forum 10/12, pt. Ill, 
887-892 (1986). 

14.K.J. Reeson, CD. Marsh, R.J. Chater, JA. Kilner, A.K. Robinson, K.N. Christensen, P.L.F. 
Hemment, G. Harbbeke, E.F. Stigmeier, G.R. Booker, and G.K. Celler, Microelectronics 
Engineering 8 (3/4), 163 (1988). 

664 



OBSERVATION OF VACANCY-OXYGEN COMPLEXES IN SILICON IMPLANTED 
WITH SUBSTOICHIOMETRIC DOSES OF OXYGEN IONS 

A.I. BELOGOROKHOVU, L.A. CHARNYIU, A.B. DANILINi, 
AND A.W. NEMIROVSKIU 
1. Centre for Analysis of Substances, 9, Elektrodnaya St., Ill 524 Moscow, Russia 
2. Institute of Rare Metals, 156-517, Leninsky Prospekt, 117571 Moscow, Russia 
3. Moscow Steel and Alloys Institute, 4, Leninsky Prospekt, 117936 Moscow, Russia 

ABSTRACT 

Cz-grown p-Si(l 11) specimens were implanted with 0+ ions at an energy of 150 keV 
and doses of 0.25, 0.5, and 1.0 (-1017) cnr2. The implantation temperatures used were 350 
and 650 °C. After the implantation, some of the specimens were annealed at 1000 °C for 1 
h in a nitrogen atmosphere. IR data indicated the presence of vacancy-oxygen complexes 
both before and after annealing, irrespective of implantation temperature. Double-crystal 
X-ray rocking curves also showed that vacancy-type defects are present. 

INTRODUCTION 

Structural defects, including radiation-induced ones, are known to largely affect the 
behavior of reactive impurities, e.g., oxygen, in silicon [1]. Controlling of defect-impurity 
reactions in ion-implanted silicon is a promising method of engineering of layered 
structures with desired properties. Vacancy-type defects play a significant role in ion beam 
synthesis of oxygen-containing compounds in silicon. These defects may serve as centers of 
nucleation or heterogeneous phase formation [2-4]. Si02 precipitates offer an energetic 
advantage because of the difference in the densities of SiC>2 (2.4-1022 SiC^/cm3) and Si 
(5.0-1022 Si/cm3) [4]. Furthermore, vacancy emission by vacancy complexes during 
annealing may enhance the transport of unbonded oxygen atoms toward the growing 
precipitates (the vacancy mechanism of oxygen diffusion has been described in [5]). On the 
other hand, the vacancies annihilate with interstitial Si atoms produced by SiC>2 growth 
and, hence, reduce the concentration of interstitial-type defects in the material [6]. Choice 
of those implantation conditions which provide for accumulation of vacancy-type 
radiation defects in the thin buried layer will considerably increase the efficiency of ion 
beam synthesis of buried SiÜ2 layers in silicon [7]. 

Thus, study of solid state reactions which occur in silicon supersaturated with oxygen 
atoms and radiation defects is of a great practical interest. 

EXPERIMENTAL 

Double-side polished Cz-grown p-Si(lll) specimens were implanted with 150 keV 
oxygen ions. The ion current density was 22 uA-cnr2. Some of the specimens were heated 
by ion beam to max. 350 °C. Other specimens were implanted with combined heating by 
ion beam and a resistive heater. In that case, the highest temperature was 650 °C; it was 
monitored with a thermocouple. The implantation doses were 0.25, 0.5, and 1.0 (-1017) 
cm-2. Only the central parts of the specimens (2x2 cm2) were implanted. After the 
implantation, some of the specimens were annealed at 1000 °C for 1 h in a nitrogen 
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atmosphere. Bourret [6] reported that at this temperature, silicon oxides start to form in 
Cz-Si, the effect of thermal vacancy- and interstitial-type defects being negligible. We may 
assume that the result of low-temperature annealing should be largely determined by the 
reactions between oxygen atoms and radiation defects. In turn, both the type and the 
concentration of radiation defects depend substantially on implantation dose and 
temperature. . 

We recorded rocking cxurves of the defect layers using conventional technique 
[8].Since interstitial-type defects produce greater relative distortions than do vacancy-type 
defects and, hence, X-ray diffractometry is less sensitive to the latter defects [8], we applied 
this method only to unannealed specimens implanted with the highest experimental 
oxygen dose (HO17 cm"2). Rocking curves were obtained in double-crystal setup 
according to [8] and are shown in Fig. 1. IR absorption spectra were recorded on a rapid- 
scanning IFS-113V (Bruker) Fourier-spectrometer in the range from 400 to 1200 cm"1 at 
room temperature. The wavelength resolution was not worse than 1 cm"1. The spectra of 
unimplanted silicon were subtracted from the spectra of the implanted areas. The resultant 
spectra are presented in Figs. 2-4. 

RESULTS AND DISCUSSION 

As can be seen from Fig. 1, the rocking curves indicate a positive angular deviation of 
the peaks produced by the layers and, hence, a decrease in the lattice parameter due to 
compression deformations in the implanted layers. This situation is typical of layers which 
contain vacancy-type defects [8]. Note that an increase in the implantation temperature 
from 350 (curve I) to 650 °C (curve 2) leads to only a quantitative change in the 
diffraction pattern: the deformation produced by the radiation defects becomes somewhat 
lower. 

IR spectroscopy helped us to identify the type of the vacancy-type defects the presence 
of which was suggested by X-ray diffractometry. Figure 2, a shows that after implantation 
at 350 °C with a dose of 0.25-1017 cm"2 (spectrum A) the material exhibits several well- 
pronounced absorption bands and peaks. These are 

(1) the peak at 515 cm'1 which can be attributed to interstitial oxygen atoms in the 
matrix [9]; 

(2) the peak at 607 cm"1 due to carbon atoms [9]; 
(3) the peak at 830 cm"1 produced by vacancy-oxygen (V-O) complexes [9]; 
(4) the wide band which spreads from 850 to 1050 cm"1 and can be related either to 

interstitial oxygen clusters around the V20 complexes [10-12] or substantial damage of the 
layer [13]. The band may include absorption peaks in the range 1020 to 1050 cm'1 

produced by SiOx compounds (x < 2) [14]; 
(5) the band in the range 1070 to 1110 cm"1 which can be attributed either to Si02 

microprecipitates (1083 cm"1 [14]) or to oxygen dissolved in silicon (1107 cm'1 [9]). 
After implantation at 650 °C (spectrum B) the intensity of the peak produced by dissolved 
oxygen (515 cm"1) is lower and the V-O peak disappears. Furthermore, the absorption in 
the range from 850 to 1000 cm"1 somewhat decreases, and in the range from 1020 to 1070 
cm-1 it slightly increases. These observations indicate a decrease in the amount of 
interstitial oxygen atoms and oxygen involved in clusters around V20 complexes and 
suggest a more efficient formation of substoichiometric silicon oxides. The latter 
assumption is quite reasonable since there are indications [15] that the higher is the oxygen 
implantation temperature the more intense is the phase formation during implantation. 
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Figure 1. X-ray rocking curves of specimens implanted at (1) 350 and (2) 650 °C. 
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Figure 2. Transmittance spectra of specimens implanted with 0.25-1017 O-crrv2 (a) before and (b) after 
annealing. Curve A (—) implanted at 350 and B (—) at 650 °C. 
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The drop at 1113 cm"1 can be attributed to a decrease in the concentration of Ci-Or 
complexes in comparison with the initial material (1115 cm-1 [5]). 

The general pattern of the spectra remains the same for 0.5-1017 cnr2 (Fig. 3, a). 
However, even at 650 °C (spectrum E) the V-0 peak is still present and the band produced 
by oxygen clusters around V20 complexes changes only slightly as compared to 350 °C 
(spectrum A). Spectrum B shows that an increase in the efficiency of SiOx formation is 
mainly caused by an increase in the fraction of oxygen dissolved in the matrix. Moreover, 
an increase in the implantation temperature avoids carbon contamination of the material. 

After implantation at 650 °C (spectrum B) the intensity of the peak produced by 
dissolved oxygen (515 cm"1) is lower and the V-0 peak disappears. Furthermore, the 
absorption in the range from 850 to 1000 cm"1 somewhat decreases and in the range from 
1020 to 1070 cm"1 it slightly increases. These observations indicate a decrease in the 
amount of interstitial oxygen atoms and oxygen involved in clusters around V2O 
complexes. 

After implantation at 650 °C (spectrum B) the intensity of the peak produced by 
dissolved oxygen (515 cm"1) is lower and the V-O peak disappears. Furthermore, the 
absorption in the range from 850 to 1000 cm"1 somewhat decreases and in the range from 
1020 to 1070 cm-1 it slightly increases. These observations indicate a decrease in the 
amount of interstitial oxygen atoms and oxygen involved in clusters around V20 
complexes and suggest a more efficient formation of substoichiometric silicon oxides. The 
latter assumption is quite reasonable since there are indications [15] that the higher is the 
oxygen implantation temperature the more intense is the phase formation during 
implantation. The drop at 1113 cm"1 can be attributed to a decrease in the concentration 
of CT-OJ complexes in comparison with the initial material (1115 cm"1 [5]). 

The general pattern of the spectra remains the same for 0.5-1017 cm"2 (Fig. 3, a). 
However, even at 650 °C (spectrum B) the V-0 peak is still present and the band produced 
by oxygen clusters around V20 complexes changes only slightly as compared to 350 °C 
(spectrum A). Spectrum B shows that an increase in the efficiency of SiOx formation is 
mainly caused by an increase in the fraction of oxygen dissolved in the matrix. Moreover, 
an increase in the implantation temperature avoids carbon contamination of the material. 

Now we will dwell upon the role of annealing (Figs. 2, b - 4, b). It can be seen that the 
changes produced by annealing are minor and the general pattern of the spectra remains 
the same. At the lowest dose (Fig. 2, b) annealing fails to eliminate the vacancy-type 
defects and, furthermore, the V-O peak remains in the spectrum of silicon implanted at 
650 °C (spectrum B). The intensity of the absorption peaks of oxygen dissolved in silicon 
(1107 cm-1) increased, especially for implantation at 350 °C. This result may indicate a 
partial annealing and enlargement of the interstitial-type defects: oxygen atoms segregate 
to the defects and become optically neutral [1]. The shift of the V20 absorption peak 
toward larger wavelength as a result of annealing has been observed earlier [11]. At a dose 
of 0.5-1017 cm"2 (Fig. 3, b), the major result of annealing is an increase in the 
concentration of oxygen dissolved in the silicon matrix. Annealing of specimens implanted 
with 1.0-1017 cm"2 0+ also increases the concentration of dissolved oxygen, which 
conclusion can be made from the increase in the intensity of the absorption peaks at 515 
cnr1 (Fig. 4, b). Spectrum B also has a small peak at 1107 cm-1. 

At 650 °C, the transmittance of all the specimens, especially those which were 
implanted with 1.0-1017 cm"2 0+ (Figs. 2, b - 4, b), increases in the range 600 to 900 cm"1 as 
compared to the specimens implanted at 350 °C. This observation is usually attributed to 
an increase in the structural perfection of ion-implanted silicon [16]. An increase in oxygen 
implantation temperature is known to improve the quality of superficial silicon layers [17]. 
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Figure 3. Transmittance spectra of specimens implanted with 0.5-1017 Ocnr2 (a) before and (b) 
after annealing. Curve A (—) implanted at 350 and B (—) at 650 °C. 
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Figure 4. Transmittance spectra of specimens implanted with 1-1017 C-crrr2 (a) before and (b) after 
annealing. Curve A (—) implanted at 350 and B (—) at 650 °C. 

SUMMARY 

The experiments showed that implantation of 0.25, 0.5, and 1.0 (-1017) cm"2 150 keV 
0+ ions into heated silicon produces quite a stable system of dissolved oxygen atoms, 
vacancy-oxygen complexes, precipitates of silicon oxides and, obviously, interstitial-type 
radiation defects which cannot be observed directly. The higher is the implantation dose 
and the implantation temperature the more efficient is the phase formation during 
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implantation and the less oxygen is bonded into vacancy-oxygen complexes. It is 
noteworthy that at high oxygen implantation doses which provide for a high silicon 
supersaturation with oxygen and radiation defects, the complexes are observed not only 
after implantation at 350 or 650 °C, but even after annealing at 1000 °C for 1 h. 
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ABSTRACT 

The lattice deformation caused by 100 MeV Ti7+ ion irradiation in Si (100) has been 
studied using X-ray topographic techniques. An important finding is the appearance of a strain 
field perpendicular to the ion beam direction in the irradiated region well separated from the 
projected range of implanted ions. This in-plane strain extends in the bulk of the sample and is 
not merely confined to the surface. The implanted region has been found to experience an out of 
plane strain which is expected to be tensile in nature. 

1. INTRODUCTION 

X-ray diffraction topography is a non-destructive technique to study defects on the 
surface and in the bulk of perfect crystals. It is particularly sensitive to very small lattice 
distortions, and low absorption of X-rays in most materials allows hundreds of |im thick crystals 
to be topographed in transmission. As it is possible to scan large crystals, this technique is 
unique in observing the spatial pattern of defect networks with a resolution of a few 
micrometers. 

X-ray topography has been employed successfully to study the lattice changes introduced 
in semiconductors by low energy ions [1]. MeV ions employed recently for various applications 
such as buried layer formation, multiple implantation [2], etc., interact with the lattice mainly 
through electronic process in addition to the usual elastic collisions operative at KeV energies 
close to the end of the ions range. It is thus important to study the extent of lattice deformation 
in spatially separated electronic and elastic loss regions. In the present study X-ray topographic 
techniques have been employed to investigate lattice distortion close to the surface and in the 
bulk of the irradiated crystals. Controlled surface etching and subsequent topography is 
performed to extract information about the distribution of the strain in the depth of the crystal. 
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2. EXPERIMENT 

2.1 High Energy Ton Irradiation 

Si(100) single crystals, 500 um thick, were irradiated with 100 MeV Ti7+ ions 
(dose ~1012 ions\cm2 ) at NSC, Delhi with a 15 UD Pelletron. The irradiating ion beam passed 
through a metal grid placed ~10cm above the sample as shown in Fig.l. The grid had 
800 X 800 Jim2 square openings defined by metal strips of square cross section (40 X 40 urn2). 
Calculations using the Monte Carlo code TRIM' project a range of 20 urn for 100 MeV Ti in Si. 

100 MeV Ti7+ions 

t 
10 cm 

i 
20 Jim N' 

.8x.8mm2       40x40 jim2 

Opening        Cross Section 

Grid 
^. 

2mm 

Si (100) 

^i 

Fig.l Irradiation Geometry 

2.2 X-Ray Topography 

Topographs were recorded in transmission and in reflection geometries with diffraction 
vectors (g) suitably chosen to reveal the nature and the direction of the strain. Since the sample 
surface has (100) orientation, the diffraction vectors [022] and [400] suited for revealing the in- 
plane (parallel to the sample surface) and the out-of-plane (normal to the sample surface) strains 
respectively as the lattice deformation represented by the strain component (s) gives maximum 
contrast in a topograph when g.s is maximum. 

The 022-topographs (transmission geometry, symmetric Laue) were recorded using 
MoKa and CuKa radiations. With MoKa (u t = 0.8, (i = absorption coefficient and t = sample 
thickness), mainly kinematic contrast is expected (thin crystal approximation) while with 
CuKa (fi f = 7), the strain field is imaged in dynamic contrast (thick crystal approximation). The 
400-topograph (reflection geometry - symmetric Bragg) was recorded with CuKa radiation. The 
depth explored in a reflection topograph is an important parameter. It is taken to be the depth 
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from where the diffracted beam emerges with 90% loss in intensity [3]. For 400 reflection it is 
~ 46 fim, and thus covers the total range of the impinging ions (-22 urn). A 311 reflection 
topograph was recorded with CuKa radiation to explore shallow surface region (-7.5 urn), well 
separated from the elastic loss region near the location of the implanted ions. A 511 reflection 
topograph (asymmetric Bragg geometry) with a penetration of -54 fim was also recorded with 
CuKa radiation to investigate the elastic loss region in the interior of the sample. 

3. RESULTS AND DISCUSSION 

3.1 Surface Examination 

In addition to the 
topographic examination of the 
strain fields, irradiated samples 
were also examined under an 
optical microscope, and with a 
scanning electron microscope in 
the secondary electron mode to 
see surface changes resulting 
from high energy ion irradiation. 
The microscopic examination 
revealed some scratches and a 
crack like feature (also visible in 
all the topographs), but the grid 
pattern was not visible. SEM at a 
comparatively high tube current 
(100 nA, 20 KV), however, 
clearly revealed the grid. Fig.2 
shows the SEM image of the 
irradiated region. The masked 
regions are clearly defined by a 
sharp contrast at the boundaries. 
Since secondary electrons have a range of only a few nanometers, this image reveals the strain 
fields only at the surface. 

H 
Fig.2 SEM image (secondary electron mode) of irradiated 

Si (100). 

3.2 X-Ray Topographic study 

As discussed in Section 2.2, the topographs were recorded with g = [311], [400], [511] 
and [022]. The contrast features observed are now discussed. 

The 311 topograph (Fig.3) explores a depth of only 7.5 Jim. There is no visible contrast 
in the irradiated region but the masked region directly below the metal grid appears in dark 
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contrast. As any strain whether ± or 
|| to the sample surface would appear 
in this reflection in a kinematic 
contrast, it is inferred that only the 
masked regions are under strain. 

The 400 and 511 topographs 
(Figs. 4a and 4b) with penetration 
depths of 46 and 54 um respectively 
show the irradiated region in strong 
kinematic contrast. As the irradiated 
region has no contrast in the 311 
reflection, the strain field in the 
elastic loss region (close to the ion 
range) is clearly responsible for this 
contrast. As the [400] diffraction 
vector lies along the surface normal, 
this strain definitely has an out-of- 
plane component. 

The 022 transmission 
topographs (Figs. 5a and 5b) show 
no contrast in the irradiated region. 
Since [022] and [400] are mutually 
orthogonal diffraction vectors, it is 
inferred that the strain in the elastic 

? 

Fig.3   311 reflection topograph, CuKa radiation. 

y 

(a) \       ■   , (b) 

Fig.4   (a) 400 and (b) 511 reflection topographs, CuKa radiation. 
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Fig.5   022 transmission topographs, (a) MoKa and (b) CuKa radiation. 

loss region is almost entirely along the surface normal. 

The 022 topographs, however, show the grid structure in strong contrast. The MoKa 

topograph (Fig. 5a) shows the masked region (grid) as a well resolved double line structure with 
a strong kinematic contrast at the edges and comparatively strain free region in between. This 
represents in-plane strain at the boundaries. The sense of this strain field can be inferred from the 
CuKa topograph (Fig. 5b) in which it is mapped in dynamic black-white contrast. This gets 
reversed by reversing g. An analysis based upon Penning-Polder theory [4] shows that the 
masked regions are under compressive stress. 

Another significant feature seen in the CuKa topograph (Fig. 5b) are the two broad side 
bands (black on one side and white on the other) which define the limit of the impinging ion 
beam. The diffused appearance of side bands is a consequence of the gradual fall in the beam 
intensity at its limits. The strain field at the other two edges defining the incident ion beam are _L 
to g, and therefore are not visible. A similar analysis shows that the strain is compressive in 
these regions. 

The compressive nature of the strain along the grid and the side bands obtained from the 
CuKa topograph is consistent with the assumption that the irradiated surface region possesses 
tensile stress which accumulates at the surface discontinuities defined by the grid. This type of 
contrast is well known in topography of semiconductor crystals having discontinuous surface 
films [5]. 

To examine the depth distribution of strain fields in the irradiated samples, these were 
etched upto a depth of ~ 8 urn in several steps and 022 and 311 topographs recorded at every 
step. No significant change in contrast features was observed. The in plane strain field is, thus, 
not a surface feature, but penetrates substantially deep below the surface. 
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4. CONCLUSION 

Strain induced by 100 MeV Ti7+ ion irradiation / implantation in Si (100) is mapped 
using X-ray topographic techniques. 

The sense of dynamic contrast in 220-topographs confirms that the masked region is 
under compressive strain parallel to the sample surface. It indicates a tensile stress generated in 
the electronic loss region. This stress gets concentrated at the boundaries, as is commonly 
observed in case of discontinuous surface films under tensile stress on semiconductors. As 
revealed by etching experiments this in-plane strain extends in the bulk of the sample and is not 
confined to the near-surface region. 

The implanted region experiences out-of-plane (along the surface normal) strain which is 
expected to be tensile in nature. Detailed analysis of 400-section-topographs has subsequently 
confirmed it. These results are being communicated separately. 

A model of strain field as emerged from this study is shown below: 

Irradiated 
Region 

Masked 
Region 

Electronic loss 

Elastic loss 
(Implanted region) 

Strain field 
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ABSTRACT 

The structure of As implanted GaAs layers before and after annealing are described and the 
relation between the structural quality and carrier lifetime was determined. Subpicosecond carrier 
lifetimes were found already for as-implanted layers, and this value changes only slightly after 
annealing in the temperature range up to 600°C. Annealing of As-implanted layers leads to the 
growth of As precipitates with a similar orientation relationship as those observed in low- 
temperature MBE-grown GaAs layers. However, it is still not clear whether point defects created 
by implantation or the As precipitates are responsible for the short carrier lifetime. 

1. INTRODUCTION 

Recent developments have shown that semi-insulating GaAs layers can be grown by 
molecular-beam epitaxy (MBE) with As-supersaturation at temperatures as low as 200°C (LT- 
GaAs)[l]. Such material contains about 1.5 % excess As, which leads to expansion of the lattice 
parameter of the layer [2,3]. The high density of AsGa antisite defects (~1020 cm"3) found in the 
as-grown layers leads to hopping conductivity. These layers become semi-insulating after 
annealing [1]. 

Arsenic-ion-implanted GaAs is potentially a substitute for LT-GaAs. Implantation conditions 
can be chosen so that the resulting As concentration for a typical 200 keV implantation with 

1x10*6 ions/cm^ gives a maximum 2% excess As at a depth of about 90 nm which is close to the 
concentration found in LT-GaAs. Annealed As-implanted GaAs layers show very similar 
properties to LT-GaAs layers. In this paper the relation between the structure and carrier lifetime 
for implanted layers will be described. 

2. As-IMPLANTED GaAs LAYERS 

Our earlier studies show that similar properties to those of LT-GaAs layers can be obtained 
using As ion implantation [4-8]. GaAs wafers (001) (n+) were implanted with As ions. Two 

different implantation conditions were used: (1) an energy of 200 keV with As+ dose of lxlO16 

ions cm"2 and (2) an energy of 180 keV with a dose of 3xl015 ions cm"2 The wafers were not 
cooled during implantation. Therefore, at the higher implantation dose, they could reach a 
temperature as high as 100°C + 50°C. 

677 

Mat. Res. Soc. Symp. Proc. Vol. 378 ® 1995 Materials Research Society 



The implantation conditions were chosen so that the resulting As excess concentration in the 
layer, defined as (NAs-NGa)/ (NAs+NGa), was a maximum of 2%, at a depth of about 90 nm. 
Based on simulation of As distribution in the layer for the particular implantation conditions, one 
would expect an excess As concentration comparable to those found in LT-GaAs layers from the 
surface to a depth of 200 nm [9]. The only structural difference between as-grown LT-GaAs layers 
and as-implanted layers was that the latter are amorphized from the sample surface to a depth of 
about 110 nm (Fig. 1). This amorphization of the as-implanted layers is in agreement with the 
"critical damage energy density" model, which has been used to describe the kinetics of GaAs 
amorphization by As bombardment [10]. The crystalline/amorphous (c/a) interface was only 

slightly undulated. 

Fig. 1. An amorphous layer of GaAs sample formed after As+ implantation at 200 keV with dose 

of lxlO16 ions cm-2. 

3. ANNEALED As-IMPLANTED GaAs 

Arsenic implanted samples (with implantation at 200 keV and dose lxlO16 ions cm"2) were 
annealed at different temperatures and at different times in order to observe solid phase regrowth 
(SPE) and formation of defects. It was noticed that annealing at as low a temperature as 200°C 
for 1 hr lead already to solid phase regrowth. These layers annealed at low temperature show 
different lattice parameter than the substrate (Fig. 2). Computer simulation of these rocking 
curves indicates a 0.36% expansion of the lattice parameter (Fig. 2a). By comparison with LT- 
GaAs layers [3] this suggests the presence of more than 2 % of excess As. Despite this high As 
concentration annealing at 200°C does not lead to the formation of visible As precipitates (Fig. 
3a). This material is structurally very similar to as-grown LT-GaAs layers with except that 
annealed implanted layers have a much higher concentration of planar defects which are called 
end of range defects (EOR) found mostly just beneath the initial crystalline/amorphous (c/a) 
interface. The density of planar defects drastically decreases for 1 hr annealing at 350°C (Fig. 
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3b). No As precipitates were visible in the implanted part of the material annealed at this 
temperature. However, the expansion of the lattice parameter has decreased at this annealing 
temperature (Fig. 2b ) and at 400°C only the substrate peak is visible with only a small shoulder 
due to the implanted layer. It has already been shown [11] that around 400°C the first visible 
clusters of As are formed in annealed LT-GaAs layers and the lattice parameter has decreased. 
Apparently the same behavior is revealed here for annealed As-implanted layers. 

Annealing at 600°C for 15 s leads to the formation of clearly visible As precipitates (Fig. 
4a) and also results in extra spots in the diffraction patterns. The orientation relationships of these 
precipitates are identical to those observed for LT-GaAs [12] e.g. (0003)pp II (11 l)m with 
[1210]pP II [01 l]m where the As structure is given in hexagonal units, with indices "pp" and "m" 
referring to precipitates and matrix, respectively. This is the most stable configuration for 
hexagonal precipitates and a cubic matrix and is associated with the lowest formation energy. 

100000- 

10000- 

:3 
as 

a> 

o 

1000- 

100- 

Experiment (004) 

-1000 -800    -600    -400    -200      0 

Angle (arcseconds) 
200 

Fig. 2.(a) Experimental x-ray rocking curves 
for As-implaned layer annealed at 200° C 
together with the simulated curves 
suggesting 0.36% expansion of the 
lattice parameter; (b) X-ray rocking 
curves from As-implanted layers 
annealed in the temperature range 250- 
400°C showing decrease of the lattice 
parameter of implanted layers associated 
with annealing at higher temperatures. 
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There are four variants of these precipitates; details concerning those variants were described 

earlier [12]. 
Longer annealing times at 600°C led to the formation of faceted precipitates (Fig. 4). From a 

depth of 160 nm to about 500 nm  many defects are seen with a characteristic "coffee-bean" 
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contrast. They are located beneath the former (c/a) interface, and they were identified as interstitial 
dislocation loops consisting of extra (111} planes. These interstitial loops result from the 
implanted atoms and also from displaced substrate atoms injected beneath the c/a interface. 

Annealing of the samples implanted with a lower implantation dose (3xl015 ions cm"2 at 
180 keV for 10 min at 600°C) led to practically the same conclusion, however the density of 
EOR defects and As precipitates was lower. The interstitial dislocation loops (typical "end-of- 
range" defects) were formed at distances of 120 nm to 260 nm from the sample surface [5]. Then- 
density was estimated to be in the range of lxlO10 cm"2. Large dislocation loops were decorated 

by As precipitates. 

Fig. 3. Micrographs   showing   cross-        Fig. 4. Set of cross-sectional micrographs 
section of the regrown GaAs layer showing the microstructure of layers 
after annealing for 1 hr at: a) regrown at 600°C as a function of 
200°C, b) 350°C. Note decreasing annealing time, 
density of planar defects after 
annealing    at    the    higher 
temperature. 

4. RESPONSIVITY AND CARRIER LIFETIME IN As-IMPLANTED GaAs 

Transient reflectivity measurements were performed for implanted samples in a standard 
pump-probe configuration with 100-fs Ti:sapphire laser pulses at 850 nm in order to determine 
annealing conditions leading to materials with a fast carrier response. It was found that for 
annealing at 300°C or below carrier lifetime was much shorter than for layers annealed at 600°C. 
However, responsivity of layers annealed at 350°C or below was much lower (Fig. 5a). 
These findings are in agreement with our earlier studies of LT-GaAs layers with pyramidal defects 
[13-14]. As was shown above a high density of planar defects can be detected in As-implanted 
layers annealed in the temperature range 200-350°C, and responsivity is affected by the presence of 
these defects. In addition, a long response tail was observed for these low annealing temperatures, 
similar to that observed for as grown LT-GaAs layers [13-14]. The nature of this tail is not clear, 
but it is speculated that it might be related to hopping conduction present in these layers. However, 
if implanted samples were annealed above 600°C, the optical response was typical of annealed LT- 
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GaAs layers (Fig. 5). This shows that annealing time is very critical, a well defined density of 
defects is needed in order to ensure short response time. A range of carrier lifetime were observed, 
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Fig. 5. a) Transient reflectivity for As-implanted GaAs annealed at different temperature and 
time; b) the same graph normalized from which 1/e decay time can be determined. Note 
a tail with a negative values for as-implanted sample. 

although many of the samples exhibited subpicosecond response components. 
Photoconductive switching characterization was performed on these samples as well using 

100-fs laser pulses. The photoconductive gap had a 20 |J.m separation, and dc bias on the detector 

was 5 V. The full-width-half-maximum (FWHM) of the detector response was 1.23 ps, and the 
1/e fall time was 0.64 ps for the samples annealed at 600°C for 15 sec. 

5. CONCLUSIONS 

The results described in this paper show that As-implanted amorphous layers can be fully 
regrown by annealing at 200°C for 1 hr. However, a high density of planar defects is detected in 
the regrown part of the material. The density of these defects decreases for anneals at higher 
temperatures. The presence of these defects appears to be responsible for the lower response of the 
photoconductive switch built on this material, as was observed for as-grown LT-GaAs layers with 
pyramidal defects. These low annealing temperatures (200-350°C) do not lead to the formation of 
visible As precipitates. Both as-grown LT-GaAs layers and low temperature annealed implanted 
layers show the shortest carrier lifetime. The higher the growth temperature of LT-layers the longer 
the lifetime consistent with the decreasing concentration of AsQa antisite defects. 

Annealing at 600°C leads to the formation of As precipitates as was observed in LT-GaAs 
layers. In order to obtain a high density of As precipitates, implantation conditions need to be 
chosen carefully, followed by annealing. The density of extended defects in the implanted layers 
drastically decreases for annealing at higher temperature. Much larger As precipitates can be found 
in the vicinity of these defects compared to areas free of structural defects. The precipitate 
structure, its orientation relationship, and their distribution are very similar to those observed in 
low-temperature MBE-grown GaAs layers. Therefore, it appears to be possible to achieve good 
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quality semi-insulating GaAs layers at lower cost by using ion implantation. 
The carrier lifetime in annealed As-implanted layers is only slightly longer compared to the 

as-implanted layers. The carrier lifetime increases for longer annealing time at 600°C. The work is 
in progress to elucidate the role of additional defects introduced by implantation compared to 
simple excess As and its distribution in the layer. 
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ABSTRACT 

The influence of implantation-induced non-stoichiometry on the electrical activation 
and depth distribution of Group IV (Ge and Sn) and VI (Se and Te) elements in InP has been 
investigated with a variety of analytical techniques. Electrical measurements indicate that P 
co-implantation can increase the electrical activation of the Group IV elements through 
reductions in amphoteric behaviour and dopant-defect complexes for Ge and Sn, respectively. 
The relative influence of P co-implantation increases as the dopant ion dose increases. Though 
others have demonstrated that co-implantation increases the electrical activation of Group II 
elements, similar observations were not apparent for Group VI elements, the latter attributed to 
the lack of Group VI element interstitial character. 

INTRODUCTION 

Group IV or VI elements implanted in InP preferrentially occupy In or P lattice sites, 
respectively, and as a consequence, n-type conduction can be achieved with either species. 
The electrical activation of such dopants is governed by a variety of mutually inexclusive 
factors including: dopant amphoteric behaviour (Group IV elements), solid solubility, dopant- 
defect complexes, implantation-induced non-stoichiometry and disorder, native-defect 
compensation and background-dopant gettering. In general, electrical activation decreases as 
ion dose increases with Group VI elements typically yielding greater electrical activation than 
Group IV elements. Figures 1(a) and (b) demonstrate these trends, showing electrical 
activation as a function of ion dose for both Group IV and VI elements. 

The influence of the individual factors that govern electrical activation are necessarily 
dopant ion dose dependent. (For example, dopant solid solubility does not influence electrical 
activation at low ion doses). One such factor - non-stoichiometry - can be achieved through 
co-implantation with a lattice constitutent and can significantly influence the electrical 
activation of Group II or IV elements. For example, an increase in electrical activation for 
Be, Ge and Sn has been achieved with P co-implantation as attributed to, respectively, 
decreases in dopant interstitial character [1], amphoteric behaviour [2-5] or dopant-defect 
complexes [3,4,6]. Figures 2(a) and (b) demonstrate this effect, showing carrier concentration 
as a function of depth for, respectively, Ge- and Sn-implanted InP with and without P co- 
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implantation. For the present report, the relative influence of non-stoichiometry has been 
investigated as a function of dopant ion dose for both Group IV and VI elements. Though the 
latter are confined to P lattice sites and hence, lack amphoteric behaviour, the observations 
cited above for Be [1] and Sn [3,4,6,7] demonstrate non-stoichiometry can also influence the 
electrical activation of non-amphoteric dopants. 

<u 2000 
Vl 

.       1     ,    |,.l,[             .        .     1    |..l.|              ...    |   ..M|              .        ,     ,    |,..| 

~o 
-^ 1500 \x         V\             ■ 

1000 ;     -^x^     : 
O    500 
a :   (a) Ge/Se                                     1 

i, ,,i    ,      , ...i    .  . . i ....i    .  . . i..,; 

«5. o 2000 

ImDlanted Dose (/cm ) Implanted  Dose  (/cm ) 

Figure 1.        Average carrier mobility and electrical activation as function of ion dose for (a) 
Ge- and Se-implanted InP and (b) Sn- and Te-implanted InP. From reference [4]. 
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Figure 2. Carrier mobility and concentration as a function of depth (with and without P 
co-implantation) for (a) Ge- and (b) Sn-implanted InP for ion doses of 1016 /cm2. From 

reference [3]. 
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EXPERIMENTAL 

Semi-insulating, (100) InP substrates were implanted at a temperature of 200°C with 
Group IV or VI elements over the ion dose range 1013-1016 /cm2. Selected samples were 
further implanted with In and/or P ions with a dose equal to that of the dopant. For all ions, 
implantation energies were selected to yield a projected range of "1 urn. Samples were 
subsequently rapid thermally annealed in a N2 ambient at 800°C for 10 sec with proximity 
capping. Sheet carrier concentrations were determined with Hall measurements using alloyed 
AuGe contacts in the van der Pauw geometry. Dopant depth distributions were measured with 
secondary ion mass spectrometry (SIMS) using 02+ or Cs+ primary ion beams and detecting 
positive (Ge+ and Sn+) or negative (Se" and Te") secondary ions, respectively. 

RESULTS AND DISCUSSION 

Figures 3(a), (b) and (c) show the ratio of sheet carrier concentrations with and without 
co-implantation as a function of dopant ion dose for, respectively, Ge-, Sn- and Se-implanted 
InP. (Results for Te were comparable with those of Se and hence, are not shown.) 
Macroscopic stoichiometry was maintained in samples implanted with both In and P and thus, 
any slight decrease in electrical activation apparent for such samples is attributable to an 
increase in implantation-induced disorder. 

At doses > ~2X10l4 /cm2, P co-implantation yields an increase in electrical activation 
for Ge and Sn through a decrease in either dopant amphoteric character or dopant/defect 
complexes as noted previously. At lesser doses, a decrease in electrical activation is consistent 
with an increase in implantation-induced disorder. At low doses, the electrical activation of 
both Group IV and VI elements approaches 100% and hence, the potential for increasing the 
electrical activation through co-implantation is necessarily slight. In fact, Fig. 3 demonstrates 
that P co-implantation can actually decrease electrical activation at low dopant ion doses. 
Conversely, at high doses, the relative influence of dopant amphoteric behaviour (Ge) and 
dopant/defect complexes (Sn) increases and hence, the effectiveness of P co-implantation, 
which inhibits such effects, also increases. For Se, note that P co-implantation does not have a 
significant effect on electrical activation. This result is in contrast to observations of Group II 
elements co-implanted with P ions as attributable to the different lattice site occupation for the 
Group II and VI elements. 

In co-implantation yields a slight decrease in electrical activation for the Group IV 
elements, though the relative influence is minimal compared to that observed for P co- 
implantation. This is consistent with a preferential occupation of an In lattice site (Ge) or a 
complete lack of dopant amphoteric behavoiur and/or the nature of the dopant/defect complex 
responsible in part for electrical inactivation (Sn). The electrical activation of Se is also 
insensitive to In co-implantation. Though P co-implantation yields an increase in electrical 
activation of Group II elements [1], a similar trend is evidently not observed for Group VI 
elements with In co-implantation.   This is attributable to a lack of interstitial character for 
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Group VI elements as consistent with ion-beam measurements of the lattice site location of 

such dopants [8,9]. 
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Figure 3. Ratio of post-anneal sheet 
carrier concentrations with and without co- 
implantation as a function of dopant ion 
dose for (a) Ge-, (b) Sn- and (c) Se- 
implanted InP. Individual points typically 
represent     an     average     of three 
measurements with an absolute error of 
"0.10. Absolute electrical activation varied 
from 80-100% to 5-15% at doses of 1013 

to 10*6 /cm2, respectively. 
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Figures 4(a), (b) and (c) show SIMS measurements of the post-anneal dopant depth 
distributions for, respectively, Ge-, Sn- and Se-implanted InP (for a dose of 1016 /cm2). 
(Results for Te were comparable with those of Se and hence, are not shown.) For all 
elements, no significant dopant diffusion, toward the surface or bulk, was apparent after 
annealing. In Fig. 4(a), note the precipitation-related redistribution (as verified with 
transmission electron microscopy) evident at concentrations >5X1019 /cm3 in the sample co- 
implanted with P. The latter yields not only an increase in elecrical activation but a decrease 
in Ge solid solubility.   Both phenomena are the result of an increase and decrease in IGein] 



and [Gep], respectively. Similar trends in dopant solid solubility have been observed in both 
Ge [10] and Si [11] where an enhanced solubility was evident in the presence of comparable 
donor and acceptor concentrations. For Sn-implanted InP, precipitation-related redistribution 
(as verified with transmission electron microscopy) is apparent in samples both with and 
without P co-implantation. These observations are consistent with a lack of amphoteric 
behavoiur for Sn as noted above. In Fig. 4(c), no differences are evident in the Se depth 
distributions of samples both with and without In co-implantation and furthermore, no 
dissimilarities were observed relative to unannealed samples (the latter not shown). 
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Figure 4.        Post-anneal depth 
distributions for (a) Ge-, (b) Sn- and (c) 
Se-implanted InP to an ion dose of 10^ 
/cm2 with and without co-implantation. 

CONCLUSIONS 

P and In co-implantation can increase and decrease, respectively, the electrical 
activation of both Ge and Sn. The relative influence of co-implantation is, however, dopant 
ion dose dependent as are the factors that contribute to electrical inactivation of such dopants. 
Precipitation-induced phenomena are apparent in post-anneal Ge and Sn depth distributions. 
Conversely, the electrical activation and depth distribution of Se and Te are insensitive to 
implantation-induced non-stoichiometry for the range of dopant ion dose and annealing 
conditions utilized in the present report. 
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ABSTRACT 

Spectroscopic ellipsometry (SE) measurements were made during and after electron cy- 
clotron resonance (ECR) etching of GaAs. The spectral range for ex situ measurements, 1.24-5 
eV, included the Ei, Ei+Ai critical points. The Ei, Ei+Ai structure was red shifted by about 50 
meV, and broadened, by etching with a mixture of methane, argon, and hydrogen. Exposure to a 
pure H2 plasma caused greater red shifting and broadening, while a pure Ar ECR plasma pro- 
duced only a slight red shift. The red shift is consistent with an increase in lattice constant of the 
order of 1%, in the top 10-30 nm. Broadening is consistent with crystalline lattice damage. 

INTRODUCTION 

The electron cyclotron resonance (ECR) based etching of GaAs and its compounds via 
CH.4/Ar/H2 gas mixtures is well known.1 This methane mixture yields reasonable etch rates, is 
insensitive to crystal orientation and is capable of etching a wide range of compounds. In order 
to study the surface damage caused by the etch process, we have used real time in situ spectro- 
scopic ellipsometry (SE) to monitor the ECR etching of GaAs by CH.4/Ar/H.2 plasmas, as well as 
ex situ SE. We will show the effect of etching on the optical properties of the top 10-30 nm of 
the material, which is to red shift and broaden the critical point structure. Possible mechanisms 
for the red shifting are discussed. 

EXPERIMENTAL 

The vacuum chamber was turbo pumped by a Leybold 600 1/s pump, and the ECR sys- 
tem was a Microscience 900, which is a magnetic mirror type employing electromagnets and a 
1000 W, 2.45 GHz power source. Gas flow into the chamber was controlled by an MKS flow 
control system. The substrate was water cooled, and could be biased. The substrates were pol- 
ished (100) semi-insulating GaAs. 

The in situ ellipsometer (model M-44 from J.A. Woollam Co.) was mounted on optical 
ports such that the light was incident on the sample at a nominal angle of 75° with respect to the 
surface normal. Simultaneous detection at 44 wavelengths covered the spectral range 416 to 755 
nm. A scanning wavelength instrument, also from J.A. Woollam Co., was used for ex situ meas- 
urements from 1.24-5 eV. The supplied software incorporated the modeling and fitting features 
described below. 
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EUipsometry 

Ellipsometry measures the change in polarization state of a light beam reflected at non- 
normal incidence from the sample surface.2 The change in polarization is given as a complex 
number p, related to the sample reflection properties by p = Rp/Rs, where R„ (Rs) is the complex 
reflection coefficient for light with electric field polarized parallel (perpendicular) to the plane of 
incidence. Spectroscopic ellipsometry is the measure of p as a function of photon energy hv, at 
one or more angles of incidence <j>. The p data are sometimes converted to the pseudodielectric 
function for convenience: 

<e> = <E\> + i<£2> = sin2<|> l+tan2«,[f^ (1) 

This is what the dielectric function would be if the sample were a simple substrate with isotropic 
uniform optical constants and no overlayers. To obtain information about individual layer thick- 
nesses and optical constants, a multilayer model is used to calculate R„ and Rs for comparison 
with the measured p data. Selected model parameters are then varied (using the Levenburg- 
Marquardt algorithm) to minimize the error function:' ..3 

1        N 

^   = 2N-M   ^ 
i=l 

5Vi     J + l    SA; 
(2) 

Here tan(\|/) and A are the magnitude and phase of p, m and c superscripts refer to measured and 
calculated values, the i subscript labels the different photon energies (and incidence angles, if 
more than one), S\)/j and 8A; are the standard deviations in the measured \|/ and A values, N is the 
total number of measurements, M the number of model variables. 

Model parameters include layer thicknesses and dielectric functions. The latter may 
themselves be modeled in various ways, or tabulated by photon energy. Dielectric function 
models include the Bruggeman effective medium approximation (EMA) for composite or porous 
materials.4 The general procedure is to develop the simplest model that gives a good fit to the 
data, is physically reasonable, and is consistent with whatever is independently known about the 
sample. 

RESULTS 

Figure 1 shows in situ <£2> spectra measured during etching with the CH4/H2/Ar gas 
mixture, with flow rate ratios of 5/15/7 and total pressure of 1 mTorr, microwave power of 300 
W, and rf induced dc bias of -150 V. The spectral range includes the E\ critical point (2.9 eV). 
The initial spectrum (0 s) can be modeled as normal GaAs,5 with about 6 nm of overlayer. As 
etching begins the overlayer thickness is quickly reduced (4 s). This is evidenced in the <£2> 
spectrum as an amplitude increase at energies near Ej, and an amplitude decrease at lower ener- 
gies. Also at 4 s, a slight red shift and broadening of the Ei peak are observable. The red shift- 
ing and broadening continue until both have nearly stabilized at 48 s. 
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Figure 1. In situ pseudodielectric function (imaginary part) measured during GaAs etching with 
the methane mixture. 
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Figure 3. In situ <E2> measured during Ar etching of GaAs that was previously etched with the 
methane mixture. 

Numerical second derivatives of ex situ measurements after etching with the methane 
mixture are shown in figure 2. A distinct red shift (about 50 meV) and broadening of the Ej, 
EJ+AJ structure are evident for the methane mixture etch. The red shift is not an artifact due to a 
difference in overlayer thickness. Also shown are data from samples etched in pure hydrogen 
(0.5 mTorr, 300 W microwave power, -100 V dc bias) and pure argon (1 mTorr, 200 W, -100 V). 
Hydrogen etching causes more pronounced red shifting and broadening than the methane mix- 
ture. Argon etching causes very little red shift, indicating little damage. 

To determine bulk etch rates, a small surface region was covered by silver paint during 
the etch, then the paint was removed and the step height measured by profilometer. Etch rates 
were about 26 nm/minute for the methane mix, 37 nm/min for pure hydrogen, and 33 nm/min for 
the argon. These results are consistent with previously reported etch rates under similar condi- 
tions.1 

To determine the approximate thickness of the red shifted GaAs layer, a sample was 
etched first with the methane mix for several minutes (as in figure 1), then with argon to remove 
the damage layer. Figure 3 shows data taken during the argon etching. As the argon etch re- 
moves the red shifted layer, Ej gradually blue shifts back towards its original value (the reverse 
of figure 1). Most of the red shifted layer is gone within a minute, implying that the red shifted 
layer due to methane etching is no more than about 30 nm thick. Similar runs were made starting 
with a hydrogen etch instead of the methane mix. These red shifted layers required over twice as 
long to etch away with the argon. 
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DISCUSSION 

The above described measurements of etched bulk GaAs indicate a red shifting of the Ej, 
EJ+AJ critical points in the top few tens of nm, associated with the presence of hydrogen in the 
plasma. We now consider the possible causes of the red shift. Ion implantation has been shown 
to convert the crystal near the surface into partly amorphous material.6 This causes a broadening 
of the Ei, Ej+Ai critical point structure (in fully amorphous material the critical point structure 
is not resolved), but no shifting. Therefore simple amorphous damage, though likely present to 
some degree, is not the cause of the red shifting. 

Effects which are known to cause critical point energy shifts include temperature, alloy- 
ing, and strain. The temperature dependence of GaAs optical constants is known;7,8 in fact, SE 
can serve as a sensor for surface temperature.8 Increasing temperature broadens and red shifts 
the critical points, as in figure 2. However, the temperature that would be required to achieve the 
observed red shift is in excess of 200°C. After etching the red shift would decrease to zero as the 
sample cooled. This is not the case, since the red shift exists in steady state at room temperature 
(figure 2). Similarly, alloying with indium or antimony would cause red shifting and some 
broadening. There is no known source of these elements in the plasma, however, and Auger 
electron spectroscopy (AES) measurements did not show the presence of any new elements after 
etching. 

The relation between strain and critical point shift has been calculated in a perturbation 
approximation.9 Hydrostatic strain (an isotropic change in lattice constant) causes an equal shift 
of Ei and E1+A1 in the same direction. The shift observed here, ~ -50 meV for the methane 
mixture etch, is consistent with approximately a 1% increase in lattice constant. 

Others have also reported damage due to ECR plasma etching at room temperature, but 
no red shifting effects have been reported. Constantine et dl. observed changes in photolumines- 
cence intensity and I-V characteristics, when using a methane mixture with high rf bias. 
Weegels et al. observed changes near the GaAs critical point structure in in situ reflectivity spec- 
tra during hydrogen ECR etching with bias, which they modeled as a partially amorphous dam- 
age layer.10'" Their results for Ar etching, like ours, showed much less change in critical point 
structure than the hydrogen etching.10 In earlier work we described ECR etching of GaAs with a 
CCI2F2/O2 gas mixture.12,13 In that case no red shift occured, only a thin amorphous damage 
layer of a few nm. 

Though the red shifting observed here may be explained by an increase in lattice constant, 
the mechanism by which this occurs is unknown. AES measurements showed a Ga rich surface 
for the hydrogen etch. This result implies a possible connection between stoichiometry and red 
shifting. We hypothesize that hydrogen reacts preferentially with arsenic within the lattice. As 
the product (reported as arsine14) volatizes it may leave the near surface region nonstoichiometric 
and less dense than before, allowing the remaining material to expand slightly. The ready pene- 
tration of GaAs by hydrogen can explain the relatively large thickness of the red shifted layer. 
Some damage to the crystal structure must accompany the arsenic removal, accounting for the 
observed broadening. Note that even pure argon etching caused a small but measurable red shift, 
implying a small degree of strain-inducing damage for this case as well. However, most of the 
damage was amorphous. This material could be modeled reasonably well (but without reproduc- 
ing the small red shift) with a damage layer about 5 nm thick modeled as an EMA mixture of 
amorphous GaAs15 and voids. 

Whatever the mechanism for red shifting is, it is clear that in situ SE is a very sensitive 
tool for monitoring this and other types of damage in real time. In a single etch run several para- 
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meters may be varied (power, pressure, substrate temperature, etc.), and the effects of these 
changes on the damage can be seen immediately, without the need for moving the sample to a 
UHV surface analysis chamber or applying contacts for electrical measurements. 

CONCLUSION 

In situ spectroscopic ellipsometry has been used to investigate damage caused by electron 
cyclotron resonance plasma etching. A damage layer as much as several tens of nm thick was 
produced by CH4/H2/Ar or pure H2 etching with if bias on the sample. The effect on the optical 
constants was to red shift and broaden the critical point structure of the GaAs in the damage 
layer. We hypothesize that the red shifting is due to crystal lattice expansion related to the reac- 
tion of hydrogen with arsenic, while broadening is due to amorphous damage. Ar etching caused 
relatively little damage. Ellipsometry is very sensitive to the surface region damage. 
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ELECTRON-BEAM-INDUCED TRANSFORMATION OF DEFECTS IN PROTON- 
IMPLANTED CdS SINGLE CRYSTALS. 

V. B. MITYUKHLYAEV. 
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Andreyevskaya emb.2, Moscow, 117526, Russia. 

INTRODUCTION 

Since their discovery at the end of the last century, electrons have been used as the basis 
of the increasing number of analytical techniques: electron diffraction, electron 
microscopy, Auger electron spectroscopy, etc.Now it is known, that electron beams as 
part of an analytical technique can produce changes on the sample studied. In addition to 
the radiation damage when using high-energy (generally > 100 keV) beams, there are 
many effects caused by electrons with the energy below the threshold for direct "knock-on" 
displacement of atoms in the sample. Such effects have been observed for semiconductors, 
for example, CdS [1-3]. 

The interest in electron-beam effect on CdS is also due to the use of CdS in a number of 
electronic applications, particularly electron-beam-pumped semiconductor lasers [4]. 
Because the drawback of these lasers is their degradation in the course of operation, it 
is highly relevant to characterize the various electron-stimulated processes as fully as 
possible. In this study, electron-beam-induced transformation of defects, created by proton 
implantation in CdS, has been investigated using cathodoluminescence and 
electron-beam-induced current. 

RESULTS AND DISCUSSION 

Experiments were carried out in a scanning electron microscope "Camebax", equipped 
with the attachment for spectral cathodoluminescence investigations in the 
temperature range 80 to 300 K. The samples used were high purity wurtzite CdS single 
crystals with a resistivity of 50 Q cm. The (0001) surfaces were mechanically polished, 
etched in concentrated HCL and   then implanted with H+(150 keV, 10   cm"   ). 

Cathodoluminescence  spectrum  of the CdS    crystals   before implantation at 300 K 
consists of    the      green (Xmax= 510 nm) and broad red (Xm!lx~740 nm) bands (fig  la). 

Fig. 1 Cathodoluminescence spectra 
for CdS (a) and proton-implanted 
( 150 keV, lO'W2) CdS (b). 
Electron energy 20 keV. T=300 K 

X,|xm 
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Now it is recognized [5,6] that green and red emissions are due to radiative 
transitions from the conduction band to the levels of interstitial sulphur (S,) and [V " cd + 
V2+

s]° complex respectively. After the proton implantation the intensity of integral 
cathodoluminescence at 20 keV decreases approximately by two orders of magnitude (fig 
lb) as a result of the formation of implantation-induced non-radiative defect centers. It is 
worth mentioned that the penetration depth of 20 keV-electrons (2 |im) is compared 
with the calculated projected range of implanted protons - 1 |am [7]. 

During the 20 keV electron irradiation (with a beam current density of 10"' - 10" A 
cm"2 ) the rise of the green and red bands of cathodoluminescence takes place and this 
process depends on the dose of irradiation (fig.2). These changes of recombination 
properties remain for at least several months after switching off the electron irradiation. It 
means that during this period the enhanced cathodoluminescence efficiency of the 
irradiated region (compared with the unirradiated one) does not change. Such a long- 
term modification of cathodoluminescence efficiency cannot be explained by the change in 
the charge state of semiconductor defects and hence electron-beam-induced 
transformation of defects occurs. It should be noted that in the course of measurements of 
cathodoluminescence intensity the dose of electron irradiation was much less 
than 1017 cm"2 , so changes in semiconductor properties as a result of the measurements can 
be disregarded. 

After annealing of the CdS crystals at 200°C for 1 hour cathodoluminescence 
intensities of irradiated and unirradiated regions become almost the same. The 
estimation shows that the annealing process have an activation energy of ~ 0,7 eV and 
this allows one to explain such a long-term modification of the semiconductor 
properties. Analysis of electron-beam-induced enhancement of cathodoluminescence 
intensity for green and red bands in the temperature range 80-300 K revealed that 
the enhancement rate is independent of the temperature and so the defect transformation is 
an athermal process. 

Electron irradiation of the cleaved unimplanted CdS crystals does not change 
cathodoluminescence intensity at the irradiation dose up to 10 cm" (only slight increase 
by 10-20% can occur). Besides, experiments were fulfilled on the CdS single crystals 
implanted with He+ (300 keV, 10 cm"2 ) instead of H+. He+ ions create only 
radiation defects and do not form chemical bonds with substrate atoms, but have almost the 
same projected range (-v l^m) at 300 keV as protons at 150 keV [7]. These experiments 
revealed that the electron irradiation of CdS:He crystals does not cause any changes in 
cathodoluminescence intensity. So it can be concluded    that    electron-beam-induce 

Fig. 2 Cathodoluminescence intensity 
(E=20keV) for green (a) and red (b) 
bands of proton-implanted CdS as a 
function of the dose of electron 
irradiation at 20 keV. 

D, cm"2 
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changes in the cathodoluminescence intensity of CdS are due to the transformation of 
radiation defects incorporating hydrogen. 

In order to clarify the process of electron-beam-induced transformation of defects in 
proton-implanted CdS, the decay of conductivity induced by the electron beam was 
investigated. Two pads of 300 A thick (separated by 0.5 mm) on the (0001) surface of CdS 
were prepared by vacuum evaporation of In. To provide ohmic contacts, 0.1 u.F capacitor 
charged up to 150 V was discharged through these contacts. Conductivity 
measurements revealed that after the proton implantation a thin layer is formed near 
the surface, which conductivity is approximately two orders of magnitude higher than 
that of the substrate: removal by scraping of some micrometers of the surface layer results 
in approximately 50%- rise of resistance between the contacts. 

If electron beam strikes the region of CdS surface between the contacts, conductivity 
increases. In other words, conductivity induced by electron beam is formed due to the 
additional quantity of majority carriers - electrons. After switching off the electron beam 
the decay of conductivity lasts for tens of minutes (fig.3a). Besides, the analysis of such 
a long-term conductivity relaxation have shown that the decay curve can be approximated 
by logarithmic curve. If we suppose that the decay of conductivity is due to the 
recombination 
of electrons from the conduction band with holes trapped by centers of recombination, 
then the decay time is 

t = (VS n)"' (1) 

where V is the thermal velocity, S is the electron capture cross section, n is the 
concentration of electrons. Using for S a minimal magnitude Smin = 10" cm " [8] we 
get x max *   0.1 s and  this  magnitude can  be  treated  as  a  maximum    for    our 
experimental conditions and the model used. 

Hence, our experimental data contradict the conventional recombination model of 
uniform semiconductor. Nevertheless the long-term decay of electron-beam-induced 
conductivity can be explained using the model of non-uniform semiconductor where 
microscopic potential barriers occur [8]. It is known that these barriers formed by defect 
clusters, can be created in the course of implantation [9]. 

Fig.3 Electron-beam-induced current 
decay after switching off the electron 
beam for proton-implanted CdS 
before (a) and after (b) the electron 
irradiation (20 keV, 1018 cm"2) 

t, min 

697 



According to [8], the lifetime (x„) of majority carriers  (in our case - electrons) in the 
non-uniform semiconductor is 

x„ = xnoexp(E/kT) (2) 

where x no is the lifetime of electrons in the uniform semiconductor, E is the height 
of potential barriers. 

Electron concentration n as a function  of time after switching off the electron beam is 
determined by the expression [10] 

n(t) = n (0) - ( V q2 )skTRN ln(l +(G/ N) t) (3) 

where q is the elementary charge, s is the permittivity of CdS, kT is the thermal energy, 
R is the radius of clusters, N is the concentration of clusters, G is the carrier generation 
rate. This Equation is derived for the case of the overlapping of space charge regions 

of clusters, i.e. when   ( 4/3 )7iR3 N > 1. 
After the electron irradiation (20 keV, 1018 cm"2 ) the curve of conductivity decay 

changes markedly (fig.3b). Although the curve a of fig.3 can be approximated by the Eq (3) 
fairy well, it cannot be done for the curve b of fig.3 because of the fast decay at the initial 
moment after switching off the electron beam. This fast decay can be explained if we 
suppose that potential barriers of clusters drop after the electron irradiation and so their 
space charge regions do not overlap. Then apart from the recombination in the clusters, 
the recombination in neutral regions occurs, resulting in the fast decay at the initial 
moment after switching off the electron beam. 

According to [8] the height of the potential  barrier  E of clusters in the non-uniform 
semiconductor determines the minority carrier lifetime 

T p = x po exp(-E/kT) (4) 

So the decrease of E allows one to explain the rise of minority carrier lifetime xp and hence 
the increase of the cathodoluminescence intensity after the electron irradiation. 

Thus, investigations using cathodoluminescence and electron-beam-induced 
current ' revealed that the electron irradiation (20 keV, 1018 cm"2 ) of proton- 
implanted CdS results in the transformation of defect clusters, containing hydrogen and as 
a result of the transformation a potential barrier of the clusters drops. 
To clarify the mechanism of defect transformation in proton-implanted CdS, an 
effect of free charge carrier generation due to the light excitation was studied, using 1W 
Ar laser (0.488 /Am). Calculated rates of free charge carrier generation were 
approximately the same for the light and electron excitations. The experiments have shown 
the absence of any changes in the cathodoluminescence intensity of light-irradiated 
region of the crystal. So different theories of recombination-accelerated defect formation 
(for example, Bourgoin-Corbett [11] and Lang-Kimerling [12] mechanisms) cannot 
explain the observed phenomena in CdS. It is thought that the most probable mechanism 
in our case is analogous to that proposed to explain the electron stimulated desorption 
and known as the KF model [13]: the excitation and removal of a core electron from the 
substrate atom, followed by its Auger relaxation, leaves the atom in a repulsive 
potential, from which one or more atoms may be displaced from the equilibrium state. 
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CONCLUSIONS 

1. Proton implantation (150 keV, 1015 cm2 ) of CdS crystals results in the formation of 
defect   clusters in the near-surface region. 

2. Irradiation of the proton-implanted CdS with 20 keV electrons causes transformation of 
the defect clusters and decrease of their potential barriers. As a result, the lifetime of 
minority carriers and cathodoluminescence intensity increase 

3. Generation of free charge carriers by the light excitation does not cause the defect 
transformation in CdS:H. The probable mechanism of electron-beam-induced defect 
transformation is believed to be analogous to the KF model of electron stimulated 
desorption: the excitation and removal of a core electron from the substrate atom, 
followed by its Auger relaxation leaves the atom in a repulsive potential, from which 
one or more atoms may   be displaced from the equilibrium state. 
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Abstract 

The interaction between device technology and the control of defects has 
been strong since the first transistor. The rapid and unparalled development of 
this technology can be monitored by changes in device size and process 
complexity, or reciprocally, in defect density. In the future the emphasis on 
computation functionality will shift to imaging and learning. In addition high 
volume manufacturing will cast an emphasis on capital cost, yield, effluent 
control and safety. These foci require the development of new sensitive defect 
assessment tools, the modelling of complex defect systems and the 
understanding of defect properties on the atomic scale. We shall illustrate this 
interplay between technology and materials science by topics in ULSI circuits, 
silicon photovoltaics and silicon microphotonics. For ULSI the control of both 
bulk and surface defects is decisive. The physical chemistry at the silicon 
surface plays a key role in metal contamination. We shall discuss the use of RF- 
PCD for in-line monitoring and investigation of reaction kinetics. Silicon for low 
cost, photovoltaic applications confronts problems involving complex defect 
systems, but comparatively simple processes. The goal is to optimize growth 
and cell processing. The objective of silicon microphotonics is to establish an IC 
compatible process technology for integration of optical interconnection with 
silicon electronics. By building the first silicon-based LED operating at X=1.54 
(im at room temperature it has been shown that erbium doping is a viable 
approach. Codoping with F or 0 largely enhances the light output. We will show 
a process simulator for the Si:Er:F system as an example for ligand field 
engineering. 

INTRODUCTION 

Defects have always played a Janus-faced role in semiconductor device 
technology: the device performance fundamentally relies on intentionally 
introduced defects in the bulk, e.g., dopant impurities for p-n junctions, and at 
interfaces, e.g. Metal Oxide Semiconductor (MOS) structures. Likewise point 
defects are indispensable for standard processing steps, i.e., diffusion, oxidation 
and contact formation. Generated at elevated processing temperatures, 
however, they cannot be reduced to their thermal equilibrium concentrations due 
to slow reaction kinetics. In addition metal contaminants or implantation damage 
can be deleterious to subsequent processing and device performance, affecting 
leakage current, gate oxide integrity, and yield. The unparalleled development of 
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semiconductor technology has been fundamentally enabled by defect 
engineering, i.e., the strong interaction of material science and electrical 
engineering. We shall illustrate the challenges of defect related problems for the 
future Silicon technology by examples from three areas driving the industry: 1) 
operations constraints at the front end of device manufacturing: process monitor 
and control, safety and environment issues for Ultra Large Scale Integration 
(ULSI); 2) energy: limited fossil energy resources and environmental 
considerations motivate research on low cost devices for photovoltaic 
applications. 3) interconnects: whereas the preceding topics require incremental 
progress in understanding, a major breakthrough is demanded to overcome the 
principal limitations for electrical interconnects on ULSI devices given by 
propagation delay and power dissipation. Silicon microphotonics has this 
potential. Its concept is to merge the high functionality of silicon integrated 
circuits with the tremendous information carrying capacity of light transmission. 

ULSI 

MINIMUM FEATURE LENGTH 

The driving force for the progress of integrated circuit (IC) technology has 
been the demand for ever increasing speed and integration level. Imaging and 
learning will require even higher data rates and functionality than computing. 
The key approach to meet these demands has been scaling, i.e., the reduction 
of the feature sizes of the elementary IC components. 

Figure 1 shows the 
exponential decrease of 
minimum feature length, i.e. 
gate width, junction depth 
and gateoxide thickness of 
MOSFET structures with 
time. The rate of about 13% 
reduction per year has led 
the present 0.35 urn 
generation with 0.15 |im 
junction depth and and 90A 
gateoxide thickness. This 
increase of inte-gration level 
and logic gate speed is 
accom-panied by the un- 
favorable increase of chip 
area, chip power dissipation 
and number of input/output 
pins. The tolerable defect 
density     has     to     scale 
reciprocally with the chip area. The outstanding question of the 1990s is: where 
and when will this progress saturate? The limiting materials and fundamental 
physics problems are interwoven with manufacturing constraints: yield, 
equipment investment and operating costs, safety and environmental issues. 

1000A 

100 A 

1980 

YEAR 

Figure 1 Scaling of MOSFET dimensions 

704 



The following section gives a short survey on defect related issuses in ULSI 
technology. 

Crystal Growth: The silicon boule size has been steadily increased in order 
to place more die on a single wafer. The technology focus has moved from 
dislocation control to point defect control. Doping homogeneity becomes a 
fundamental limit for the nanometer scale gatelength. Statistical (Poisson) 
fluctuations in local dopant concentration will lead to variations of device 
performance parameters such as the MOSFET threshold voltage. Czrochralski 
(CZ) grown material is the industry standard for mechanical strength and internal 
gettering capability. Increase of the boule diameter produces higher 
thermomechanical stress which threatens dislocation free growth. 

Wafer Preparation: The mechanical specifications for a silicon wafer are the 
most demanding for any man-made object. Cutting, polishing and etching must 
now be accomplished with atomic precision. Wafer warpage, surface roughness 
and acceptor passivation by hydrogen are current issues. Contamination level 
requirements are projected to be below levels of spectroscopic detection for the 
next generation technology; as an example the specifications for bulk iron 
concentration will drop from 1x1011cm"3 (1995) to below 5x109cm"3 (2010). 
Gettering mechanisms are limited by low thermal budgets and complex circuit 
topography. 

Junction Formation: Junction depths of 0.5nm and gate oxide thicknesses of 
0.04|im are projected as technology limits. Ion implantation profiles with little 
dopant diffusion presently define the doping distribution making damage 
recovery a key issue. In addition, control of dopant profiles requires diffusion 
processes to be understood at the atomic scale. 

Interconnection: The propagation delay due to resistivity and capacitance of 
the metal interconnects already exceeds the gate delay, i.e. transistor switching 
times. Increasing current densities and multilevel structures pose reliability limits 
through electromigration, i.e., the current induced transport of metal atoms, and 
stress. These limits may be overcome by silicon microphotonics as discussed 
below. 

Process Monitor and Control: As wafer diameters and purity constraints 
increase, the costs of wafer and lost product become important. Single wafer 
processing offers an opportunity for enhanced in-line control. 

Environmental and Safety Issues: The selection of materials and processes 
must fit within environmental and safety envelopes. Substitutes for chlorine 
based etches wet cleans and the standard HF treatments for oxide removal and 
surface passivation are needed. 

Our recent work on Radio Frequency Photoconductance Decay addresses 
both technological and science issues: the need for sensitive detection tools and 
process monitors compatible with the IC manufacturing environment, as well as 
the need for a better understanding of reactions at the silicon surface during 
wafer preparation and processing [1,2]. In RFPCD the decay of excess carriers 
generated by a pulsed light source is measured as the change of inductance of 
a resonant RF circuit. Figure 2 shows the calculated dependence of the total, 
i.e. measured, lifetime Tmeas on bulk lifetime for different surface recombination 
velocities S [1]: the sensitivity of the system to surface recombination increases 
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with wafer quality. The technique is contactless and the wafer can be placed in 
Teflon beakers with cleaning solutions or HF. Therefore the change of surface 
properties by metal adsorption, passivation or oxidation can be measured in-situ. 

The  adsorption   of  copper _________^mTT^_^_^TTm^_ 
has been measured in situ by .1        '''""'     '  ' ' '""'     '        s=b^ 
adding copper into the dilute HF 
solution [2]. Figure 3 shows the 
degradation of the surface with 
time.      The     surface     state 
concentration was obtained by 
calculating        the        surface 
recombination velocity from the 
measured   lifetime.   The   total 
number of copper atoms was 
obtained by measuring the final 
copper coverage with TXRF for 
different Cu  concentrations  in 
solution. 
With the equation 

T„„lk   (MS) 

Figure 2 Calculated total lifetime vs. bulk lifetime for 
different durface recombination velocities S 

2000 

S=oCuV,hNT       (1) 

the capture cross section   ocu 
can be determined: oCu=2*10" 
17cm2. This parameter gives the 
relationship between measured 
lifetime    and    surface    state 
density  NT for  all  immersion 
times. The value of the capture 
cross section indicates atom by 
atom deposition for low copper 
concentrations.     Considering 
the re-quired surface purity for 
ULSI    processing    steps    the 
design of wafer cleans will be 
crucial. We recently proposed 
the use of E-pH or Pourbaix 
Diagrams for the understanding of  the efficiency of cleaning solutions for the 
removal of different metal contaminants [2]. E-pH diagrams map stable phase 
fields, i.e. as metal, oxide or ion, as a function of redox potential E and the pH of 
the solution. Figure 4 shows the E-pH diagram for iron, displaying  the stability 
regions for the various solid and ionic species. The phase boundaries (for 
different molarities) represent the change from positive to negative reaction 
potential for the E-pH diagrams map stable phase fields, i.e. as metal, oxide or 
ion, as a function of redox potential E and the pH of the solution. Figure 4 shows 
the' E-pH diagram for iron, displaying  the stability regions for the various solid 
and ionic species. The phase boundaries (for different molarities) represent the 

Immersion time(s) 

Figure 3 Surface state concentration calculated from the 
measured RFPCD lifetime as a function of immersion time. 
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change from positive to negative reaction potential for the dissociation reaction 
of the adjacent species, as shown in the case of Fe+++ and Fe203. 

Figure 5 shows the E-pH values for different cleaning solutions which are 
given by the reduction reactions of the oxidant (hydrogen peroxide). Since the 
cleaning solution SC1 falls in the 
stability region of a solid oxide 
phase in the Fe E-pH diagram, 
trace amounts of Fe present in 
the cleaning solution can lower 
the system free energy by 
forming Fe203 on the surface. 
Conversely, effective conta- 
minant removal will occur when 
the cleaning solution lies in the 
stability region of a metal ion, as 
in the case of Fe in SC2. 

This prediction can be 
confirmed by the effects of two 
different cleaning procedures on 
gate oxide integrity, monitored 
here by the measured lifetime. 
Wafers from two different 
vendors (A,B) were tested 
([B]=5x1015cm-3, (100) grown, 20 
cm diameter). Oxidation after an 
HF/SC1 clean lead to 
considerably lower lifetime 
values (A: 3|xs, B: 33(is) than 
after the standard HF/SC1/SC2 
clean (A: 592ns, B: 250ns). 
DLTS measurements confirmed 
the role of FeB pairs in lowering 
measured lifetimes. 

pH 
Figure 4 The E-pH diagram for Fe, showing phase boun- 
daries for 10"6,103 and 1 molal concentrations in solution 

E(V) 

H202+ 2H +2e -> 2 HjO 

2.0 

1.5 

1.0 

0.5 

HCl/H202(SC-2)             T=75°C   . 
OO 

H;S04/H202 

oo                       o 
HF/HNO3                          NH4OH/H202(SC-l)- 

0.0 HCUHNO3 
«5 - 
-1.0 - 
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10        12       14 

Silicon Photovoltaics Figure 5 (E , pH) values for some standard cleaning 
solutions 

Limited fossil energy resour- 
ces and environmental issues are driving an increasing interest in renewable 
energy. Large scale terrestrial solar energy will have a huge market potential. 
Silicon is a favorable candidate as a solar cell material because of its 
abundance, its environmental safety and the immense available knowledge 
base. For solar cells to be the building block for photovoltaic power stations of 
Mega or Giga Watt output power it is self-evident that cost per area is the key 
parameter. Therefore the goal of materials research is to provide the knowledge 
base for low cost silicon growth and processing. Contrary to the ULSI technology 
the challenge is here to characterize,  understand and simulate a system 
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Figure 6 EBIC images of a grain boundary in multi- 
crystalline silicon; state I: after iron diffusion; state II: 
after destruction of the FeB pairs. 

containing a large density and variety of defects and to optimize a device with 
comparatively simple processing steps. The key device parameter is the 
conversion efficiency, i.e. the ratio of light intensity and electrical output power. 
Current research topics are: the development of cost effective growth 
processes such as ribbon or sheet growth, casting and planar solidification or 
simplified CZ growth; the interaction of impurities, predominantly oxygen, carbon 
and transition metals among each other and with grain boundaries and 
dislocations; and the advantages of process steps like passivation and gettering. 
Process monitors, cell chara- 
cterization tools, especially 
mapping techniques, as well as 
modelling of process reactions and I j 
process design are important 
technological issues. Some aspects state 
of defect reactions will now be 
discussed by the example of iron in 
silicon. 

Iron is an ubiquitous con- 
taminant coming from wafer 
preparation equipment, espe-cially 
wafer cutting. As a fast interstitial 
diffuser iron can be a deleterious 
due to its electronic properties and 
the reaction with other defects. Well 
known is the pairing reaction with 
shallow acceptors. From the 
perspective of fundamental defect 
physics iron acceptor pairs allow 
the study of a variety of interesting 
phenomena like metastability, the 
pairing kinetics and the electronic 
structure. Interstitial iron introduces 
a deep donor state at Ev+0.38eV in 
the bandgap. After pairing with a 
shallow acceptor a level at Ev + 0.1 
eV is introduced. 

Iron boron pairs have also been —*•  position dim) 
studied in solar cell materials [3]. 
Fiaure      6      shows      the      room   Figure 7 Measured and simulated EBIC profiles 

temperature EBIC micrograph of a grain boundary in boron doped 
multicrystalline cast silicon which has been intentionally contaminated by iron 
diffusion (state I). At 100K the bulk EBIC signal has dropped significantly 
indicating a decrease of the diffusion length. This behavior is expected for 
recombination at shallow states like the iron boron pairs. Adjacent to the grain 
boundary a bright zone demonstrates the gettering of iron by the grain boundary. 
In state II the iron boron pairs have been partially destroyed by forward biasing a 
Schottky junction. The room temperature EBIC signal has decreased due to the 

N state I - 300 K 

stste I -80 K 
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introduction of deep interstitial iron levels. The EBIC signal can be simulated by 
Monte Carlo calculations (Fig. 7). The amount of iron gettered at the grain 
boundary has been determined to be 4 x 1011 cm"2. It should be noted that the 
EBIC efficiency is analogous to the solar cell efficiency, i.e. the presence of 
grain boundaries and their gettering activity can be advantageous in the sense 
of defect engineering. 

Silicon Microphotonics 

IO1 

iou 

.8 s 
I—I 

10" 

IO" 

Damage 
Recovery 

F Out-diffusion    i Er-F Complex 
Dissociation 

= 14eV 

[F]:   •   SxlO18 

 I I  _L_ _1_ 

Microphotonic technology 
merges the high functionality 
of silicon integrated circuits 
with the tremendous 
information carrying capacity 
of light. The goal is to 
overcome the limits of metal 
based electronic inter- 
connects, like propagation 
delay, crosstalk and reliability, 
by shifting the functions of 
clock signal distribution and 
input/output data transfer to 
an optical network integrated 
on the same chip. 

One of the key 
components of this future 
technology is the silicon 
based light emitter. Our 
approach is the doping of 
silicon with the rare earth erbium. We have fabricated the first room temperature 
operating silicon light emitting diode (LED) and demonstrated process 
compatibility with standard IC processing [4,5,6], We will illustrate features of 
the Er/Si materials system. In order to achieve a sufficient light output Erbium 
has to be incorporated in concentrations above the solubility limit. We have 
studied the doping by deep implantation (range =1.5 urn for 4.5 MeV) and the 
optical activation by annealing. It has been found that co-doping with oxygen or 
fluorine[6] strongly enhances the luminescence. Figure 8 shows the dependence 
of PL. intensity vs. annealing time for different F concentrations. The three 
different regimes are attributed to 1) damage recovery 2) F outdiffusion and 3) 
Er-F complex dissociation. In order to define the process window for optimum 
light output a process simulator has been developed: the Er and the F dopant 
profiles form the data input, process parameters are temperature and time. The 
key model parameters are the dissociation / formation enthalpies the Er-F 
complexes, the diffusion coefficient and the surface accumulation coefficient of 
flourine. 

700       BOO       900     lOOO    llOO 

Annealing Temperature (°C) 

Figure 8 Effect of heat treatment on light output of the 
Si:Er-F system 
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The formation enthalpies for three 
different complexes ErF, ErF2 and 
ErF3 in silicon are scaled according 
to the corresponding values in the 
gasphase. Simulated con- 
centration profiles for the three 
complexes show that ErF3 is the 
dominant one. Figure 9 shows the 
good agreement of simulated and 
measured SIMS profiles of the total 
F concentration for two annealing 
times. Figure 10 presents the 
comparison of the simulated and 
measured PL intensity. The 
deviations for short annealing times 
are due to the interaction with 
implantation defects which are not 
included in the model. Besides the materials properties of the Si:Er:Ligand 
system, Er in silicon is subject of fascinating and challenging defect related 
research. Current topics are the electronic structure of Er defect complexes and 
the excitation and quenching processes of the electroluminescence. 

J I I 
0 10 20 30 

Annealing time (h) 

40 

Figure 10 Measured and simulated PL intensity as a 
function of annealing time 

Conclusion 

We have shown that defects are both indispensable and deleterious for 
silicon technologies. Research on defects in silicon is driven by science 
(knowledge) and technology (applications). Three challenges for material 
science and defect physics have been outlined: the development of sensitive 
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defect assessment tools, the understanding of defect reactions on the atomic 
scale and simulation of complex defect systems. 

Acknowledgments 
The paper reviews work which was funded in parts by NREL, SRC, ARPA, Rome 
Laboratories and AFOSR. J. Palm is   supported by the Deutsche Forschungs 
Gemeinschaft. 

References 
[1]    H. M'Saad, J. Michel, J.J. Lappe, and LC. Kimerling, J.E.M., 23,487 

(1994) 
[2]    G. Norga, L.C. Kimerling, J.E.M. , 24, 397 (1995) 
[3]    M. Kittler, W. Seifert, M. Stemmer, J. Palm, J.A.P., 77, 3725 (1995) 
[4]    F.Y.G. Ren, J. Michel, Q. Sun-Paduano, B. Zheng. H. Kitawa, D.C. 

Jacobson, J.M. Poate and L.C. Kimerling, Mat. Res. Soc. Symp. 
Proceedings, 298, 415 (1993) 

[5]    B. Zheng, J. Michel, F.Y.G. Ren, L.C. Kimerling, D.C. Jacobson and J.M. 
Poate, Appl. Phys. Lett. 64, 2842 (1994) 

[6]    F.Y.G. Ren, J. Michel, Q. Sun-Paduano, B. Zheng. H. Kitawa, D.C. 
Jacobson, J.M. Poate and L.C. Kimerling, Mat. Res. Soc. Symp. 
Proceedings, 301, 87 (1993) 

711 



PROBING METAL DEFECTS IN CCD IMAGE SENSORS 

WILLIAM C. MCCOLGIN, J.P. LA VINE, AND C.V. STANCAMPIANO 
Eastman Kodak Company, Microelectronics Technology Division, 
Rochester, NY 14650-2008 

ABSTRACT 

We have investigated the role of heavy metals in causing visible pixel defects in Charge 
Coupled Device (CCD) image sensors. Using a technique we call dark current spectroscopy, we 
can probe for deep-level traps in the active areas of completed image sensors with a sensitivity of 
1 x 109 traps/cm3 or better. Analysis of histograms of dark current images from these sensors 
shows that the presence of traps causes quantization in the dark current. Different metal traps 
have characteristic dark current generation rates that can identify the contaminant trap. By 
examining the temperature dependence of the dark current generation, we have calculated the 
energy levels and generation cross sections for gold, iron, nickel, and cobalt. Our results show 
the relationship of these traps to the "white spot" defects reported for image sensors. 

INTRODUCTION 

Charge Coupled Device (CCD) image sensors have made considerable progress in recent 
years. Higher resolution electronic cameras that incorporate sensors with from 1 to 25 mega- 
pixels are now commercially available.1,2 Such cameras are finding enthusiastic use in such 
diverse applications as electronic journalism, desktop publishing, and both professional and 
amateur astronomy, where the speed and convenience of the digital format are ideal. This 
progress in imager technology has built on the advances in memory chips; however, unlike 
memories, imagers have no redundancy for defective pixels. While individual defective pixels 
may be corrected with image processing, such correction is expensive and is limited to certain 
types of defects. Thus, it is essential to reduce the occurrence of defective pixels. 

Defects from Contaminant Metals 

One source of pixel defects in imagers is heavy metal contamination in the active area of the 
final device. This includes transition metals such as iron through copper and metals such as gold. 
Advances in materials processing have enabled silicon to be among the purest materials 
produced. And yet the requirements for future devices will be even more stringent. In order to 
maintain the steady progress of the last four decades, the Semiconductor Industry Association 
Roadmap calls for iron levels of less than 2 x 1010 cm"3 in silicon starting wafers by the year 2001 
and for process steps to deposit less than 1 x 1010 cm"2 of most transition metals.3 However, in 
imagers, as we shall see, the effects of even single, errant contaminant atoms may be observed. 

These metals have several properties that make them hazardous for imagers.4 First, even 
though they have little to no solubility in silicon at room temperature, at processing temperatures 
of 1000°C their solubilities can increase by as much as seventeen orders of magnitude to 1017 

cm"3, a potentially devastating level for a contaminant.4,5 Second, these metals are typically fast 
diffusers, capable of transiting a wafer thickness of 525 (xm in less than 30 s at the same 1000°C.6 

This means that localized contamination can spread substantially across a wafer in the course of 
processing; sublimation may even spread it to adjacent wafers.7 When wafers cool, the solubility 
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drops much faster than the diffusion coefficient, so that the metals can migrate to interfaces 
where they can disrupt electrical structures. Finally, these metals form deep-level traps in silicon 
that facilitate the thermal generation of noise electrons, or dark current, that compete with signal 
electrons produced by light in an imager. Such contaminants have long been cited as a source of 
white spot image defects that are visible with no imager illumination. In the case of "bright 
point" defects, etching back to the silicon surface reveals extended defects present in the silicon, 
either caused by or decorated by metal precipitation.8'9 In the case of a fainter class of white 
spots called "dim points," etch backs do not reveal crystal defects; however, the occurrence of 
these dim points has been correlated with the presence of iron.10 The effects of specific metals in 
imagers have also been determined through deliberate contamination experiments. ' Figure la 
shows the high dark current resulting from iron. An iron wire was scribed across the back of this 
imager just before the last high temperature step in fabrication. The magnified view in Fig. lb 
shows the spot-like nature of the dark current. We found that gold, nickel, and cobalt could also 
generate sufficient dark current to cause defective pixels. Clearly, eliminating these metals from 
image sensors is of high priority. One challenge, however, is to be able to detect them at levels 
well below those that affect the device. 

•ft Tny'""iB"'fiMiiiPi 1*. >' 

Fig. la.   Photograph from an image sensor 
with a bright streak caused by iron. 

Fig. lb.   Enlarged view of Fig. la showing 
the spot-like nature of iron contamination. 

DARK CURRENT SPECTROSCOPY 

The demonstrated sensitivity of imagers to metal contamination can be turned to advantage 
to both study and monitor deep-level metal traps in image sensors. In imager systems where 
external temporal noise can be reduced or averaged out, the spatial distribution of dark current 
sources among the pixels of the imager chip can be examined. Some internal sources such as 
interface states can be eliminated through proper design and operating conditions. ' With 
enough sources of dark current removed, what remains is largely due to deep-level traps in the 
imager. These traps, distributed across an image sensor, can be studied at the spatial resolution 
of a single imager pixel by integrating the imager with no illumination and analyzing the resultant 
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image. Integrating for several seconds, instead of for the usual frame time of l/30th s, amplifies 
pixel-to-pixel variations and allows details in the dark current image histograms to be resolved 
and analyzed. We call this technique dark current spectroscopy. 

The image sensor used in this work was a KODAK KAI-0370 Image Sensor, a 2/3" video 
interline-transfer CCD imager. The imagers were studied at the wafer level on a probe station 
with a temperature-controlled chuck. The test temperatures were 55°C unless otherwise indi- 
cated. Hardware and software controls allowed us to investigate traps either in the photodiodes 
or in the CCD shift registers. Additional experimental details have been previously reported.12 

Quantized Dark Current 

When the dark current image data is plotted as a histogram10,15 of the number of pixels found 
at each value of dark current, we find that the dark current is quantized.12,16 This quantization is 
due to the discrete nature in which traps are distributed among the pixels of the image sensor. 
Figure 2 shows the quantization resulting from a single type of trap present in the photodiodes of 
the imager. In this histogram, many of the photodiodes of the sensor have no discernable traps. 
Their dark current, labeled J0, comes from other sources common to all the photodiodes. These 
pixels are found in the first peak to the right of the truncated zero reference in the figure. The 
second peak in the histogram represents pixels that have one trap present that is generating addi- 
tional dark current at the rate of about 7 electrons/frame. The next peak, with twice the added 
dark current, is from pixels with two traps each. Succeeding peaks correspond to three, four, 
five, etc. traps per pixel. It is assumed that within a pixel, multiple traps act independently and 
their dark currents are additive. This assumption appears to be borne out by the equal spacings 
between peaks. This weak trap is occasionally seen in imagers without deliberate contamination 
and is believed to be due to interstitial iron. This identification will be discussed in some detail 
later. 

Jo       Jo+10    Jo+20    Jo+30 

Dark current (electrons/frame) 

2 3 

Peak number 

Fig. 2. Quantized dark current from the 
photodiodes of an interline-transfer imager. 
A single type of deep-level trap is present. 

Fig. 3. Comparison of the fractional areas 
of the Fig. 2 peaks to the Poisson distribu- 
tion. The peaks match 0.85 traps/pixel. 
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The spatial distribution of traps among the imager pixels is assumed to be Poisson with 

W = ^e~\ where   « = 0,1,2,3,..., (1) 
n\ 

and Pn(k) is the probability of finding exactly n traps in a pixel. The Poisson mean X is the 
average number of traps per pixel. To compare Fig. 2 with the Poisson distribution, we can, by 
curve-fitting, calculate the area under each of the dark current peaks. Figure 3 shows that the 
fractional areas of the peaks fit closely to a Poisson distribution with a mean of 0.85, indicating 
an average of 0.85 traps per imager pixel. Since the electrically depleted volume of the photo- 
diodes in this sensor is 50 |J.m3, the average trap concentration is 1.7 x 1010/cm . 

Fig. 4. Plots of the Poisson 
distribution P[n] for different 
values of the Poisson mean X. 

Q a o o a nh.6^ 
a a a a oL   c 

a a o/1>e " 
Lf CJ O/4 

!JfftfHxn*s 
5    6     7    8 

n Value 

The shape of the Poisson distribution changes sensitively with the Poisson mean, as is illus- 
trated in Fig. 4. One can therefore estimate the average number of traps simply from the shape 
of the histogram. As Fig. 4 shows, when lambda is less than one, the succession of peaks drops 
off quickly.  For higher values of lambda, the shape begins to approximate a skewed Gaussian 
curve. 

The bandwidths of the quantized peaks in the histograms gauge the variability of the trap 
generation or the effects of the local environment in which the deep-level traps are located. We 
suggest that width o„ of the nth peak in the histogram be given by the expression 

a, = ^/a„+«a* ,       where   n = 0,1, 2,3,..., (2) 

where a0 is the bandwidth of the dark current noise common to every pixel and aT is that of the 
trap. The bandwidths obtained from the histogram peaks in Fig. 2 compare well to the Eqn. (2) 
model for the values o0 = 1.5 and or = 0.8 electrons/frame. In general, when G0 dominates, 
peaks in the histogram will appear equal in width; however, if C7is larger, the peak widths will 
begin to broaden as V«. This explains why higher n-value peaks become harder to resolve, and 
why evidence of the quantization may be lost when the average number of traps becomes too 
large. 
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Deep-Level Metal Traps 

More can be learned about deep-level traps by examining imagers containing specific metals. 
Figure 5 contains dark current histograms from imagers on a wafer deliberately contaminated 
with Au. A trap due to the gold is present in the CCD shift registers with a spacing close to 
three times that of the weaker trap of Fig. 2. The Poisson mean in Fig. 5a is 0.16, from an 
imager located on the wafer some 5 cm from the scribed gold line. Figures 5b and 5c show 
successively higher levels of gold as the scribe line is approached, with averages of 1.7 and 3.6 
gold atoms/pixel, respectively. Converting Poisson means to concentrations, we find that the 
gold on this wafer varies from 3 x 10' cm"3 at the wafer edges to about 1 x 1012 cm"3 near the 
actual scribe line. The shapes of the histograms follow the behavior expected from Fig. 4. 

Dark current (electrons/frame) 

Fig. 5. Dark current histograms from imagers 
on a wafer deliberately contaminated with 
gold. The gold level increases from (a) to (c). 

0 20 40 60 80 

Dark current (electrons/frame) 

Fig. 6. Histogram of Au and Fei in the same 
imager. Peak spacings were determined by a 
curve fit of 12 Gaussians. 

If more than one contaminant is present in an imager, multiple sets of peaks may appear in 
the histogram. Figure 6 shows a case where both gold and the interstitial iron trap are present. 
The histogram shows a series of gold peaks, each gold peak having associated with it the 
sequence of smaller-spaced peaks seen earlier. The peak spacings for each of the two different 
traps in Fig. 6 were obtained by fitting 12 Gaussian peaks to the dark current histogram. The 
two traps appear to act independently, each randomly distributed among the imager pixels and 
each with its own Poisson mean. Accordingly, pixels with any particular number of gold traps 
can also have zero, one, two, etc. of the weaker traps. The result is the "multiplet" sequence 
shown in the figure. The similarities of such dark current histograms to the spectra provided by 
several optical spectroscopic techniques have led us to refer to this as dark current spectroscopy. 

Wafers with either Ni or Co contamination showed additional traps, each with the higher 
dark current generation rate of 132 electrons/frame at 55°C. Figure 7 shows the histogram 
obtained from an imager adjacent to a deliberate nickel scribe line. The nickel concentration here 
is about one nickel trap in every 5.5 photodiodes, or 3.6 x 109 cm"3. The smaller set of spacings 
is due to gold cross-contamination that occurred when wafers scribed with different metals were 
annealed together in the same furnace tube. Hence, the gold peaks in photodiodes without nickel 
are replicated in the sequences of peaks for both one and two nickel traps per pixel, just as in the 
case presented earlier for the two traps of Fig. 6. 

717 



Fig. 7. A deep-level nickel trap 
generating 132 electrons /frame at 
55°C. Gold peaks from cross- 
contamination are also present. 

Dark current (electrons/frame) 

We observed in Fig. 1 that iron causes very bright image defects in a relatively narrow 
region over the iron scribe line. The strong intensity of these defects would appear to preclude 
them from being point defects like the other metals. Instead, the iron has probably created 
extended lattice defects. Indeed, an etch back of some of the imagers revealed silicon defects 
present in a region over the iron scribe line. This was not observed for the other metals. Ex- 
tended defects might be expected to have a broad range of potential generation rates and not to 
show effects of quantization. However, histograms from iron-contaminated die on several 
wafers showed new common peaks occurring at the large generation rates of about 2100, 3000, 
and 11,600 electrons/frame. For extended defects to appear as peaks, the defects must have 
similar enough dark current generation rates. For a sequence of peaks to occur, the individual 
peaks must be resolvable; that is, the variations in the generation rates must be somewhat smaller 
than the average generation rate itself. Such self-similarity is likely due to the uniformity of 
conditions across the wafer(s) as these defects formed. If this is true, different generation rates 
might be found for these large iron traps under different processing conditions. 

We summarize the properties of the traps examined by listing their dark current generation 
rates in Table I. Their relationship to the white spot defects described earlier can now be set 
forth. For the imager used in this work, we have arbitrarily defined a dim point as any pixel 
whose photodiode dark current exceeds the imager mean by 350 electrons/frame or 10,500 
electrons/s. Consequently, as few as three Co or Ni traps in a pixel form a dim point defect. 
Gold requires 18 traps and the weak interstitial iron trap would require 50 traps. At the other 
extreme, any one of the extended iron defects listed in Table I is sufficient to cause a noticeable 
image defect. Hence, an average low level of metals may not be enough if there are high local 
concentrations because defects in active device areas have gettered the metals. 

TABLE I 
DEEP-LEVEL TRAP GENERATION RATES 

Point Defects Extended Iron Defects 

Trap Interstitial 
Iron 

Gold      Nickel Cobalt Trap 1 Trap 2       Trap 3 

Generation 
Rate at 55CC 
(electrons/s) 

213 
(±5 %) 

612        3960 3960 =63,000 =90,000    =348,000 
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Constructive Use of Traps 

The characteristic dark current generation rates observed for the different metal traps 
provides a sensitive analytical method for detecting and identifying these metal contaminants in 
imager device runs. In low-metal imagers, histogram peaks of l/20th the main peak (k = 0.05) 
are readily detectable. For the imager used in this work, the electrically depleted region in which 
traps can contribute dark current is about 50 |J.m3. That corresponds to a detection sensitivity of 
1.0 x 109 traps/cm3. This permits completed imagers to be monitored at the wafer level for metal 
contaminants at levels lower than those currently considered to affect yield. And inherently, dark 
current spectroscopy is most sensitive to the metals of most concern for generating dark current. 

One interesting use of traps is as a calibration source. When imagers are used in camera 
systems, there are system gains chained together, such as the on-chip amplifier gain and the gain 
of the external camera system. Using the gold generation rate of 612 electrons/s at 55°C from 
Table I, the overall system gain in units of volts/electron can be easily determined for any camera 
system if a trace amount of gold is present. 

Trap Temperature Dependence and Cross Sections 

We have found that for most of the deep-level traps described here, the dark current genera- 
tion rate doubles about every 9CC. If the dark current spacings for gold from a histogram like 
those in Fig. 5 are plotted on an Arrhenius-type plot, straight lines are obtained, as shown in Fig. 
8. Note that the peak spacings of the second and third gold traps superpose on those of the first 
gold trap, indicating similar trap behavior from pixels with different numbers of gold atoms 
present. On such a plot, the y-coordinate value at a given temperature helps determine the trap 
cross section for dark current generation.17 The position of the trap energy level E, in the silicon 
bandgap is obtained from 

—\E -£■ \lkT 
Peak spacing   «   ni(T)voe'1   '' (3) 

Here n-, is the intrinsic carrier concentration at temperature T, v   is the thermal velocity, k is 
Boltzmann's constant, a is the trap cross section, and £,- is the intrinsic level. 

Temperature dependences for a number of traps are plotted shown in Fig. 9 along with gold. 
Data for iron include the weak trap believed to be interstitial iron and some data for the large 
traps that are probably extended defects. Using Eqn. 3, one can calculate the trap energy levels 
and the generation cross sections. These are given in Table II. 

TABLE II 

TRAP ENERGY LEVELS AND CROSS SECTIONS 

Trap Interstitial Iron Gold Nickel Cobalt 

IEi - Etl (eV) 0.13-0.15 <0.03 <0.03 <0.03 

O (cm2) 3 x 10"14 1 x 10"15 6.6 x 10'15 6.6 x 10"15 
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2.9 3.1 
1000/T 

2.9 3.1 
1000H" 

Fig. 8. Temperature dependence of gold 
peak spacings for 1, 2, and 3 gold traps/pixel. 
A line has been fitted to the combined data. 

Fig. 9. Temperature dependence of several 
deep-level traps, including iron extended 
defects. 

We compare our results from dark current spectroscopy in Tables I and II with values from 
the literature. We first note that the trap levels for Au, Ni, and Co are within kT of mid gap, 
whereas Fe; is somewhat off gap. This yields a larger cross section for Fe; than the value we pre- 
viously reported for an unknown trap, assuming a mid-gap level.12 Our Table II cross section for 
electron emission by Fd is within a factor of 2 of that found by Lemke18 and quoted by Heiser, 
1.7 x 10"14 cm2 at 55°C. The present cross section for Au is in agreement with the value of 0.7 x 
10"15 cm2 deduced from Fig. 11 of Tasch and Sah for a Au acceptor level at 0.54 eV below the 
conduction band.20 The generation rate for Ni of Table I is reasonably close to the 3300 
electron/s found by Jaraiz et al., for a mid-gap level;21 however, this is not the most common 
level reported for Ni.22 Cobalt has a mid-gap level, but its generation rate has been found by Yau 
and Sah23 to be close to that of Au, whereas we cannot distinguish Co from Ni. 

Provisional Identification of Iron 

The weak trap of Fig. 2 shows some unusual properties that suggest it originates from some 
form of complex. The first property is temperature sensitivity. Figure 10 contains a series of 
histograms. The original one shows the unknown trap with a X of about 0.45. A small amount 
of gold is also present. The second histogram was obtained after thermal treatment of the wafer 
in air at 200°C for 4 min. The effect of the anneal was to increase the X of the unknown trap to 
>2 without affecting the gold, which means that the number of unknown traps increased about 
5x. The additional histograms in the figure show that the imager recovered in time, first at 55°C 
and then at room temperature. It eventually returned to the initial condition. This type of behav- 
ior is reported for donor-acceptor complexes of the type FeX, where X includes such acceptors 
as B, Al, and Ga.24 Of these, B is of particular interest because it is an intentional dopant, pres- 
ent in substantial quantity in these imagers. Other transition metal complexes with B have also 
been reported, such as MnB and CrB.25 The interesting thing about the iron complexes is that 
they form shallow traps, too far off mid gap to be strong dark current generators. For example, 
the FeB pair level is located at Ev + 0.1, where Ev represents the valence band edge. Interstitial 
iron, however, has an energy level at E„ + 0.4 eV, close enough to mid gap to generate dark 
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current.  The energy level we calculate for this small trap from its temperature dependence is 
0.43 eV.26 The dissociation reaction reported for FeB at 200°C is indicated by the reaction: 

FeBi^Fet + B: (4) 

At lower temperatures, the iron atoms still diffuse until they find a B atom and the complex 
reforms. Transformations of the type expressed in Eqn. 4 appear to explain the observed trap 
generation and recovery shown in Fig. 10. 

The property that most strongly suggests that the weak trap is interstitial iron is the genera- 
tion of this trap by strong light. For this experiment, the tip of a round fiber optic bundle from a 
light source was placed in direct contact with an imager on a wafer for 2 min. The light intensity 
was 150 mW with a spot size of 9 mm2. Wafer temperature during the light exposure was 55°C, 
but the same effect occurs at room temperature. When the wafer was then placed on the probe 
station, a circular region of higher dark current was seen, as shown in Fig. 11.   Dark current 

A     /Initial histogram 

C/J 
0) 
X 
'a. 

/After 3 days recovery 

"o 
i_ 

n A                    After 4 min at 200'C 

E 
■7 1     -/T\   ^^           /After 1 hrrecovery 

i ■                                    ■ 

0 50 100 
Dark current (electrons/frame) 

Fig. 10. Generation and subsequent recov- 
ery of the weak Fig. 2 trap from a 200°C 
anneal. 

Fig. 11. Dark image of high dark current 
caused by prior exposure to a spot of intense 
light. The trap responsible appears to be Fei. 

spectra of this region show an increase in the Poisson mean of the weak trap, as compared to the 
background regions, indicating that these traps are produced by light as well as thermally. The 
only reported complex we have found with this combination of properties appears to be FeB. 
In fact, illumination of this type is used to identify and quantify iron contamination in wafers 
using the surface photovoltage technique.27"29 CrB will also dissociate with light, but only at 
about 90°C.30"32 Moreover, the CrB complex is closer to mid gap than the Cr that would be 
released, so illumination of CrB contamination should produce a dark spot. Since iron is a 
common cleanroom contaminant and the FeB complex properties match the observed behavior 
for the weak trap, we provisionally identify this trap as interstitial iron. Chemically similar 
complexes such as MnB cannot be completely ruled out at present. 

We also observed that this weak trap is generated at 55°C on the heated test chuck of the 
probe station, but only when imager clocking voltages are applied. Over a period of 5 hr of 
clocking, X was observed in one case to increase from 0.45 to 1.0. Recovery to the inital level 
was observed with the clocking removed, just as for the temperture-induced case in Fig. 10. 
This is consistent with the reported behavior of FeB with electric fields. 
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Details of this weak-trap generation can be observed using a two-dimensional histogram 
plot, as shown in Fig. 12. To form this plot, two images were saved from the same imager at 
different times. Then for each image pixel, a point was plotted whose y- and x-coordinates are 
the initial and final dark current values, respectively, for that pixel. Since too many points are 
plotted in the figure to be individually seen, except at the edges of the clusters, the density of 
points in the plot is indicated by the pattern. Note that the points are plotted from image infor- 
mation, but the projections of the points onto the two axes would give the initial and final histo- 
grams. The histogram of the initial image showed a modest amount of the weak trap (k = 0.12) 
and some gold present (k = 0.11). The final histogram, after 2 hr of clocking at 55°C, indicated 
a drop in zero-trap pixels and an increase in peaks containing the weak trap to X = 0.24. The 
Poisson mean for the gold did not change. 

To interpret the two-dimensional histogram, note that pixels whose dark current is un- 
changed plot as points on the 45-degree line that passes through the origin. However, if new 
traps of a specific type have formed since the initial image, those pixel points will appear along a 
second 45 degree line displaced from the first line by this trap spacing. In Fig. 12, most of the 
new traps were produced in diodes that had no initial traps, simply because those pixels were the 
most plentiful. However, some of the pixels that originally had only one gold trap now have one 
gold and the new weak trap. Of the relative few that had only one weak trap, some now have a 
second weak trap, etc. If the new traps appear randomly in any pixel, the clusters of points along 
the second line will tend to replicate those of the first line. Note in Fig. 12 the beginnings of a 
cluster of points along a third line. These are from pixels that have gained two weak traps. 

In the experiment of Fig. 12, standard histograms would indicate only a net generation of the 
weak trap. However, the two-dimensional histogram shows some back reaction is occurring. 
The cluster of points marked with an arrow in Fig. 12 are from pixels that originally had one 
weak trap, but later had none. So, even though the net driving force in an equation like Eqn. 4 is 
to the right, some back reaction still occurs and the two-dimensional histogram technique makes 
it apparent. 
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Fig. 12. Two-dimensional histogram showing 
Fe, trap population changes for 100,000 pixels. 

Fig. 13 Histograms from the same imager 
taken 29 months apart showing interstitial iron 
migration at room temperature. 
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One final note on interstitial iron is that it moves around in imagers at room temperature. 
Figure 13 shows an initial dark current histogram and a second one taken from the same imager 
two and one-half years later. Although curvefit analysis shows the gold level to be unchanged, 
the interstitial iron has largely disappeared; presumably the iron is now in the form of precipitates 
somewhere in the wafer. Exposure to light increases this trap level only slightly, so it is simply 
not present as FeB. Evidence that such potentially damaging contaminants as iron move around, 
albeit slowly, under normal storage conditions is disconcerting. 

SUMMARY 

We have shown some of the unfortunate effects of contaminant metals on solid-state image 
sensors and have mentioned the stringent purity conditions that must be met for present and 
future imagers. Fortunately, dark current spectroscopy provides a very high sensitivity for those 
metals that cause dark current defects. The distinctive generation rates of the different metals 
permit the identification and quantification of localized contamination spots and can even be used 
as calibration standards for test equipment. Since dark current spectroscopy is readily applied to 
imagers at the wafer level, it is very useful for monitoring metals in device runs at levels below 
those that would currently affect device yield. 
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CRYSTALLOGRAPHIC DEFECT RELATED DEGRADATION IN HIGH DENSITY 
MEMORY DEVICES 

S. S. KIM' AND W. WUARANAKULA" 
Texas Instruments, Inc., 13353 Floyd Road, MS 374, Dallas, Texas 75265 
"Shin-Etsu, SEH America, Inc., 4111 NE 112th Avenue, Vancouver, Washington 98682. 

ABSTRACT 

Crystallographic defect related degradation in high density memory devices was 
investigated. The results indicate that the refresh time degradation and bit failure mechanism 
are directly related to the crystal originated defects generated during Czochralski crystal 
growth. Defects associated with vacancy aggregations are found to have a detrimental effect 
on the overall performance of memory devices. Other defects, such as oxide polyhedral 
precipitates, contribute to a high number of cumulative fail bits, particularly in the bottom 
section of the crystal. 

INTRODUCTION 

Degradation of memory device performance resulting from the leakage of stored charge 
has been one of the major problems in trench capacitor cell technology because the memory 
cell penetrates deep into the silicon substrate and hence is exposed directly to the 
crystallographic defects present in the silicon substrate. Several types of crystal originated 
defects which include the flow pattern defects (FPDs) [1], oxide polyhedral precipitates [2], 
crystal originated particles (COPs) [3], and laser scattering tomography defects (LSTDs) [4] 
have been identified in as-received Czochralski (Cz) silicon wafers. Because the generation 
of the crystal originated defects is driven by the point defect saturation during the crystal 
growth [5], the crystal growth conditions play a significant role in the defect generation [4,6- 
7]. The detrimental effect of the crystal originated defects on the gate oxide integrity in 
metal-oxide-semicondutor (MOS) capacitors [1] and the refresh-time of memory devices [2] 
has been established. Therefore, an understanding of the coupling effects between crystal 
growth conditions, crystal originated defect generation, and device performance are essential 
not just for the academic interest, but also for silicon material development for future 
commercial integrated circuit devices. 

In this work, the performance of dynamic random access memory (DRAM) devices 
fabricated on wafers originating from Cz crystals grown under different cooling conditions 
will be examined. 

EXPERIMENTAL 

Memory devices were fabricated using a deep-trench structure [8] on 150 mm diameter p- 
type (100) CZ silicon wafers doped with boron at lxlO16 atoms/cm3. The wafers originated 
from two short crystals grown successively from a single batch of melt in the same growth 
furnace. The initial oxygen concentration in the wafers as determined by Fourier transform 
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infrared (FTIR) spectroscopy analysis and calibrated using the coefficient of 2.45xl0171/cm2 

was between 6 and 7xl017 atoms/cm3. The radial variation in the oxygen concentration was 
below 10 %. The amount of substitutional carbon concentration was below the FTIR 
detection limit which is approximately 2.5xl015 atoms/cm3. The overall process steps for 
growing two short crystals were similar to those for a typical full-length crystal described 
elsewhere [9]. However, under the present experimental growth conditions, each short 
crystal experienced entirely different cooling conditions. 

BOTTOM SECTION 

(b) 

Figure 1:    Schematic cross section of the CZ crystal growth furnace showing 
(a) the first and (b) second crystal prior to tailing off. 

Figures la and lb show the position of the first and second crystals prior to the tailing off 
process. From the figure it may be seen that during the growth of the second crystal, the 
melt level relative to the top of the crucible was lower than that during the growth of the first 
crystal. As a result, the heat radiation from the crucible sidewall to the surface of the second 
crystal was significantly more intense than that of the first crystal [9]. Therefore, the overall 
cooling rate of the second crystal was slower than that of the first crystal. In addition to the 
wafers originating from crystals with different cooling conditions, wafers originating from 
a magnetic CZ (MCZ) crystal containing interstitial oxygen atoms on the order of 3.5x10" 
atoms/cm3 and epitaxial silicon wafers with an epitaxial layer thickness of 20 pm were 
included as monitor wafers. 

Prior to device processing, CZ wafers received a 4h denudation annealing at 1100°C in N2 

ambient. Ramping to 1100°C was done in dry 02 ambient to avoid surface pitting. Wafers 
without the denudation annealing were also included for comparison. The refresh time testing 
was performed at 90°C. Other characterization techniques including the surface photovoltage 
(SPV) [10], transmission electron microscope (TEM), and non-agitated Secco etching [1] 
were also performed. 
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RESULTS AND DISCUSSION 
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Figure 2: Effect of the denudation annealing on 
the single bit failure/chip. 

Effect of the crystal cooling rate - 
Figures 3a and 3b show the 
typical fail bit plots for the 
devices fabricated on the wafers 
originating from the first and 

second crystals, respectively. In the high refresh time region > 15 a.u. (arbitrary unit), 
devices fabricated on the wafers originating from the top section of the crystal perform much 
better than those from the bottom section. In the low refresh time region < 15 a.u., on the 
other hand, the number of cumulative fail bits in the bottom section of the crystal is lower 
than that in the top section, compared to Figure 1. 
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Figure 3:    Fail bit plots in (a) first and (b) second crystal. 
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The cumulative fail bits were replotted as a function of crystal section in Figure 4. By 
comparing the fail bit plots within the crystal section, it is clearly seen that the devices 
fabricated on the wafers originating from the second crystal exhibit a lower number of 
cumulative fail bits than the first crystal. 

10' 

£10' 

< u. 

S 

O 
10' 

10" 

;   :  ; ;; ;;TJ       ■    :   ; ■:; I  :: 

T< 3PSE CTION .: 1 i f ill 
■ 

: : :: 
;; j! 

'■■ 
... : !: 

■ 

■ 

First ( Crystal 

■ ■ 

jtr 
<-'•.<>. 

p8* % 
Second Crystal 

j/7 : : 

10 100 1000 

REFRESH TIME   [a.u.] 

10 100 

REFRESH TIME   [a.u.] 

1000 

Figure 4:    Fail bit plots in (a) top and (b) bottom section of the crystal. 

From the above results, the denudation annealing appears to be effective in reducing the 
number of single bit failures in the low refresh time region. In the high refresh time region, 
a trend showing the devices fabricated on wafers originating from the bottom section of the 
crystal to have a higher number of cumulative fail bits than the top section is not influenced 
by the denudation annealing. Based upon the crystal growth theory and the results in Figures 
3 and 4, it is intuitively clear that the devices fabricated on wafers originating from a crystal 
grown with a slow cooling rate exhibit a lower number of cumulative fail bits than those from 
a crystal grown with a higher cooling rate. Yamagishi, et al [6] reported that the COP and 
FPD densities in a crystal grown in a slow cooling furnace are reduced, compared to those 
in a crystal grown in a fast cooling furnace. A denudation annealing even at 1000 °C is 
capable of dissolving oxide microprecipitates in the silicon surface layer but not the flow 
pattern defects [11-13]. After reviewing the above information, it is concluded that defects 
associated with the vacancy aggregation such as the flow pattern defects have a detrimental 
effect on the overall performance of memory devices. 

Defects in the bottom section of the crystal - Figure 5 shows the result from the SPV 
measurement on a wafer originating from the bottom section of the crystal after the well 
drive-in step. In the dark annular region, the minority carrier diffusion length is far below 
the average value which indicates that silicon in that region contains bulk traps. A short 
minority carrier diffusion length has been observed to be attributed to bulk stacking faults 
which are evolved from the grown-in oxide polyhedral precipitate shown in Figure 6. 
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Figure 6:    Oxide polyhedral precipitate in 
an as-received wafer. 
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condition, the characteristic of the fail bit plot 
significantly affected by the concentration of interstitial oxygen atoms in the wafers 

Effect of the bulk oxygen concentration - 
Figure 7 shows a comparison between the 
fail bit plots for devices fabricated on 
CZ, MCZ and epitaxial wafers, 
respectively. From the figure, it is 
observed that devices fabricated on 
epitaxial wafer exhibit the lowest number 
of cumulative fail bits, compared to those 
in devices fabricated on CZ or MCZ 
wafers. The reason is because the 
epitaxial layer is free from crystal 
originated defects including oxide 
microprecipitates [14-15]. In addition, it 
may be observed that the fail bit plots for 
the devices fabricated on the MCZ and 
CZ silicon wafers are comparable even 
though the interstitial oxygen 
concentration in the MCZ silicon wafers 
is approximately one half of that in CZ 
silicon wafers. This result implies that 
under a proper denudation annealing 

particularly in the tail region, may not be 
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SUMMARY 

Crystallographic defect related degradation in high density memory devices was 
investigated. The results indicate that the refresh time degradation and bit failure mechanism 
are directly related to the crystal originated defects generated during Czochralski crystal 
growth. Defects associated with vacancy aggregations are found to have a detrimental effect 
on the overall performance of memory devices. Other defects, such as oxide polyhedral 
precipitates, contribute to a high number of cumulative fail bits, particularly in the bottom 
section of the crystal. 
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BY RAPID THERMAL ANNEALING 
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ABSTRACT 

Electrical properties of PIN photodiodes fabricated on the bonded silicon on insulator 
(SOI) wafers annealed at 900°C for 5 seconds were evaluated in order to investigate the effect 
of rapid thermal annealing (RTA) on SOI wafers. Traps in the SOI layers with different 
thicknesses (10,30,100 um) were investigated using the deep level transient spectroscopy 
(DLTS) method. In the SOI layer with a thickness of 100 um, a trap with deep energy level 
(about Ec-Et=0.55 eV) was observed and the concentration of the trap decreased from 5.Ox 101' 
cm-3 to 1.5x10" cm-3 by RTA. For PIN photodiodes on the 100 um-thick SOI layer, the dark 
current decreased from 2*10-9 A to 6x10"'° A, and sensitivity uniformity for a 35 um<|> light 
spot and spectral responses were both improved by RTA. Lifetimes were obtained from open- 
circuit voltage (Voc) decay curves for 940 run and 655 nm light, and they increased from 37 us 
to 57 us and from 47 us to 62 us, respectively, by RTA. For thinner SOI layers (thickness=10, 
30 urn), PIN photodiodes have good uniformity and low dark current, and their characteristics 
were not changed by RTA. 

INTRODUCTION 

The photo-IC that includes photo-sensors and operation circuits on the same chip has 
been used extensively. These devices have been fabricated on high resistivity epitaxial layers 
and required high integration density and operation speed. The silicon on insulator (SOI) is 
promising alternative structure that substitutes for bulk silicon wafers. The bonded SOI 
structure has been attractive in point of high speed, low power consumption and high radiation 
hardness, and many reports have been published [1,2]. 

However, electrical properties of the bonded SOI layer and device characteristics 
fabricated on them have not been investigated enough. We have already reported traps revealed 
by deep level transient spectroscopy (DLTS) method [3] in the bonded SOI wafer, and 
characteristics of photodiodes on the SOI layer were also evaluated [4,5]. 

Rapid thermal annealing (RTA) has been used to activate implanted impurities in Si 
wafers and has been reported to decrease defect density [6-8]. But RTA has not been used to 
annihilate residual stresses in the SOI layer. In this study, the effects of RTA on bonded SOI 
wafers and characteristics of PIN photodiodes on them are investigated. 

EXPERIMENTAL PROCEDURE AND SAMPLES 

We prepared three bonded SOI wafers with different SOI layer thicknesses (10, 30, 100 
um) and a normal FZ-Si wafer that is the same wafer as those used for bonded SOI layers. The 
resistivity of the SOI layer is about 1-2 kflcm. An interfacial oxide layer about 0.5 um thick 
was introduced by thermal  oxidation on the  substrate wafer.  There  is a high carrier 
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Thickness of SOI layer      10,30,100 pm 

Active area of PIN photodiode 4mm2 

Fig. 1. Structure of PIN photodiode. 

concentration region near the bonded interface. 
This region was formed by the thermal 
diffusion of Sb before the bonding. In order to 
bond completely, the wafers bonded at room 
temperature were annealed at 1100°C for 2 
hours. In addition, the SOI wafers were 
annealed at 900°C for 5 seconds to investigate 
the effects of RTA on SOI wafers. PIN 
photodiodes were fabricated on the SOI layers 
and the FZ-Si wafer. Its active area is 4 mm2. 
Figure 1 shows the sample structure used in 
this study. 

Traps in the SOI layers were 
characterized using the DLTS method with a bipolar rectangular weighting function [9]. The 
double correlated DLTS (DDLTS) method [10] was used for the in-depth profiles of the trap 
concentration. To calculate these concentrations of the trap detected, carrier concentration 
profiles were measured by the capacitance-voltage (C-V) method. 

For PIN photodiodes on the bonded SOI wafer, reverse current-voltage (I-V) properties, 
sensitivity profiles in the active area, and spectral responses were measured. In the sensitivity 
profile measurements, the incident light beam was irradiated vertically to the active surface of 
the photodiode. The measurements were made at three wavelengths 400, 800 and 1000 nm. The 
light spot size was approximately 35 um in diameter and was linearly scanned so as to pass the 
center of the active area of PIN photodiodes. In addition, open-circuit voltage (Voc) decay 
curves were measured after light pulse irradiation (pulse width 0.4 ms), and the minority carrier 
lifetime xp in the SOI layer was estimated by the following equation with approximations 
V0»kT/q,TP»t[ll]. 

kT t 
V = Vo- —•— (1) 

q   TP 

In this measurement, the light sources were light- 
emitting diodes (LED) whose wavelengths were     "E 
655 nm and 940 nm. § 

RESULTS AND DISCUSSION 

A. DLTS measurements 

DLTS signals were measured over the 
temperature range of 50-280 K as shown in Figure 
2. Dashed lines are DLTS signals before RTA and 
solid lines are those after RTA. In the 10 um- 
thick SOI layer and the wafer before the bonding, 
no DLTS peak was observed. One DLTS peak 
was observed at about 270 K in the SOI layers 
before RTA with thicknesses of 30 urn and 100 
um. The energy levels of these traps were Ec- 
Et=0.53 and 0.56 eV, respectively. In the SOI 
layers after RTA with thicknesses of 30 urn and 

SOI 10nm 

SOI 30ü.m Ec-Et=0.54eV 

- - - before RTA 
— after RTA 

Ec-Et=0.56eV 

SOI 100nm 

before bonding 

100 200 

Temperature [K] 

300 

Fig. 2. DLTS signals observed in the 
SOI layer with different thicknesses(10 
urn, 30 nm, 100 nm) and before 
bonding Si wafer. 
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Fig. 3. In-depth profiles of the trap 
concentration in the SOI layer with a 
thickness of 100 um. 

DDLTS method. The traps exist 
homogeneously in the depth direction and 
the concentration decreased homogeneously 
after RTA. The mean value of the trap 
concentration before RTA was about 5.Ox 
10" cm-3 and that after RTA was about 1.5 
*10n cm-3. This trap is believed to be 
generated after the bonding process because 
no trap was observed in the wafer before the 
bonding. 

B. Characteristics of PIN photodiodes 

Figure 4 shows dark current 
characteristics of PIN photodiodes at an 
applied reverse bias of 30 V and the total 
number of traps in the depletion region. 
These trap numbers were estimated from 
the in-depth profiles of the trap 
concentration. Both the dark current of the 
PIN photodiode and the total number of 
traps increased with increasing SOI layer 
thickness. The trap concentration of the SOI 
layer with a thickness of 10 jxm was lower 
than the detection limit of our DLTS system. 
It is considered that the trap observed by the 
DLTS method acts as a generation center in 
the depletion region and increases the dark 
current. For the 100 um-thick SOI layer, the 
dark current decreased with a decrease in 
this trap concentration by RTA. The 
increase rate of the dark current is different 

100 urn, one DLTS peak was also observed. 
Their energy levels were Ec-Et=0.55 and 
0.57 eV, respectively. The value of Ec-Et is 
a mean value of several samples in the same 
wafer. These traps detected for the SOI 
layers may be the same trap because they 
have a similar energy level. The magnitude 
of the DLTS peak detected in the SOI layer 
with a thickness of 100 um decreased by 
RTA. For the SOI layer with a thickness of 
30 (xm, the magnitude of the DLTS peak 
was a little different from sample to sample, 
and it was slightly decreased by RTA. 

Figure 3 shows in-depth profiles of 
the trap concentration in the SOI layer with 
a thickness of 100 um measured by the 

10"" 

S.10"9 

10"1 

Vr= 30 V 

10" 
detection limit 

10* c 
o 

10B | 
o 
a. 
m 

C 

107 'jo 
.a 

c 

106  2 
before      lo^m   30nm   100[im 
bonding 

SOI layer thickness 

Fig. 4. Dark current characteristics and total 
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1200 

<    800 

o>    400 

10 30 100 

Thickness of SOI layer [^m] 

Fig. 5. Separation of diffusion-generation and 
surface leakage current component 

733 



from that of the total number of traps. Therefore the dark current will be partly due to some 
origin other than the bulk trap. 

The diffusion current in the neutral region, the generation current in the depletion region 
and the surface leakage current constitute the reverse current of the PrN photodiode. Figure 5 
shows the separated current components and the reverse current measured for the samples 
before RTA. The values of reverse currents were measured at reverse bias voltages at which the 
SOI layers were fully depleted. The diffusion current component is negligible compared with 
the generation current component. The generation current component was estimated from the 
following equation under the approximation V»kT/q [12] 

IG=q—WA. (2) 

The surface leakage current component increases with increasing SOI layer thickness as shown 
in figure 5. It is considered that this component is due to generation at a surface defect in the 
surrounding side-wall of the PIN photodiode. 

Figure 6 show the sensitivity profiles of PIN photodiodes on the SOI layers. The 
wavelength of the light source was 1000 nm. The horizontal axis indicates the position in the 
active area and the vertical axis shows the sensitivity of PIN photodiodes. PIN photodiodes on 
the SOI layers with thicknesses of 10 um and 30 um have excellent uniformity and its 
uniformity was not changed by RTA (figure 6 (a), (b)). PIN photodiodes on the 100 um-thick 
SOI layer before RTA showed inferior uniformity (figure 6 (c)). But after RTA, the PIN 
photodiodes showed good uniformity. The sensitivity at the middle of PIN photodiodes was 
inferior to that at the edge. We consider that the inferior sensitivity may be due to stress at the 
bonded interface. Figure 7 shows the sensitivity profiles of PIN photodiodes on the SOI layer 
with a thickness of 100 urn. When the reverse voltage of 30 V was applied, good sensitivity 
uniformity was obtained at Ji=1000 nm (figure 7 (a)). By the applied reverse voltage, the 
depletion region was spread, and thus the carriers were generated in the depletion region and 
swept out by the electric field immediately. Therefore the sensitivity was not affected by the 
lifetime in the neutral region of the SOI layer. Figures 7 (b), (c) show sensitivity profiles at 
shorter wavelengths for PIN photodiodes without bias voltage. PIN photodiodes showed a little 
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Figure 8 shows the spectral responses of PIN 
photodiodes. The spectral responses were almost 
the same for all PIN photodiodes in the shorter 
wavelength range. The differences in the longer 
wavelength range is due to the diftrent thicknesses 
of the SOI layer. By RTA, the spectral response of 
PIN photodiodes on the 100 um-thick SOI layer 
was improved in the longer wavelength range. This 
will be because of improvement of the lifetime by 
RTA. 

We measured Voc decay curves of PIN 
photodiodes. This decay curve depends on lifetime 
and surface recombination velocity. Figure 9 shows 
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Table I. Minority carrier lifetime Tp of PIN photodiodes 
wavelength 1 SOI 10 nm SOI 30 um SOI 100 urn 

655 nm    1 49.7 |as 48.9 us 62.0 us 
940 nm    | 48.5 us 49.9 us 57.4 us 
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um-thick SOI layer and the minority carrier lifetime xp estimated from the decay curve. Dashed 
lines show the decay curves before RTA and solid lines show those after RTA. By RTA, the 
lifetime increased from 37 us to 57 us for *.=940 nm and from 47 us to 62 us for >.=655 nm. 
This is consistent with the results of sensitivity profiles and spectral responses. Figure 10 shows 
the Voc decay curves of PIN photodiodes on the SOI layers with thicknesses of 10 urn and 30 
urn, and Table I shows the minority carrier lifetime xp of PIN photodiodes on each SOI layer, tp 
in the SOI layers with thicknesses of 10 urn and 30 urn was about 50 us. The difference in tp 
between two wavelengths was observed for the SOI layer with a thickness of 100 urn. Most 
carriers are generated in the depletion region for A.=655 nm. On the other hand, most carriers 
are generated in the neutral region for X=940 nm. Thus when the wavelength is longer, the 
value of tp is affected by the lifetime in the neutral region of the SOI layer. 

From the sensitivity profile, spectral response, and Voc decay curve measurements, we 
consider that the trap with Ec-Ets0.55 eV acts as a recombination center. By RTA, these 
characteristics were improved with a decrease in the trap concentration. 

SUMMARY 

We have studied characteristics of the PIN photodiodes on bonded SOI wafers. From the 
DLTS measurements, a trap with an energy level Ec-Ets0.55 eV was observed in the SOI layers 
(thickness=30, 100 urn). By RTA, this trap concentration decreased for the SOI layer with a 
thickness of 100 um. I-V properties, spectral responses, and sensitivity profiles of the PIN 
photodiodes were measured. By RTA, the dark current was decreased and the lifetime 
estimated from Voc decay curves increased for PIN photodiodes on the 100 um-thick SOI layer. 
The sensitivity uniformity and spectral response were also improved by RTA. From the lifetime 
and dark current measurements it was found that the trap acts as a recombination and/or 
generation center. For thinner SOI layers, PIN photodiodes have low dark current and excellent 
sensitivity uniformity, and these characteristics were not changed by RTA. 
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ABSTRACT 

In this study, we present characterization of Metal-Oxide-Semiconductor (MOS) 
capacitors fabricated on carbon (C14) implanted silicon substrates. Carbon was implanted at an 
energy of 50 keV with doses ranging from lxlO12 cm-2 to 4.1xl015 cm-2. Metal-Oxide-Silicon 
(MOS) capacitors were fabricated and used to determine the MOS capacitance-voltage (C-V) and 
capacitance-time (C-t) behavior. These measurements revealed a strong correlation between 
carrier lifetime and the carbon dose. Degradation in lifetime was observed for carbon dose levels 
as low as 4xl012 cm-2. At carbon doses equal to and above 6.4xl013 cm-2, extremely low 
generation lifetimes were obtained (~ 10"7 sec). On the other hand, degradation in C-V 
characteristics was observed only for carbon doses above 2.7xl014 cm-2. Below this dose, both 
flatband voltage and interface trap density of the carbon implanted samples were comparable to 
those of the monitors. Analysis of the samples by cross sectional transmission electron 
microscopy revealed the absence of extended defects even in samples with high carbon dose 
levels. 

INTRODUCTION 

Carbon is one of the commonly found impurities in silicon. Carbon incorporation in 
silicon can occur during processes such as reactive ion etching(l), ion implantation and chemical 
vapor deposition. Carbon is generally considered as an electrically inactive impurity in silicon 
(2). However, there exists evidence in the literature linking structural defects in Si to the 
presence of carbon for levels above lxlO16 cm-3 (2, 3). It has been shown that carbon can cause 
degradation in reverse characteristics of power pn junctions fabricated on float-zone (FZ) wafers 
at concentration levels as low as 5xl016 cm-3 (3, 4). In these studies, emphasis was on power 
devices that were subjected to high temperature cycles (>1200 °C) for long times (>10 hr). In 
dynamic memories fabricated on FZ substrates with moderate processing conditions, similar 
defects were not observed (3). Recently, Beck et al. has reported that oxide kinetics and oxide 
breakdown are both influenced by carbon in silicon (1). In silicon wafers implanted with carbon, 
they have observed changes in flatband voltage (VFB) and interface trap density (Dit) and they 
have correlated these changes to the implant dose. Carbon is also known to cause precipitates in 
the presence of oxygen with high thermal budget heat treatments (5, 6, 7). 

On the useful side, it has been shown that carbon can serve as a sink for silicon self- 
interstitials (8). Proximity gettering in silicon has been demonstrated by implanting carbon at 
relatively high dose levels (>lxl014 cm-2) and high energies (MeV) (9). However, excess 
leakage currents were observed in p-n junctions when depletion widths of these devices reached 
the carbon implanted region (10). 

In this study, we have investigated the effects of carbon on MOS capacitance-voltage (C- 
V) and capacitance-time (C-t) behavior. One of our primary objectives was to study the 
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dependence of minority carrier generation lifetime on carbon level in silicon. We were 
particularly interested in moderate carbon levels typically found in silicon layers obtained by low 
pressure chemical vapor deposition (LPCVD). As such, carbon levels considered in this work are 
in general lower than those used in earlier studies. MOS capacitors were fabricated on silicon 
substrates implanted with carbon at different dose levels. The samples were characterized via 
C-V and C-t measurements. Carbon profiles were obtained by secondary ion mass spectroscopy 
(SIMS). Cross sectional transmission electron microscopy (XTEM) was used for defect analysis. 

SAMPLE PREPARATION 

MOS capacitors were fabricated on 1.9 - 2.3 fl-cm Czochralski (CZ) grown, (100) 
oriented p-type substrates. Carbon (m=14) was implanted at 50 KeV at dose levels ranging from 
lxlO12 to 4.1xl015 cm-2 (Implant conditions are given in Table I). A 10 nm pad oxide was 
grown followed by LPCVD of a 300 nm Si02 layer at 400°C. Following a 1050°C/10 sec rapid 
thermal annealing (RTA) step for implantation damage annealing, the oxide was stripped, and a 
225 Ä gate oxide was grown at 800 °C by a dry/wet/dry cycle. This was followed by LPCVD of 
polysilicon. Polysilicon doping was achieved by phosphorus implantation and RTA at 1050 °C 
for 10 sec. Titanium (100 nm) and aluminum (800 nm) were evaporated for device contacts, and 
the back contact was formed by Al evaporation. 

Table I. Carbon implant conditions. 

Sample Energy (keV) Dose (cm-2) 

Cl 50 1.0 xlO12 

C2 50 4.0 xlO12 

C3 50 1.6 xlO13 

C4 50 6.4 xlO13 

C5 50 2.7 xlO14 

C6 50 1.0 xlO15 

C7 50 4.1 xlO15 

C8 (monitor) - - 

RESULTS AND DISCUSSION 

Fig. 1 shows carbon, oxygen, and phosphorus profiles in the monitor prepared with no 
carbon implantation. The polysilicon gate appears to be doped degenerately up to the oxide 
interface as indicated by the oxygen peak. The carbon level in polysilicon is 2xl018 cm-3 which 
is typical for conventional LPCVD systems. The SIMS oxygen and carbon background levels 
were obtained from a high-purity FZ silicon standard as 3xl017 cnr3 and 2xl016 cm"3 

respectively. Thus, both carbon and oxygen levels in the substrate are below the SIMS detection 
limits. 

Resulting carbon profiles in implanted samples after all high temperatures steps used in 
MOS capacitor fabrication are shown in Fig. 2. The carbon doses calculated from the depth 
profiles indicate an almost 50% carbon loss for wafers Cl, C2, C3, and C4. A potential cause for 
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this loss is the two thermal oxides grown on carbon implanted wafers. However, in low dose 
samples, the comparable SIMS background levels may also be introducing error into our dose 
calculations. This difference was found to decrease for higher carbon doses (10% for C5, 6% for 
C6). 
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Fig. 2. Carbon Levels in implanted samples 

Typical high and low frequency capacitance-voltage (CV) curves obtained from Cl are 
presented in Fig. 3(a). The profiles are practically identical to those obtained from the monitor 
(C8) prepared without carbon implantation. Fig. 3(b) shows the distribution of the interface traps 
across the bandgap for the same dose level. As shown, the midgap interface trap density (Dit) is 
5xl010 cm-2 eV"1 which is comparable to Dit levels obtained from the monitors. This behavior 

739 



was common to all samples with carbon doses ranging from lxlO12 to 6.4xl013 cm-2. For this 
dose range, flatband voltages obtained from the carbon implanted samples were also found to be 
comparable to those of the monitors. Therefore, under these conditions, it appears that carbon 
levels as high as 1018 cm-3 (after all thermal cycles) do not cause measurable degradation in 
MOS C-V characteristics. These results are in agreement with those of Beck et. al which showed 
degradation in Dit for carbon dose levels only higher than lxlO14 cm"2 (1). In our study, for dose 
levels above 2.7xl014 cm"2 (C5, C6, C7), an anomalous C-V behavior was observed. When these 
capacitors were biased to accumulation, the high frequency capacitance was found to be lower 
than the oxide capacitance indicative of another series capacitor. On the other hand, we were able 
to obtain normal low frequency C-V behavior from these samples. These findings imply that in 
these samples, hole concentration under the gate can not follow the 1 MHz signal used for the C- 
V measurement. This behavior may be attributed to hole traps previously observed in carbon 
implanted silicon samples (11). 

Carbon Dose= 1x1012 cm"2 
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Fig. 3. (a) A typical C-V curve obtained from the wafer doped with lxlO12 cm-2 

(b) the interface trap density of the device. 

The same samples were also used to determine the minority carrier generation lifetime in 
silicon. In evaluating the effect of carbon on generation lifetime, one has to be concerned about 
defects that may be introduced by ion implantation. We believe that since carbon has an atomic 
mass only slightly above that of boron, the damage caused by C implantation can not be 
extensive. Therefore, the two 1050 °C/10 sec RTA steps (first after oxidation, second after poly 
implant) were expected to provide a sufficient thermal budget for damage annealing. To support 
this argument, several samples were characterized using cross-sectional Transmission Electron 
Microscopy (XTEM) to determine if the defects induced by ion implantation were annealed out 
during the high thermal budget cycles. The results of this analysis indicated that all samples 
including those implanted with carbon dose levels as high as lxlO15 cnr2 were free of extended 
defects. It should be noted that degradation in high frequency C-V behavior was observed for 
dose levels almost an order of magnitude below this level. 

In lifetime measurements, we have used a technique first introduced by Zerbst (12). In 
this technique, a large voltage pulse is applied to an MOS capacitor. An inversion layer can not 
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form instantaneously since minority carriers have to be created via thermal generation in the 
substrate. This state is referred to as deep depletion. With time, minority carriers are generated 
and the MOS capacitor moves from deep depletion to inversion. During this relaxation period, 
the capacitance is measured as a function of time. This information can then be used to extract 
the generation lifetime. The time required for this transition to occur is commonly referred to as 
relaxation time. A long generation lifetime implies fewer carriers generated per unit time which 
corresponds to a longer relaxation lifetime. Since correct analysis is possible only if an 
acceptable C-V curve is obtained, lifetime measurements were performed only for Cl, C2, C3, 
C4, and the monitors. A total of 15 samples were measured on each wafer. A Keithley™ Model 
5958 C-V system was used for these measurements. Fig. 4(a) shows the measured relaxation 
time for a gate pulse of 4 V. The dashed line indicates the lowest relaxation time obtained from 
the monitors. As shown, the relaxation time with a carbon dose of lxlO12 (Cl) is comparable to 
that of the monitors. For the higher carbon dose of 4xl012 cm-2, the relaxation time is still high, 
however, a wider distribution is obtained with some values below the dashed line. For higher 
carbon doses, a dramatic drop in the relaxation time can be observed. When the carbon dose is 
6.4xl013 cm-3 (C4), the relaxation occurs almost instantaneously. 
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Fig. 4(a). The relaxation time with respect to the carbon implant doses (b) The 
generation lifetime with respect to implanted carbon dose. 

The generation lifetimes extracted from the C-t measurements are plotted in Fig. 4(b). As 
expected, there exists a close agreement between the relaxation time and the generation lifetime 
(13). In agreement with the relaxation times measured, a carbon dose of 4xl012 cm-3 (C2) can 
cause measurable degradation in the substrate. For a carbon dose of 6.4xl013 cm-2, the 
generation lifetime in silicon is practically zero. Therefore, even though excellent high and low 
frequency C-V behavior was observed for all MOS structures considered in these measurements, 
there appears to be a substantial degradation material quality for dose levels above 4xl012 cm-2. 
This dose, which corresponds to a peak carbon concentration of 5xl016 cm-3 after all thermal 
steps, appears to be a threshold value in this experiment. What is significant about this result is 
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that such carbon levels can be readily incorporated in films grown by conventional LPCVD 
methods. This is especially a concern for epitaxial films. 

CONCLUSIONS 

In this work, MOS capacitors were fabricated on carbon implanted silicon. Carbon was 
implanted at 50 keV and at different dose levels. The capacitors with carbon doses ranging from 
4xl012 to 6.4xl013 cm-3 exhibited normal high and low frequency C-V behavior. The capacitors 
with higher carbon doses were not even able to show the high frequency accumulation 
capacitance which we have attributed to the presence of hole traps. On the other hand, generation 
lifetime measurements revealed severe degradation for dose levels above 4xl012 cm-3 

corresponding to a peak concentration of 5xl016 cm"3. This level is certainly in the range for 
films deposited by conventional LPCVD methods. Analysis of the samples by XTEM indicated 
removal of extended defects during high temperature cycles. Therefore, the observed degradation 
in lifetime can either be due to point defects which are not observable by XTEM or an electrical 
effect. 
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ABSTRACT 

The intent of the present work is to analyze device degradation and reliability in terms of their 
microscopic origins. The base-emitter junction of the advanced, "double-poly", self-aligned 
bipolar transistor contacts the Si02 sidewall spacer. During normal circuit operation, the 
base-emitter junction experiences a reverse bias which as a stress in time degrades the current 
gain of the transistor. Both a decrease of the gain, as well as an increase in the noise are 
observed. The forward base current increase as a function of stress time follows AIB ~ tn. We 
present evidence that the defects are occurring at the Si-Si02 interface from perimeter to area 
comparisons. The weak temperature dependence of the forward base current in degraded 
transistors shows that trap-assisted tunneling current through the Si-Si02 interface states is 
involved. The random-telegraph-signals observed for the first time in a silicon bipolar transistor 
are a direct identification of damage at the Si-Si02 interface. 2D simulation of the potential and 
field near the interface allows us to show that damage can be expected. 

INTRODUCTION 

The common, modern high-speed n-p-n bipolar transistor is based on a "double-poly", 
self-aligned planar structure in which the base-emitter junction contacts the Si02 sidewall spacer. 
During normal circuit operation, the base-emitter junction experiences a reverse bias which in 
time degrades the current gain of the transistor [1]. The knowledge of device degradation effects 
becomes more and more important with further miniaturization of bipolar transistors. A few 
studies have investigated the degradation effects in advanced self-aligned bipolar transistors using 
the hot-carrier concept [2-4]: electrons are accelerated by the applied field in reverse mode. They 
can gain so much energy, that they damage the Si-Si02 interface after injection across this 
interface. The accepted explanation is that the resulting interface traps are generation- 
recombination centers, causing an increase of the base current [4]. In the worst case it results in a 
short circuit. 

This hot-carrier concept is further investigated in this work with high performance self-aligned 
Si n-p-n transistors, realized in a 0.5 u.m-technology, with a cutoff frequency 25 GHz and a 
current gain ß of 100. The experiments are performed over a range of device sizes. Evidence is 
found that the defects are occurring at the Si-Si02 interface from the perimeter to area 
comparisons. Further study of the temperature dependence of the forward current in degraded 
transistors shows that trap-assisted tunneling through the Si-Si02 interface states is involved. In 
order to identify the microscopic physical mechanisms we measured 1/f noise and found for the 
first time the random-telegraph-signals in a Si bipolar transistor. This is an identification of the 
damage at Si-Si02 interface. Modeling the potential and field shows where the damage could be 
expected. 
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MEASUREMENT OF DEGRADATION 

Device Structure and Experiment Performance 

The n-p-n bipolar transistors are fabricated using a 0.5 urn self-aligned technology similar to 
that proposed by [5], The device cross section is shown in Fig. 1. The starting wafers are an 
n"-type epitaxial layer grown on an p"-substrate. The intrinsic p-base is formed with boron 
implantation and aneal. The extrinsic p+-base region is doped by B out-diffiised from B implant 
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Fig. 1. The schematic cross- 
section of the bipolar transistor 
with the identification of 
perimeter current Ip and area 
current L. 

p+-poly-Si during drive-in heat cycle. The As inplant n+-polysilicon on the intrisic p-base is 
self-aligned to the polysilicon base contact and separated by a sidewall spacer of 
Si3N4/TEOS-Si02. A subsequent drive-in is performed yielding the n+-emitter. The secondary ion 
mass spectroscopy (SIMS) profiling is used to measure the doping profiles of different regions. 
The concentrations of p+-extrinsic base, p-intrinsic base, n+-emitter and n"-collector are about 1020 

cm"3, 3xl018 cm"3, 1020 cm'3 and 8xl016 cm"3, respectively. The sample sizes are listed in Table I, 
where Aeff is the effective emitter area, P the perimeter length around the emitter. 

TABLE I. LIST OF THE DEVICE SIZES 

Device Ks. (Hm2) P(um) P/ACum"1) 

A 0.4x2.9=1.16 6.6 5.69 

B 0.8x2.9 =2.32 7.4 3.19 

C 0.8x20.5=16.4 42.6 2.60 

D 1.6x2.9=4.64 9.0 1.94 

E 7.7x7.3=56.21 30 0.53 

The stress is carried out by applying a constant reverse bias (e.g. 3.5 V) on the base-emitter 
junction at room temperature. The stress time ranges from 0 up to 106 s. The forward 
characteristics of each device are measured before the constant bias stress and then after each 
stress, at different temperatures (4.2 K to room temperature). 
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Degradation Effects 

The typical forward I-V characteristics are shown in Fig. 2. An abnormal base leakage current 
at low forward bias is found with an ideality factor greater than two. Moreover, the forward base 
current changes up to greater than two orders of magnitude due to the stress, while the reverse 
current changes only about 10% at the reverse bias greater than 0.5 V. In spite of the nonideal 
base current, the collector current is ideal and the ß is about 100 in the ideal region. 

A method for characterizing the degradation of ß is to plot AIB, measured at a particular 
value of the forward bias VBE, against the stress time t [4]. We found that AIB ~ f, where n ~ 
0.3 for all devices with different sizes, and different biases VBE when VBE smaller than 0.6 V and 
greater than 0.1 V (see also Fig. 4). 

Fig. 2. Gummel plots 
showing the degradation 
of the base current IB with 
increasing stress time for 
device A, stressed at 
reverse bias V„ = 3.5 V. 

0.0 0.2 0.4 0.6 0.8 

VBE(V) 

The nonideal I-V characteristics have been explained by assuming that a Schockley-Read-Hall 
recombination mechanism in the space charge region is responsible for the leakage current [2], In 
fact, there are three current components[3], i.e. J^ (diffusion current), Jg., (generation and 
recombination current), and Jtunliel (tunneling current). This is valid for reverse and forward I-V 
characteristics, also for the perimeter current Ip and area current IA as shown in Fig. 1. 

In the reverse mode, the I-V characteristics show that the dominant current component is a 
band-to-band tunneling current Jlunnel that is relatively insensitive on defects. Thus, tunneling is 
responsible for the high reverse leakage current, therefore for the degradation effects. To identify 
the tunneling current as either a perimeter or an area component, the reverse base currents for the 
five device sizes (see Table I) are compared. The ratio of base currents is found to be 
approximately suited with the ratio of perimeters, which indicates the perimeter tunneling current 
is the dominant source of the degradation. 
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In the forward mode, the three current components Jdiff, Jg.r and Jtlmnd have different voltage 
and temperature dependences. J^ has an exp (qV/kT) dependence and Jg. r an exp (qV/2kT) 
dependence, on the bias voltage and temperature. Since the Si is an indirect bandgap material, any 
observed tunneling current in forward bias is either phonon assisted or via intermediate energy 
states within the bandgap (excess tunneling current). Both have a strong dependence on bias 
voltage and are relatively insensitive to the temperature. The typical relation in phonon-assisted 

tunneling is exp (- (Eg(T) - Ep)
3/2/e), where Eg is the bandgap of the semiconductor material, Ep is 

the phonon energy, and is £ the junction electric field. On the other hand, the typical relation in 

excess tunneling [6] is Dx exp (q(V - Vbl )/oc), where Vbi = Eg(T) - q(Vp + Vn) is the biult-in 
potential, a is a constant determined by the unity potential depletion layer width, Dx is the density 
of states in the forbidden gap at an energy q(Vbi - V) above the top of valence band. 

Based on the different voltage and temperature relations of the four current components, one 
can distinguish the dominant current component in the forward-biased base-emitter junction. A 
typical result of the base current as a function of temperature is shown in Fig. 3 measured at a 
fixed bias for a degraded device. Fig. 3 shows clearly that the base current does not follow the 
temperature dependence of exp (V//wkT), where m is the ideality factor. The fit curve is 
calculated using the excess current theory, and Eg(T) = 1.17 - 4.73E-4 T2/ (636 + T) (see [7]). 
This good agreement between the experiment data and fit data, associating the exponential 
voltage dependence as shown in Fig. 2, identifies the forward current as excess tunneling through 
the energy levels in the forbidden gap, for the low forward bias. 

For the higher forward bias, the diode ideality factor still remains unity, which indicates that 
the diffusion current component of the base-emitter junction dominates at higher forward bias as 
expected. Therefore it is necessary to probe the origin of the excess tunneling current, i.e. 
whether tunneling occurs near the interface of Si/sidewall spacer, or in volume of the base-emitter 
junction and then what is the origin of the energy levels in forbidden gap. 
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Fig. 3. Temperature dependence of the forward base current measured at VBE= 0.5V. The 
fit data calculated using the excess current theory are well suited with the experiment data. 
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For the tunneling path, five devices (shown 
in Table I) have been used with a perimeter ratio 
Pc: P5: P°: P3: PA = 6.45:4.45:1.40:1.12:1 and 
an area ratio AC:AE:AD:AB:AA = 14.-48:4:2:1. 
The forward base currents IB are measured for 
each device and normalized to the emitter 
perimeter P and area A, respectively in Fig. 4. 
The good agreement among the different curves 
in the top picture of Fig. 4 and the separate 
behavior in the low picture show clearly that the 
tunneling takes place along the perimeter of the 
emitter near the sidewall spacer. This is an 
evidence that the base current for low forward 
bias is a tunneling current assisted by the Si-Si02 

interface states. 
Because the reverse band-band tunneling 

current which leads to a degradation of the 
bipolar transistor, and the forward base tunneling 
current in lower bias are associated with the 
sidewall spacer, we are in favor of assumption 
that interface states (electronic states) are 
generated in the oxide (in particular sidewall 
oxide of the advance self-aligned transistor 
shown in Fig. 1) of devices subjected to reverse- 
bias stress. In order to further verify the 
generation of interface states, the 1/f noise 
measurement is performed. 

The 1/f noise measurements are carried out 
using some components of the HP3048 phase- 
noise measurement setup. A constant forward 
current is applied to the base. The collector 
voltage fluctuations of the transistor are displayed as spectral power density of the voltage 
fluctuations S„(f). A typical 1/f noise is observed in our transistors. For devices without any stress 
the S„(f) is just like the ground noise spectra. For degraded devices the S„(f) rises typically by 20 
dB after a stress (VR = 3.5 V, 72 hours). 

In research of the microscopic origin of the 1/f noise, particularly when the interface of 
Si-Si02 plays a role as postulated, it is suggested that random-telegraph-noise (RTN) switching 
should be observed by low temperature, analog to MOS structure [8]. We have found the RTN's 
signal for the first time (to our knowledge) in a bipolar transistor. It appears at the same forward 
bias as the excess current, which confirms the damage at the Si-Si02 interface. 

A 
B 
C 
E 
D 

vf 101      102      1Ö3      10" 

Stress time (s) 
105      106 

Fig. 4. Degradation of IB are normalized to 
the emitter perimeter length (on top) and 
area (below), respectively, for different 
sizes. 

DISCUSSION 

The nonideal device characteristics discussed in the previous sections have been associated 
with the damage in the region of the Si-Si02 interface and the lateral base-emitter junction. To 
calculate the electric field distribution and the carrier temperature in this region is therefore very 
important in research of the microscopic origins of the degradation processes at reverse stress 
condition. Such calculations are carried out using the PISCES program for the 2D-distributions 
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Fig. 5. 2D distribution of the 
electron (left) and hole (right) 
temperature for the reverse 
stress condition, VR= 3.5 V. 
The step between the lines is 
AT=1000K. 

of potential, electric field and carrier temperature under the reverse stress condition. The result 
show that the maximum field (1.5 MV/cm) is situated near the Si-Si02 interface along the lateral 
base-emitter junction (the vertical component about 0.5 MV/cm). This high electric field can yield 
the reverse band-band tunneling current. A typical result for the distribution of carrier 
temperature (Fig. 5) shows that the electrons and holes have considerably higher temperature (Te 

~ 10000 K, Th ~ 8000 K) under the sidewall spacer. As a result, one can expect that some of 
these hot carriers can inject into the sidewall spacer and generate the interface states and the 
border traps in Si02, which leads to a degradation of the bipolar transistor. 

CONCLUSION 

All the results of perimeter effects, temperature dependence and the noise measurement show 
that the Si-Si02 interface plays a very important role in the degradation mechanism of the 
advanced self-aligned bipolar transistors. In forward mode the dominant process is the interface 
state assisted tunneling process. In reverse mode the dominant process is the band-band tunneling 
process under the sidewall spacer. 2D simulations confirms that the damage is situated near the 
interface of Si02 and the base-emitter junction, due to the reverse bias stress. To make a high 
quality Si-Si02 interface and to decrease the electric field near the interface is therefore necessary 
in order to decrease the degradation effects for further scaled-down bipolar devices. 
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INFLUENCE OF DISLOCATIONS ON THE I-V CHARACTERISTICS   OF 
SILICON SOLAR CELLS 

ROBERT MURPHY, BHUSHAN L. SOPORI AND DOUG ROSE 
National Renewable Energy Laboratory, 1617 Cole Boulevard, Golden, CO 80401 

ABSTRACT 

This paper presents a phenomenological approach for analysis of dislocations in a large- 
area device like a solar cell. A microscopic model of a dislocation is used to calculate the local 
effects of a dislocation on the dark and the illuminated characteristics of a p-n junction device. A 
statistical approach is then used to empirically arrive at the I-V characteristics of a small-area 
device with a uniform distribution of dislocations. Finally, these results are applied to develop a 
network model to determine the terminal characteristics of a large-area solar cell of a known 
spatial distribution of dislocations. We show that the performance of a solar cell is influenced not 
only by the density of dislocations but also by their spatial distribution; heavily dislocated regions 
exert a disproportionately large degradation effect on the device characteristics. 

INTRODUCTION 

Dislocations are the dominant defects that control the performance of commercial solar 
cells fabricated on low-cost, large-grain, polycrystalline silicon substrates [1]. It is known that 
dislocations can increase the recombination of minority carriers in the bulk of the device, thus, 
reducing the photo-induced current of solar cells. Furthermore, the presence of dislocations 
propagating through the junction can influence its carrier collection properties, often leading to a 
decrease in the open circuit voltage and the fill factor. Although a wealth of knowledge exists 
about the bulk effects of dislocations, the information about the influence of dislocations on the 
device characteristics is rather scant. Many calculations that deal with dislocations in devices 
assume a uniform distribution of defects. However, in large-grain polycrystalline silicon used 
for solar cells, dislocations are present in certain preferred grain orientations. Thus, heavily 
dislocated regions can be adjacent to very low or zero dislocation regions. A theoretical 
modeling is needed to understand the effects of various distributions of dislocations on the solar 
cell performance. 

In this paper we use a basic microscopic model of a dislocation to determine its 
recombination effects on a p-n junction device. These results are applied to determine the I-V 
characteristics of a small-area device having a uniform distribution of dislocations. This small- 
area device model is then extended into a network model that includes the effect of distribution of 
dislocations in a large-area device like a solar cell. 

MODELING APPROACH 

Our modeling approach includes three essential features: 
1. The microscopic behavior of individual dislocations 

The electronic effects of a dislocation in a localized region can be expressed in terms of a 
band model. Figure la illustrates the band diagram of a p-type silicon in the vicinity of a 
dislocation. The core of the dislocation has an energy distribution of interface states, Ns, and 
carries a net positive charge. This results in a built-in potential, Vd, that extends to a distance, 
w. For solar cell applications, the model must include the changes in the band structure due to 
illumination. Figure lb illustrates band diagram under illumination. These models are well 
known and have recently been applied to analyze some effects of grain boundaries on solar cell 
performance [2-5]. The parameters of this model depend on the nature of the dislocations, the 

749 

Mat. Res. Soc. Symp. Proc. Vol. 378 ° 1995 Materials Research Society 



properties of the substrate, and on the structure of the device. One can apply Poisson's equation 
to determine the surface recombination velocity at the edge of the space charge region (r=w). The 
effective surface recombination velocity, S(w), can be expressed as: 

S(w)   -   S(0)exp(eVd/kT) = Ns.CT. v(Eftl-Efp)exp(eVd/kT)       (1) 

where Efn and Efp are the quasi Fermi levels, a is the capture cross section of electrons and 
holes, Ns is the effective interface state density, and v is the thermal velocity; Vj is the diffusion 
potential under illuminated condition. 

Let us assume a sample of thickness t, and a dislocation density per unit area of N± If 
the number of traps per unit length of dislocation = N, then following the arguments similar to 
those of references [2-5],we can write an expression for effective volume concentration (Nr) of 
recombination centers as: 
Nr oc Nd1'2. Ns. N (Efn - Efp) exp(eVd/kT) (2) 

From expression in equation (2), we can calculate the minority carrier lifetime due to 
dislocations, x (Nd), as: 

x (Nd) = (1/Nr) =     exp(-eVd/kT-l) / { Ns. a. v. Nd1'2. N(Efn - Efp)} (3) 

If the lifetime of dislocation-free material is To, the net lifetime is given by 

l/Teff=l/X0+l/X(Nd) (4) 

Teff = *0.T(Nd)/{T(Nd)+T<». (5) 
Thus, dislocations can cause a reduction in the minority carrier lifetime in the bulk of the 
material, and that the lifetime due to recombination caused by dislocations is inversely 
proportional to Nd1/2. 

2.    Statistical behavior of dislocations in a small-area P-N junction device 
On a macroscopic scale, the dislocations in a small-area p-n junction device can be 

regarded as having two effects, as illustrated in Figure 2. (1) A statistical bulk effect that results 
in a decrease in the minority carrier lifetime, changes in the carrier mobility, and change in the 
resistivity. The dominant bulk effect appears to be a reduction in the minority carrier lifetime 
with an increase in the dislocation density, as shown above. Its effect on a p-n junction device is 
to increase the dark current component of the device which has a temperature dependence of 
(e/kT). (2) An increased recombination in the depletion region due to a dislocation passing 
through the junction of the device. This component has a temperature dependence of e/2kT. 

For a dislocation-free junction, the dark characteristics can be written as: 

Jd= Joi. exp.{ (-eV/kT) - 1} + J02- { exp. (-eV/2kT) - 1} (6) 

where the saturation currents are given by standard expression (e.g. see reference 6) 
From the discussion above, the current in a dislocated device is also of the same form of equation 
(6). However, the saturation currents have higher values due to excess current components. 
It is clear that the effects of dislocations in a p-n junction device can be described simply in terms 
of Joi and J02- 

For a solar cell, the net current J is given by, J= Jph-Jd, where Jph is the photo-current 
due to solar illumination. Jph can be written in a simple form as Jph= Leff x <|), where <j> is the 
number of photons transmitted into the device, and Leff is the effective minority carrier diffusion 
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length in the base of the device { Leff = (D.Teff)1/2). Hence, it is seen that Jph will decrease with 
an increase in the dislocation density. Consequently, we see that in a small-area p-n junction 
device the effect of dislocations is to reduce Jph by lowering Leff, and increasing the dark 
current Jd by increasing Joi and J02- 

Experience has shown that application of detailed theoretical calculations to study the 
effects of dislocations on the commercial cell performance is not very useful. This is primarily 
due to the fact that the parameters that describe dislocations are difficult to determine. 
Furthermore, these parameters vary from material to material. However, it is useful to directly 
obtain the values of Joi(Nd) and J02(Nd) for practical ranges of dislocation density and apply 
this information to determine Jd. This information can be obtained by fabricating arrays of edge- 
passivated mesa diodes on the substrate [7]. These devices can be probed for dark and 
illuminated characteristics in a manner similar to solar cells. 

Another component that appears in a device containing dislocations is due to impurity 
tunneling. This component has the form of 
J oc exp (eV) 
We believe that the tunneling component, that arises due to deep states, is significant only in the 
case of impurity precipitation at the dislocations [8]. Since in solar cell fabrication extensive 
gettering is used, this component can be quite small in "good" cells. In this paper we will neglect 
this component. 

3. A network model describing the effects of the spatial distribution of 
dislocations in a large-area device 

The microscopic and statistical models describe how each local region behaves as a solar 
cell. In order to describe how these local cells interact with each other to produce large-area cell 
characteristics, we have developed a computer network model which interconnects the local 
solar cells, as illustrated in Figure 3. It consists of a parallel combinations of current sources 
(photon generated current) and diodes (dark current). Each node in the matrix depicts a local 
cell, connected to other cells by a resistor representing the series resistance. The series resistance 
is approximated by the emitter sheet resistance between the adjacent elements and is constant. 
Each local region, having a known defect density, can be described by a dark current given by : 

7dark " J01 

" eV/ 
e  /kT- 1 + J02 

" eV/ 
e  /2kT 1 

(7) 

These dark current components of equation (7) correspond to the base and the depletion region 
recombination currents, respectively. Hence, a local cell element (n,m) in the network matrix of 
Fig. 3, is comprised of dark current sources of Jninm» and Jrj2nm> and a corresponding light- 
induced current JPh,nm- One can represent 

Joinm= Joix Fnmx exp(ev/kT-l) 
and 

J02nm= J02X F'nmX exp(ev/2kT-l) 

where Joi and J02, that represent dark currents in the best device element. Fnm and F „m, are the 
factors representing the ratio of dark current normalized by the "best-device" current for each 
component. A finite element computer code, written in Microsoft Excel, is used to analyze the 
network. 

As an example, we model a solar cell as an array of 5x20 devices connected through an emitter 
with a sheet p of 40 ß/sq and connected to a bus bar as shown in Fig. 4. Let us assume that 
20% area of this cell has a dislocation density of lOfycm^. We assume that there are only two 
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types of devices — the device elements (1,17) through (1,20) and (5,17) through (5,20), 
corresponding to 20% of the total cell area, have a high dislocation density of about 106/cm2; rest 
of the cell has zero dislocation density (zero-D). The effect of this dislocation density is 
accounted for by higher Jo values and lower Jph, as compared to the other elements. The values 
of Joi and Jo2 for dislocated regions are 7.2 xlO"8 A/cm2 and 9 x 10"12 A/cm2, respectively. The 
corresponding values for zero-D regions, are 3.6 xlO"9 A/cm2 and 4.5 x 10"13, respectively. 
The Jph value for the dislocation-free devices is assumed to be 35 mA/cm2. The values of Joi 
and Jrj2 for the dislocation-devices are defined as fractions of the high-performance values. 
These values of dark current densities are taken from our earlier published results [7]. 

It is clear from Fig. 4 that the characteristics of each device operating in the connected cell 
configuration will be different from those in the isolated case. The characteristics of an isolated 
dislocation-device from node (1,17) is shown Figure 5. For comparison, a similar plot for a 
dislocation-free device, such as (1,1), is also shown in this figure. Figure 6 shows the I-V 
characteristics of the total cell, with 20% dislocation-devices, under AM 1.5 illumination. Also 
shown in the figure are total cell I-V characteristics for a cell consisting of 100% dislocation-free 
devices and a cell consisting of 100% dislocation-devices, for comparison. The values of Voc, 
Jsc, and FF are as follows: 

% area of high dislocation devices Voc(mV) J^mA/cm2) FF 
0 650 34.9 77.72 

20 615 33 77.53 
100 565 26 75.18 

It is seen that while V0c and JSc drop as the fraction of the total cell covered by low-performance 
cell elements increases, the FF does not vary substantially. 

It is instructive to determine how each cell element can act as a current generator or a sink as the 
cell is operated through different voltage conditions. Figure 7a shows the status of the current 
through each device when the entire cell is operating near the maximum power point (V=0.5V). 
The open white regions indicate that the device is generating current, while shaded regions 
indicate that the device element is acting as a "sink". It is seen that at the maximum power point 
of 0.5V, no cell, element is sinking the current. Figures 7b, 7c, and 7d show the status of the 
various devices at selected terminal voltages as the voltage increases toward 0.56V. 

Conclusion 

We have described a phenomenological approach to combine a microscopic dislocation model, 
statistical model for a small-area P-N junction containing dislocations, and a network model to 
couple non-uniformly distributed dislocation. The results of this model predicts: 

• The primary effect of dislocations in silicon substrates have a primary effect is to degrade 
the cell VQC. The severity of such a degradation depends on the distribution of the low 
performance regions and the nature of the defects and impurities present in these local 
regions. 

• The mechanism of the degradation is manifested by local shunting of the cell, leading to 
internal current "sinks." 

• The present model includes only two terms in the dark current. This model can be 
extended to include tunneling current to accommodate the effects of impurity segregation 
at the   dislocations. 
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EFFECTS OF LIGHT ON THE RESONANT TUNNELING 
IN SILICON QUANTUM DOT DIODE 

CHEN DING AND RAPHAEL TSU 
Department of Electrical Engineering, UNC Charlotte, Charlotte, NC 28223 

ABSTRACT 

The resonant tunneling via nanoscale silicon particles embedded in an a-SiQ, matrix in 
a diode structure has revealed a range of intriguing observations such as extremely sharp 
peaks and steps and periodic oscillations in (conductance-voltage) G-V measurements. 
Recently we have discovered a drastic sharpening of the conductance peak with light.  Phase 
measurements show that the effects of light may be understood by invoking the filling of 
charged traps. 

Silicon resonant tunneling diodes are constructed of an amorphous silicon dioxide (a- 
Si02) double barrier, surrounding a nano-crystalline silicon (nc-Si) layer.  The double barrier 
is sandwiched between a crystalline silicon (c-Si) substrate and aluminum (Al) contacts.  The 
resulting metal /a-Si02/nc-Si/a-Si02/c-Si/ metal structure was first fabricated and investigated 
by Ye, Tsu, and Nicollian [1].  From the very first treatment of resonant tunnelling [2], the 
I-V should show peaks.  However, due to the large Fermi sphere of the Al contact, peaks are 
present only in G-V as elaborated [3].  Figure 1 shows the diode structure fabricated by 
lithography with the active part isolated by field oxide.  The thickness of the active part is 
typically 150 A consisting of deposited silicon at room temperature followed by annealing 
and oxidation at 800 - 850°C resulting in nc-Si particles embedded in an a-Si02 matrix.  The 
as-prepared diode structure shows almost no conduction before forming by passing current in 
the forward direction typically at +5 V at a current density of 100 A/cm2.  Forming is 
necessary to assure conduction path by removing the residue amorphous tissue regions 
between these nanoscale silicon particles [4]. 

SiO, 

n-type c-Si 

Depletion layer Double barrier layer 

Fig. 1  Cross section of the silicon quantum dot diode. 
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Recently we have found that electrical forming is not necessary when highly phosphorus 
doped poly silicon gate is used instead of the Al-gate [5].  Before we discuss the effects of 
illumination by visible light, several typical I-V or G-V features will be summarized in order 
to have a better understanding of the highly surprising observations.  Figure 2 shows a 
typical conductance G versus the reverse bias V.  Note that this particular sample shows both 
the typical peak as well as the step in G-V.  In 5% of the diode structures, slow conductance 
oscillations are observed [6].  And recently, the observations of the multiple steps, attributed 
to resonant tunneling initiated avalanche multiplication, have been quantitatively explained 
[7]. 

In the present work, we have focussed our transport measurements to include the phase 
shift versus bias voltage, *-V.  We shall show that the observed light effect can be explained 
using the <£>-V measurements. 

l.Oc-03 

8.0e-04 

6.0e-04 

U   4.0e-04 - 

2.0e-04 

0.0e+00 
!.0   -9.0   -10.0 -11.0 -12.0  -13.0  -14.0 -15.0  -16.0 

Bias Voltage (V) 

Fig. 2  Conductance versus bias voltage for a sample with both peak and step. 
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Under illumination with a focussed microscope light through a filter, typically steps in 
G-V are converted to peaks and peaks in G-V are significantly sharpened as shown in Fig. 3a 
and 3b.  Using a Si filter, a Ge filter, a GaAs filter, and various Corning filters, it was 
established that light induced effects disappear when the photon energy falls below the 
fundamental bandgap of silicon.  The presence of trapping centers in a resonant tunneling 
device introduces phase shifts analogous to a capacitance in a resistive circuit.  Figure 4 
shows the phase of the conductance G versus the applied bias voltage for a typical sample at 
300 K, with light illumination (WL) and no illumination (NL).  Note that the dip in phase 
— 25°, near the peak in G-V is absent with illumination. The disappearance of a substantial 
phase shift may be interpreted by the filling of traps from light generated carriers, resulting 
in a stronger conductance peak.  Since the generation of electron-hole pairs lowers the 
substrate resistance, the peaks are shifted toward lower bias voltage under illumination. 
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Fig. 3  Conductance versus bias voltage for two samples with illumination (dashed) and 
without illumination (solid). 
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Fig. 4 Phase of the conductance G vs bias V for a typical sample, WL (with light) and NL 
(no light).   G-V is also shown for comparison. 

In summary, using $-V to corroborate G-V, we are able to establish that the features are 
enhanced with illumination due to filling of traps from photo-generated carriers.   And $-V 
measurements represent a powerful technique for the study of traps in resonant tunneling. 
The frequency dependence of the *-V will be examined in future studies. 
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ABSTRACT 

Making a comparative study between MOSFET and polycrystalline silicon thin film 
transistor(poly-Si TFT) in applying the charge pumping method(CPM), the most distinctive 
difference was found in the relation of the charge pumping current(Icp) versus the gate pulse 
frequency. According to the conventional theory, Icp increases linearly with the gate pulse 
frequency. In poly-Si TFT, however, Icp shows complicated dependence on frequency. We 
modeled the frequency dependence of Icp in poly-Si TFT by considering the resistance of active 
poly-Si film. According to this model we can extract the parameters such as grain boundary trap 
density, substrate resistance, and capture cross section. 

I. INTRODUCTION 

Poly-Si TFT has been actively studied because of their capability of integrating on-panel 
driving circuit with active elements in AM-LCD's and three-dimensional LSI applications1. But 
these advantages are constrained by the grain boundary traps. Therefore, to know the 
characteristics and density of grain boundary traps is very important in order to achieve proper 
control over these devices. There are several works about the grain boundary trap evaluation by 
measuring the channel current2-3. Because the channel current is affected by the potential barrier 
formed by the grain boundary traps, the information about the grain boundary traps can be 
extracted from the measured channel current. However, the properties of the grain boundary 
traps found by this method is only effective ones not real ones. 

For MOSFET, charge pumping method(CPM) has been used to find out the density of 
Si/Si02 interface traps. CPM was originally introduced by Bruger and Jespher6, which is based 
on a recombination process in the Si/SiC>2 interface states. This method can present the 
information like the spatial and energy distribution of interface states as well as the average 
density. Therefore, it has been known to be a very powerful and reliable method for the 
characterization of the interface trap properties. 

Nowadays, CPM is also tried to poly-Si TFT by a few to evaluate the grain boundary trap 
density4-5. But the direct application can cause some problems because the characteristic of 
poly-Si TFT is different from that of MOSFET. The most distinctive difference discovered by 
our experiment was in the relation of charge pumping current(Icp) versus the gate pulse 
frequency(/). In MOSFET, Icp increases linearly with frequency but in poly-Si TFT, even 
decreases in high frequency range. Therefore, we can see that significant error may be caused if 
the grain boundary trap density is evaluated in the improper frequency range where the 
conventional theory is violated. 

In this paper, the physical processes involved with the unexpected phenomenon will be 
explained and the theoretical model will be also presented. 
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H. THEORETICAL MODEL 

Conventional theory : Charge pumping current 

While the n-channel MOSFET is forced by positive gate voltage, some of the electrons which 
form the inversion layer are captured by the surface states. And they recombine with the majority 
carriers from the substrate when the gate voltage is changed to drive the device into 
accumulation state. By repeating this sequence, a net current called charge pumping current 
flows. According to the conventional theory, Icp is 

cp V<1Nit + aC   (V„ - oxv  G 't» (1) 

where AQ is gate area, /is gate pulse frequency, q is electronic charge, N,t is average density of 
interface states, Cox is oxide capacitance, VG is gate voltage, Vt is threshold voltage and a is 
the fraction of free carriers under the gate that recombine in the substrate forming geometric 
component. 

Modified theory for poly-Si TFT 

The resistance of poly-Si film has been known to be very large until the doping concentration 
is up to 1018cnr3 7>8. This is because the disordered atoms at the grain boundary have the 
incomplete atomic bonding that creates a potential barrier by trapping carriers. This fact, 
however, has not been considered in applying the charge pumping method to poly-Si TFT 
although the resistance of undoped substrate can limit the ability of holes to transit into the gate 
area when the pulses are forced with high frequency. Of course, the substrate resistance also 
limits the electron transit but affects less because of the device geometry(Fig. 1(b)). Hence, we 
will expand the equations on the assumption that the electrons are supplied enough. 

W/I^30/20,105/20 

Fig. 1 (a) The experimental configuration, (b) The device structure and distributed model for 
charge pumping. Cd and Rd are the distributed capacitance and resistance which are 
experienced by holes(or electrons) during transition into the gate area. The last one is the 
lumped model. 
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If we calculate the amount of holes when the gate pulse is negative VL (for the convenience, the 
distributed elements are substituted by lumped Rgq and Cox such as Fig. 1(b)) assuming the duty 
cycle of gate pulse is 50%, then 

QL(/)- 
-V, FB\ 

Keq 

■TA 
exp(- 

Re qCox 
)dt=\VL-VFB\C0M-exp( 

1 
2 Re qCoxf 

)      (2) 
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Fig.2 Comparison of the charges calculated 
on RC model and those necessary in charge 
pumping operation per one period. Parame- 
ters used in calculation are Req=7.5GQ and 
Cox=0.23pF andNgt=5xl010cm-2. 

V 
1 

vth°nns 

where VL is negative gate voltage, Rgq is 
equivalent resistance of TFT, T is the gate 
pulse period. In Fig. 2, we compared the 
amount of charge calculated on Eq. (2) and 
necessary in charge pumping based on Eq. (1). 
This figure shows that the magnitude of Icp 
will be limited by the substrate resistance at 
higher frequency than fcritical- Tnat ls> ^e 
measured Icp is mainly decided by the amount 
of holes supplied by substrate not by the 
trapped electrons in high frequency range 
above fCriticaI- 

To analyze this substrate resistance effect 
on Icp, we considered the time characteristic of 
traps.  The trap time constant is used for 
average time for trapping and is expressed as 
follows^ for donor and ta for acceptor states 
respectively) 

1 

VthVpPs 

(3a),(3b) 

where vth is thermal velocity of carrier, an and a« is capture cross section of electrons and 
holes and ns, ps is electron and hole concentration at surface respectively. Eq. (3), however, 
must be rewritten in poly-Si TFT if the band bending which causes ps(or ns) is limited by the 
large substrate resistance as mentioned above. Considering Eq. (2), 

Td(f)- vth X Up X '- 
\VL-VFB\xCa 

qVsub 
1 - exp 

^^eq^ox. n (4) 

where Vsut, is the volume of channel. This trap time constant is dynamic with the gate pulse 
frequency. According to the above equation, the time constant gets longer as frequency 
increases. Therefore, the amount of carriers captured by traps for one period is reduced. This 
becomes evident when we calculate the density of the grain boundary trap states that participate 
in the charge pumping operation as shown below. 
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rEhfT/             c n_ (O)exp(- y ) f 
Ngt (/) = j    j /2^(£) ^^ffi* = «: (0) 1 - exp 

2rdf 
(5) 

where Eh and El is the high and low energy limit and the only traps located in this range can be 
evaluated by CPM. Eh and El is calculated by considering the capture and emission rate of 
traps9. The fact that the traps which constribute to the charge pumping current may be 
segregated by energy is the limit of CPM. But, if most trap states locate near mid gap, the error 
between real and evaluated trap density will be negligible. In Eq. (5), Dgt(E) is grain boundary 
trap density per eV per unit area and assumed to be uniform, cp is hole capture rate and n~_ (0) is 

the number of negatively charged traps at time t = 0 during the negative gate voltage. Nt is the 
total number of trap states located between El and Eh. To calculate H~(0), let's assume that 

there are two kinds of traps, that is, negatively charged and neutral. If the amount of capture and 
emission during the pulse transition is negligible, the number of negatively charged traps is9 

«:(o)=—\    y a)\, (6) 

But at high frequency, the pulse period is too short to reach steady state in capturing carriers. 
Then the amount of «~ (0) may be different for each pulse train. Then Eq. (6) can be rewritten 

like below. 

«Z(0) = 
k 

nZfO)- 
N'{l-^{-TÄra)} 

1-exp-j \-T/[ V  + V "I     2    I A,  AJJ ^^LT/J y + v )] -4-r4%.+XJ 
where «~ (0) is the amount of negatively charged trap for kth pulse train and n  (0) is the initial 

~£ "1 
amount. By inserting Eq. (7) into (5), Ngt(/) is expected to decrease at high frequency and if this 
reduced amount is large enough to cancel the increment of frequency, then Icp will decrease in 
high frequency range. 

In Fig. 3, the effect of substrate resistance on Icp is simulated. As we can predict, Req is 
related directly with the distortion starting frequency. 

HI. EXPERIMENTAL RESULTS 

The experimental configuration is the same with Fig. 1(a). Rectangular pulse was generated 
with the HP8112A pulse generator. Pulse amplitude was large enough to originate charge 
pumping current: Vjj>Vt and VL<Vpß. Supply of Vr and measurement of DC substrate current 
were made with the modular DC source/monitor 4142B. And the complete experimental system 
was controlled by IBM PC. 
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Req on charge pumping current. 

Fig.4 Experimental values of Icp in poly-Si 
TFT and MOSFET for gate pulse frequency. 
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Fig. 5 Simulation results and experimental values, (a) is for W/L=30um/20um and (b) for 
W/L=105um/20um. 
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The devices are n-channel poly-Si TFT fabricated in the mid temperature(600°C). The 
thickness of gate oxide and poly-Si film is about 35nm, lOOnm respectively. The ratio of width 
to length is 30um/20um and 105um/20um. For comparison, we prepared MOSFET whose W/L 
is 20um/0.8u,m. 

In Fig. 4, the experimental results are illustrated. In low frequency, the device whose gate 
area is larger generates more charge pumping current. Icp, however, starts to fall at lower 
frequency in W/L=105/20 than W/L=30/20. This is reasonable because longer width results in 
larger equivalent resistance for holes. But, in MOSFET Icp is proportional to the gate pulse 
frequency linearly as predicted in Eq. (1). 

The simulation results based on our new model coincides with the experiment as shown in 
Fig. 5. But difference becomes larger as the frequency increases. This may be originated in the 
fact that the distribution of grain boundary trap density for time constant isn't considered in out 
model. Therefore, further study is needed to obtain more advanced equation including the time 
constant distribution. And the extracted parameters are Req=55Gfi, Ngt=6.33xl010cm-2 for 
30/20 and 200GQ, 0.43xl0l°cm-2 for 105/20 with VH=5V, VL=-5V, Vt=3V, VpB=-lV, 
vth=1.0xl07cm/s and Vsub=3xl0-Ucm-3 and 9xl0-ncm-3. Ngt is calculated from the slope of 
Icp versus frequency in low frequency range. It can be conferred from the value of Ngt for 
105/20 that there is already considerable degradation even in a few kHz range. In simulation, 
capture cross section is fixed to 4xl0"17cm2 to focus the role of substrate resistance. 

IV.CONCLUSION 

We find out why the distortion in the relation of Icp versus gate pulse frequency appears in 
poly-Si TFT. The large substrate resistance of undoped poly-Si film limits the transit ability of 
carriers and hence sufficient trapping cannot occur in higher frequency range than fcrjtical- 
Therefore, if we evaluate the density of grain boundary traps by conventional CPM theory, the 
gate pulse frequency must be chosen carefully. Our model, however, includes the distortion and 
so, can extract the substrate resistance and capture cross section as well as the density of grain 
boundary traps. 

Calculated Ngt is somewhat low and this may be because tail states cannot be evaluated by 
CPM in our experimental condition. Therefore, we can guess that most of grain boundary traps 
are located in tail states not in mid-band as evaluated by a few8-10. Therefore, to obtain more 
accurate value we correct our results by deviding with (En-Ei). 
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ABSTRACT 

Multicrystalline silicon ingots of 55 cm x 55 cm cross section, 100 kg have been grown by 
the Heat Exchanger Method (HEM). Controlled growth features have been used to produce large 
grain size, vertically oriented grain boundaries, large areas of twins with low defect density and 
rejection of impurities to the top of the ingot. Ambient control has reduced C, N, and O 
concentration and minimized precipitates with no detectable metallic impurities. High 
performance solar cells have ben fabricated, and further improvements can be achieved by 
minimizing dislocation tangles and impurities in localized regions. 

INTRODUCTION 

It is recognized in the photovoltaic industry that crystalline silicon produced by ingot 
technologies can meet the near-term cost and efficiency demands for commercial production of 
high performance solar cells. For the long range, it is necessary to reduce the production cost 
of ingot technologies further to compete with the projected cost of alternative materials in thin 
film form. This can be done with larger ingots, and these cost reductions must not be achieved 
at the expense of degradation in quality of the material produced. 

A number of multicrystalline ingot production processes [1-6] are being pursued for 
economic production of silicon ingots. One such process is the Heat Exchanger Method (HEM) 
which is a single crystal growth process adapted for multicrystalline silicon ingot growth. Ingots 
up to 55 cm x 55 cm cross section, weighing 100 kg have been produced with uniformity in 
properties to produce large area solar cells [7]. In an effort to further improve the performance 
of solar cells, emphasis has been placed on understanding the performance-limiting defects and 
impurities and developing procedures to control these defects and impurities. 

Solidification by HEM with a nearly planar solid-liquid interface to produce large regions 
of nearly zero dislocation density have been developed. The control of the growth ambient yields 
material of low carbon and oxygen concentrations with minimal precipitate formation, residual 
metallic impurities, and only localized regions of dislocation networks. 

HEAT EXCHANGER METHOD 

The Heat Exchanger Method (HEM) is a single crystal growth process which is used in 
production for 20 cm and 25 cm diameter, high-quality sapphire crystals for optical applications 
[8-10].  Sapphire crystals up to 33 cm diameter have been grown in research and development. 
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This process was adapted for production of large, square cross-section silicon ingots for 
photovoltaic applications. Nearly single crystal ingots of 33 cm x 33 cm cross-section, 35 kg 
were produced [11]. It was demonstrated that the large grain multicrystalline areas of the ingot 
yielded solar cell performance similar to that of single crystal areas [12]. It was recognized that 
further cost reductions could be achieved by production of multicrystalline silicon ingots with 
uniformity in properties by decreasing the labor costs and increasing the growth rates. 
Modifications were made to the heat extraction system so that heat was extracted during the 
growth stage through the entire bottom of the crystal. An additional advantage was that as the 
cross-section of the ingot was increased, the heat extraction area increased correspondingly. The 
control system inherent in the HEM was retained even for multicrystalline silicon ingot growth. 
With this approach, a nearly planar solid liquid interface was produced. This resulted in material 
that had nearly vertical grain growth, low residual stress, low defects, and impurities. Silicon 
ingots of 44 cm x 44 cm, 80 kg were grown in production [13]. The cycle time of approximately 
44 hours was similar to the 33 cm x 33 cm cross section, 40 kg ingots. The uniformity of large 
grain size and vertical orientation of the grain boundaries for a 44 cm square cross-section ingot 
is shown in Fig. 1. 

Multicrystalline silicon ingot growth by HEM is carried out in a Si3Ni4 based coated silica 
crucible [7]. This coating prevents the attachment of the silicon ingot to the silica crucible at 
high temperatures and, therefore, cracking of the ingot is eliminated. At the melting point of 
silicon this coating is destabilized under vacuum and, therefore, argon gas is used as the growth 
ambient. The furnace pressure is controlled during the growth stage so that silicon contains low 
oxygen and carbon concentrations. The source of oxygen in silicon is primarily due to the silica 
crucible. When a non-oxide ceramic was used as a reusable crucible with HEM, the oxygen 
concentration in the silicon was reduced to less than 1 ppma [14]. Growth of multicrystalline 
silicon ingots by HEM is achieved by controlling the heat extraction through the bottom of the 
crucible. Therefore, a temperature gradient is imposed on the ingot during the growth stage. 
This temperature gradient can lead to stress in the ingot and, therefore, to a high defect density 
in the silicon. After complete solidification by HEM, the furnace temperature can be reduced 
below the melting point of silicon, and the temperature gradient on the ingot can be reduced to 
achieve annealing of the ingot prior to cool down. This in situ annealing of the ingot reduces 
the defect density in the silicon. In an effort to improve the quality of multicrystalline HEM 
silicon produced routinely, detailed characterization of defects and impurity contamination was 
carried out. This data was used to optimize the growth parameters of HEM. Most of this 
development was carried out for 33 cm x 33 cm size ingots, and after characterization, these 
procedures were implemented for the production of 44 cm square ingots. During this 
characterization emphasis was placed on mapping of properties so that the uniformity of 
improvements could also be evaluated. 

DIRECTIONAL SOLIDIFICATION 

Most impurities in silicon have an equilibrium segregation coefficient of less than one. 
Therefore, during directional solidification from the melt, highest purity silicon is solidified 
initially, and most of impurities are rejected in the last material to freeze. In addition, it is 
important that there are no impinging interfaces because, under these circumstances, the 
impurities will be dumped in these areas. It is also important that uniform growth rates are 
achieved with control of the solid-liquid interface.   Therefore, for square cross section ingot 
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growth proceeding from the bottom of the crucible towards the top with a nearly planar solid- 
liquid interface, the last material to solidify should be near the top corners of the ingot. 

Since silicon undergoes expansion upon solidification, the last material to freeze should be 
tips at the top corners of the ingot. Under these circumstances most impurities will be rejected 
near the top surface of an HEM ingot. Some contamination and stress is also expected near the 
outside surfaces of the ingot in contact with the crucible. Therefore, it is essential to remove the 
surface layer off an HEM ingot prior to use for photovoltaic applications. Detail characterization 
was carried out on the bulk of the ingot to quantify the degradation of material quality. It was 
observed that there was some degradation in material quality along the height of the ingot; 
however, there was no observable difference along the length and width of the ingot. The 
material close to the bottom and the top of the ingot showed some degradation, whereas the bulk 
of the remainder ingot showed uniformity in properties. Based upon this observation, 
characterization was carried out for silicon pertaining to top, middle, and bottom of the ingot. 

CHARACTERIZATION 

Different characterization techniques were used to characterize the top, middle, and bottom 
of HEM ingots. The top and bottom sections corresponded to areas within 2.5 cm from these 
surfaces. The characterization data reported pertains to typical values of several ingots; the trends 
were quite similar with some differences in absolute values. 

Diffusion Length Measurements 

A 10 cm x 10 cm wafer of HEM silicon was polished and mapped for diffusion length and 
lifetime. Data corresponding to a 10 cm diameter area of the wafer from the middle portion of 
the ingot is shown in Fig. 2. This data shows a high degree of uniformity with average value 
of diffusion length of 96 ± 16 urn for as-grown silicon. The average lifetime value was 2.35 ± 
0.75 |is. Data taken for a similar wafer corresponding to the top of the boule showed a diffusion 
length of 15 ± 12 with a maximum value of 121 um. This degradation is attributed to rejection 
of impurities near the top section of the ingot; however, localized areas still show long diffusion 
lengths. A sample corresponding to an area approximately 2.5 cm from the top surface exhibited 
a diffusion length of 67 + 58 with localized area up to 269 urn. This data shows that the 
degradation in diffusion length of as-grown silicon is limited to about 2.5 cm from the top 
surface of the boule for as-grown multicrystalline HEM silicon. 

Carbon and Oxygen Concentrations 

Samples of HEM silicon corresponding to top, middle, and bottom portions of a typical ingot 
were characterized for carbon and oxygen concentrations. This analysis was carried out using 
Fourier Transform Infrared (FTIR) spectroscopy, and diffusion length measurements were also 
carried out using SPV. 

This data is shown in Table I for ingot #14. It can be seen from this data that the oxygen 
concentration decreases along the height of the ingot.    This is attributed to the effect of 
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Figure 1: Photograph of a HEM silicon ingot. Note 
the large vertical grain growth. 
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Figure 2: Diffusion length map of a 10 cm diameter area from the 
middle of an ingot. The diffusion length is very uniform over the 
region. 
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atmosphere during growth; the silicon at the bottom of the boule had minimal exposure to the 
ambient of the furnace as compared to the material at the top of the ingot, which showed 
significant reduction in oxygen concentration. The carbon concentration showed little change with 
a slight tendency to increase along the height for this boule; this slight increase was not always 
observed. The data on Table I also shows that the typical diffusion length values are quite 
uniform within the ingot except near the top of the ingot. Process changes were made to the 
HEM solidification to improve the uniformity of silicon for the bulk of the ingot, and the data 
for ingot 217K is also shown in Table I. For this ingot the sample designated top was taken 
approximately 2.5 cm from the top surface. It can be seen that for these samples, the diffusion 
length and carbon and oxygen concentrations show very good uniformity. 

Slices from top, middle, and bottom sections of HEM multicrystalline silicon ingots were 
mapped for defect density using Rapid Scanning Defect Mapping System [15] at NREL. The 
samples showed low defect density, and a typical sample is shown in Fig. 3. The defect maps 
showed a low "background" defect density (~104 cm"2), corresponding essentially to dislocation- 
free material. In some localized areas, the defect density increased, but only slightly. A wafer 
from a middle portion of the ingot was also characterized for defect distribution. This data for 
ingot 25IK is shown in Fig. 4. This sample also shows low defect density with some localized 
areas of slightly higher defect density. Some of these localized areas were measured for diffusion 
length, and these values are also shown in Fig. 4. A comparison of the defect map for the 
diffusion length data shows very little correlation; even the higher defect density regions show 
long diffusion length. 

Optical Microscopy 

The characterization data on several HEM silicon ingots showed that generally, the material 
was of high quality with long diffusion lengths for as-grown material and low defect density in 
the bulk of the boule. However, there were localized areas which may be limiting the 
performance for photovoltaic applications. Emphasis was placed on characterizing these localized 
problem areas for defect density and impurities concentrations. Figure 5 shows three types of 
areas observed at 200X magnification for ingot 251K. The bulk of the material was typical of 
Figure 5a, showing a high density of parallel twins with regions of low defect density. Localized 
areas of dislocation tangles are shown in Fig. 5b. Figure 5c shows regions of low defect density, 
dislocation tangles, and dislocations in close proximity. 

Impurity Analysis 

The localized areas of high defect density were characterized by Auger Spectroscopy. It was 
expected that the regions of high defect density may be associated with high concentration of 
impurities as well. Auger Spectroscopy did not show detectable impurity concentrations in these 
areas. This may be because, even in these localized areas, the impurity concentration is below 
the detectability limit of Auger Spectroscopy. Samples of HEM silicon were, therefore, 
characterized at University of Southern Florida. Measurements of diffusion length along with 
Fe and Cr concentrations in dissolved form for as-grown multicrystalline silicon samples were 
carried out. Linear scans of diffusion lengths were used to measure the concentration of non- 
precipitated Fe and Cr in the present form of Fe-B and Cr-B pairs. The Fe and Cr concentrations 
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Sample Carbon (ppma) Oxygen (ppma) Diffusion Length (|im) 
Ingot 14: wafer 6 8.42 1.92 80 

wafer 71 9.06 3.67 73 
wafer 145 7.86 4.48 78 

Ingot 217K, wafer 5 9.70 5.30 166 
wafer 54 10.6 4.90 181 
wafer 108 9.50 2.30 215 

Table 1: This table shows the carbon and oxygen concentration and diffusion length 
versus position in HEM ingots. 
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Figure 3: Typical defect density map of HEM silicon. There is a 
low background defect density with isolated regions of higher 
density. 
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Figure 4: Defect density (a: top) and 
lifetime (b: bottom) map for an HEM 
wafer. Note the diffusion length is 
high even in high dislocation 
regions. 

''.'riw'^*?T v*. v'. •    ■ ■■■*■ .  ■■ 

Figure 5: 200X photographs of a defect 
etched HEM wafer, (a) is typical of HEM 
material - high density of parallel twins in 
low defect density regions, (b) shows a 
dislocation tangle; (c) a combination of 
twins, tangles, and isolated defects. 
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were determined from changes in diffusion lengths upon optical and thermal activation, which 
led to the disassociation of Fe-B and Cr-B pairs, respectively and the formation of Fe and Cr 
interstitial. This data showed that the Fe-B pairs in HEM multicrystalline silicon is less than 1012 

cm"3. The primary metallic impurity detected in these samples was Cr, which was approximately 
at 1012 cm "3 level. 

Solar Cell Performance 

Multicrystalline HEM silicon has been used in solar cell fabrication at several laboratories. 
University Center of Excellence for Photovoltaics and Education, Georgia Institute of 
Technology, has produced 17.4% efficiency (1 cm2 area) solar cells. Sandia National 
Laboratories produced several high performance devices of 42 cm2 area and achieved up to 
16.3% efficiency. HEM multicrystalline silicon has been used by Sandia to produce world's first 
multicrystalline silicon solar cell module with over 15% efficiency [16]. This has been achieved 
with production of large area cells that have a very narrow distribution [17]. A systematic 
evaluation of solar cell performance as a function of height of the ingot showed that the bulk of 
the material in the boule showed high performance with degradation for wafers corresponding 
to the very top and bottom of the ingots. Based upon the characterization data, the slight 
deterioration at the bottom of the ingot may be due to thermal stress because this material under 
goes maximum thermal gradient during ingot growth. The degradation near the top of the ingot 
may be due to segregation of the impurities during growth. Diffusion length mapping correlation 
of characterization data showed that the degradation of solar cell performance near the top of the 
boule was limited to a smaller distance, as compared to the characterization data. This 
discrepancy may be due to segregation of fast diffusing impurities (such as Cr) near the top of 
the ingot. During P diffusion, these impurities may be gettered, thereby leaving the substrate free 
of these impurities. 

CONCLUSIONS 

The HEM is a low-cost process capable of producing large 55 cm x 55 cm cross-section 
multicrystalline silicon which is useful for making high efficiency solar cells. This single crystal 
growth process has been adapted to produce multicrystalline silicon ingots with large grain sizes, 
vertical orientation of the grain boundaries, low "average" dislocation density, large areas of 
twinning corresponding to low defect density. Controlled growth features of the process have 
been used for achieving effective segregation of impurities so that most of the impurities are 
rejected to the last material to freeze near the top of the ingot. Ambient control during the 
growth has allowed control of carbon and oxygen concentrations to lower values. Uniform 
growth conditions favor low precipitation of impurities and low density of particles. The 
precipitates in localized areas are a complex mixture of C, N, and O with no detectable metallic 
impurities. The Cr concentration observed (1012 cm"3) can be gettered during the cell fabrication 
process, thereby leading to improved diffusion lengths in the multicrystalline silicon. The 
uniformity of properties of HEM silicon ingots is high, and the low diffusion length regions are 
limited to the surfaces of the ingot. High performance solar cells have been fabricated, and the 
limitation to further improved performance appears to be few localized regions of dislocation 
tangles and impurities at lower levels. 
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ABSTRACT 

The reliability of high performance carbon and beryllium-doped heterojunction bipolar 
transistors (HBT's) is investigated using a pulsed mode current stress. After the current stress, the 
collector current reduction (measured at a fixed Vbe) and the inverted collector current ratio 
change (measured at two different reverse Vbe biases) are used as measures of HBT degradation 
due to dopant acceptors migration. For carbon and beryllium doped HBT's, degradation was 
found to be only significant beyond a threshold current density (Jth), showing that the carbon 
doped devices have a higher Jth than that of the Be-doped HBT's. Beyond the Jth, the device 
degradation is insensitive to the stress current density but depends on the total stress charge. As a 
result, the device degradation mechanisms of electric field assisted dopant and carrier 
recombination enhanced dopant migration can be distinguished under pulsed mode current stress. 

INTRODUCTION 

While HBT technology has reached a certain degree of maturity, there is still little device 
reliability information available to warrant a widespread acceptance of this class of devices in 
military and commercial applications. This is partially due to the complicated device degradation 
characteristics associated with the device fabrication processes and to a lack of the understanding 
of device degradation mechanisms. Therefore, the investigation of degradation mechanisms on 
HBT devices is essential to help establish a credible reliability baseline for HBT technology. 

M.E.Hafizi and O.Nakajima et al. were among the first to investigate the current induced 
degradation of I-V characteristics in Be-doped AlGaAs/GaAs HBT's under forward current stress 
w. They attributed the mechanism to diffusion of the positively charged Be+ interstitial atoms 
from the base into the emitter, resulting in a reduction of collector current and a B-E junction 
turn-on voltage shift. The diffusion of Be+ interstitial is only activated under forward applied bias. 
On the other hand, based on the studies on degradation in tunnel diode, Masashi et al. identified 
the degradation mechanism in Be doped GaAs due to a recombination-enhanced impurity 
diffusion process 3. Despite that the current induced degradation in Be-doped AlGaAs/GaAs 
HBT's can be suppressed either by Zn diffusion into extrinsic base layer 2 or a MBE growth 
condition of reducing substrate growth temperature and increasing AsVGa flux ratio ', there is 
still no comprehensive understanding on the degradation mechanisms in Be-doped AlGaAs/GaAs 
HBT's. 
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In contrast to Be-doped HBT's, carbon-doped HBT's show better reliability results 
because of a smaller diffusion coefficient for carbon than for Be <l7. Nevertheless, carbon-doped 
HBT's still degrade under forward current stress. The degradation characteristics depend on the 
process technology 8, stress techniques 9, recombination rates in the emitter-base space charge 
region 10, surface passivation at the extrinsic base " and the generation of midgap traps in the 
base layer via electron-hole recombination process12. Evidently, the major degradation 
mechanisms are very complicated. Thus, it is desirable to unveil the degradation mechanism in the 
HBT's. In this paper, we report the investigation of degradation mechanisms in Be- and C-doped 
AlGaAs/GaAs HBT's using a pulsed mode current stress. 

EXPERIMENTS 

A pulsed mode current stress was applied to Be- and C-doped AlGaAs/GaAs HBT's at 
room temperature. The emitter geometry of Be- and C-doped devices is 3x10 um2 and 5x5 urn , 
respectively. The HBT's layers were grown by molecular beam epitaxy (MBE) or metal organic 
chemical vapor deposition (MOCVD) for Be- and C-doped devices, respectively. The Be- and C- 
doped base layers have a doping concentration of lxlO19 cm"3 and 4xl019 cm"3, respectively. Both 
devices utilize a compositionally graded layer on both sides of the emitter layer. 

Figure 1 shows a typical pulsed mode current stress setup for the reliability study. A HP 
8610A programmable pulse generator was used to provide the stressing pulse signal. By adjusting 
the pulse width and height as well as the duty cycle, HBT's can be stressed at different current 
density but with the same amount of stress charge. A typical duty cycle is 1%. Consequently, 
device degradation induced by the conventional forward constant current stress such as ohmic 
contact migration and a self heating effect may be alleviated. A small resistor connecting to the 
emitter lead is used to measure the peak stress current density. The stress current density is in the 
range of 0.1 mA/um2tol mA/um2. 

Lambda Regulated 
Power supply 

HP8160APulse 
Generator 

Pulse height 

Pulse width 

Fig. 1. Experimental setup for pulsed mode current stress. 
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INVERTED MODE MEASUREMENT 

The collector current ratio (R ratio spectrum) measured at ^^„=210 volt as a function of 
homojunction forward bias in the inverted mode configuration was used to resolve the 
degradation mechanism in Be-doped AlGaAs/GaAs HBT's under forward current stress 13. The 
detailed derivation of the analytic equation and physical explanation of this novel technique can be 
found elsewhere13. Here, we adopt this technique for a measure of base dopant out diffusion in 
Be- and C-doped devices subjected to the pulsed mode current stress. 

Figure 2 shows a typical experimental R ratio shape as a function of Vhomo on Be-doped 
HBT's, illustrating the U-shape characteristic. At low Vhomo, the ratio is governed by the reverse 
leakage current. The change of R is an indication of changes in the effective 
generation/recombination centers or the width variation in the space charge region. At high Vhomo, 
the series resistance dictates the R ratio value. As a result, this part of R ratio curve can be used 
to monitor the contact integrity. In this paper, we use the bottom value of R ratio curve as an 
indicator of device degradation, i.e. the potential barrier formation due to acceptor dopant 
migration. 

1.20 
o 
(a 

Ql 

0.80 1.20 1.60 
V. 

homo 

Fig. 2. The typical shape of a R ratio curve measured as a function of Vhomo in the inverted mode 
configuration. 

R ratio increase indicates that a conduction band barrier is formed in the heterojunction, 
resulting in a reduction of collector current13. In our experiment, an increase of R ratio was also 
observed under pulsed mode current stress, accompanying a decrease of collector current. As 
shown in Fig.3, the R ratio variation as a function of stressed current density also tracks well with 
collector current change. Therefore, collector current change is an alternative for measuring the 
device degradation. 
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Fig.3 R ratio variation and collector change as a function of stress current density. 

RESULTS AND DISCUSSIONS 

The collector current changes as a function of stress current density and total stress 
charges in carbon-doped AlGaAs/GaAs HBT's are shown in Fig.4 (a) and (b) respectively. 
Clearly, a threshold of 0.5 mA/um2 independent of total stress charge is observed. Beyond the 
threshold current density, the device degradation is found to be insensitive to the stress current 
density (for a fixed stress charge), but depends on the stress charge. The higher the stress charge 
is used, the more degradation in HBT's is observed. 
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Fig. 4. (a) Collector current change versus stress current density in carbon-doped devices, 
(b) Collector current change versus total stress charges in carbon-doped devices. 
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Figure 5 compares the stress results of Be- and C-doped AlGaAs/GaAs HBT's. While Be- 
doped devices shows a similar trend of threshold current density dependency, its value is smaller 
than carbon-doped devices. With the same stress charge as C-doped devices, Jth in Be-doped 
devices is approximately 0.25 mA/um . 
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Stress current density (mA/um ) 
Fig.5 Collector current change versus stress current density in Be- and C-doped devices. 

The device degradation is only observed in devices under forward current stress, 
suggesting that the degradation is related either to the minority carrier injection or to the applied 
electric field at the junction. If one believes the hypothesis of electric field assisted diffusion, the 
results of dopant migration in both carbon and Be doped HBTs during current stress imply that 
the interstitials of C or Be are positively charged in GaAs. The positively charged interstitials of C 
and Be are very unlikely to be observed in GaAs. In addition, the electric field assisted diffusion 
model could not explain the degradation results saturated at even higher stress current densities as 
shown in Fig. 5. On the other hand, the electron-hole recombination can take place upon the 
minority carrier injection and release its electronic energy to the lattice vibration, enhancing 
diffusion of vacancy/interstitial defects. When the interstitials of carbon or beryllium migrate to 
the Ga or As vacancy site, respectively, they become substitutional acceptors of BeGa or CM, 

which are electrically activated at room temperature. If these events occur at the heterojunctions, 
the potential barrier for electron injection will increase, resulting in a reduction in collector current 
13. Based on this proposed model, a supply of vacancies and its subsequently limited enhanced 
diffusion to the heterojunction interface due to a finite number of recombination events may 
account for such an observation as the collector current reduction depends on the total injection 
charges (stress charges) and is insensitive to the stress current density as long as above the 
threshold. If a low stress current density (below threshold) is used, the process of enhanced 
diffusion of vacancies may be incoherent due to a random nature of diffusion process and thus a 
reduction of collector current is absent. On the other hand, the enhanced diffusion of vacancy is 
coherent and follows the current injection path for the stress condition above threshold. Following 
this argument, the observed threshold dependence on the C- and Be- doped samples can be 
attributed to the difference in the enhanced diffusion of associated Ga or As vacancies. 
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SUMMARY 

We have performed the reliability investigation in Be- and C-doped AlGaAs/GaAs HBT's 
using a pulsed mode current stress. By using this stress technique, devices would not suffer from 
the contact migration and self-heating effects. An inverted Gummel measurement is used as a 
measure of device degradation. The devices start to show pronounced degradation after the stress 
current density reaches a threshold current density. The threshold current density of C-doped 
HBT's is higher than that of Be-doped devices. Beyond the threshold current density, the device 
degradation is not affected by the current density, but depends on the stress charge. It suggests 
that carrier recombination enhanced dopant diffusion should be a root cause of the device 
degradation. 
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ABSTRACT 

In this study, we examined the performance of AlGaAs/InGaAs/GaAs pseudomorphic high 
electron mobility transistors with varying channel layer thicknesses for indium mole fractions of 
0.21 and 0.24. For both compositions, we find that there is an optimum channel thickness above 
which the device performance is impaired. As expected the effective critical thickness of the 
hio.21Gao.79As layer is higher. Surprisingly, however, transmission electron microscopy of the 
device structures indicates that the device performance is not impaired by the presence of a linear 
array of misfit dislocations. In fact, the devices with highest performance have misfit disloca- 
tions indicating that defect engineering may lead to improved performance in these structures. 
Furthermore, we find that device structures with poor performance have misfit dislocations along 
both of the <110> directions. Triple axis x-ray diffraction provides a non-destructive estimate of 
the dislocation densities present. 

INTRODUCTION 

Two ways in which to improve the performance of high electron mobility transistors (HEMTs) 
are by increasing the InGaAs channel thickness and the indium content. Increasing the InGaAs 
channel thickness results in better electron confinement by lowering the energy levels in the 
channel quantum well and therefore increasing the conduction band offset. However, as the In- 
GaAs channel thickness increases, the likelihood of forming misfit dislocations to relieve the 
strain in the layer also increases [1]. The Matthews-Blakeslee [1] critical thickness is an equilib- 
rium criterion which has apparently been surpassed by growing under metastable conditions [2- 
5]; these studies have suggested the notion that pseudomorphic InGaAs layers can be grown in 
excess of their critical thicknesses without the onset of misfit dislocations. Increasing the indium 
content also improves the carrier confinement by increasing the conduction band offset. How- 
ever, the critical thickness decreases with increasing indium content or misfit. Recently, there 
has been considerable interest in improving the performance of high electron mobility transistors 
(HEMTs) by varying the InGaAs thickness and/or composition [2,4,6-8]. To date, however, the 
correlation between device performance and the materials issues of actual HEMT structures have 
not been studied extensively. 
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EXPERIMENTAL PROCEDURES 

Two sets of samples were grown by molecular beam epitaxy [9]. One set consisted of nine 
HEMT structures with Ino.21Gao.79As channel widths varying from 75 Ä to 300 Ä. The other set 
had an Ino.24Gao.76As channel layer varying in thickness between 70 Ä and 220 Ä. Beginning 
from the (001) semi-insulating GaAs substrate, these device structures consist of a GaAs buffer, 
an InGaAs channel, a 530 Ä thick Alo.25Gao.75As barrier with a 8-doped Si layer, and a 50 Ä 
GaAs cap. High resolution x-ray diffraction was performed on a Bede D3 diffractometer. Its 
setup has been described elsewhere [10]. In this study, transmission electron microscopy (TEM) 
was performed on a Phillips CM20 microscope. The TEM samples were prepared by jet polish- 
ing in a Southbay 550 jet polisher using a 0.1 vol% bromomethanol solution. Transport proper- 
ties were determined using both Hall and rf measurements [9]. 

RESULTS AND DISCUSSION 

Figure 1 shows the variation of the sheet carrier concentration and the cutoff frequency with 
increasing channel thickness. Initially, the sheet carrier concentration, Ns, increases with increas- 
ing channel thickness, and then begins to decrease for a channel width of 205 Ä. For thicknesses 
below 205 Ä, this trend can be attributed to the increase in carrier confinement with increasing 
channel width, and therefore the increase in the 2 DEG concentration. However, for thicknesses 
greater than 185 Ä, the carrier concentration de- 
creases.   Between an InGaAs thickness of 185 A 
and 205 Ä, Ns drops by 0.2 x 1012/cmz. Rf meas- 
urements of fabricated device structures with 0.1 
|0.m gates also show that fT increases with channel 
thickness up to 185 Ä, but then decreases sub- 
stantially for devices with thicker channels.   This 
is in agreement with the work of Moll et al. [5], 
which indicated that the sheet concentration is the 
relevant parameter in predicting device figures of 
merit like f-p. 

In our previous work [10], triple axis reciprocal 
space maps showed the presence of diffuse scatter 
along at least one of the <110> directions for 
channel thicknesses greater than or equal to 150 Ä. 
Transmission electron microscopy confirms that 
the cause of this diffuse scatter is the presence of 
misfit dislocations along one of the <110> direc- 
tions. Thus, device performance is not impaired 
by the presence of a linear array of misfit disloca- 
tions. The degree of diffuse scatter has been 
quantified by calculating the area under a rocking 
curve about the substrate peak and dividing it by 
the peak intensity of that curve (integral breadth 
[11]). direction. Figure 2 shows the variation of 
this integral breadth for the preferred <110> misfit 
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dislocation. Superimposed on that plot are the 
corresponding measured misfit dislocation densi- 
ties. The correlation between the triple axis x-ray 
diffraction measurements and transmission elec- 
tron microscopy is excellent. In fact, transmission 
electron microscopy indicates that for a channel 
layer thickness of 205 Ä, misfit dislocations are 
present along both <110> directions suggesting 
that the onset of the second set of misfit 
dislocations is the cause for the drop in device 
performance. 

Figure 3 shows the variation of the Hall sheet 
carrier concentration with increasing 
Ino.24Gao.76As channel layer thickness. In this 
case, the drastic drop in carrier concentration oc- 
curs for a channel layer thickness of 190 Ä. Thus, 
the effective critical thickness like the Matthews- 
Blakeslee critical thickness decreases with in- 
creasing strain in the layer. Furthermore, even 
though the maximum sheet carrier concentration 
is greater for the higher indium content HEMTs, 
its drop in Ns is more dramatic (e.g. a drop in N: 

InGaAs layer thickness (Ä) 
Figure 2.  Comparison of integral breadth (□) and 

IU. uiup 11. i>s u U1U.V u»«u.u„v Vw.b. ~-.„r — -.„   misfit    dislocation    density    (•)    for    various 
of 0.35 x 1012/cm2 occurs within a 15 A increase   lno.21Gao.79As channel thicknesses. 
in the InGaAs thickness).   However, the maxi- 
mum sheet carrier concentration is greater for the higher indium content HEMTs.  TEM micro- 
graphs of the Ino.24Gao.76As HEMTs with channel thicknesses of 175, 190, and 220 A are shown 

in figure 4. As in the case of the lower indium 
content HEMTs, the 60° misfit dislocations ini- 
tially form only along one of the <110> directions. 
The second set of misfit dislocations forms for a 
channel thickness corresponding to the effective 
critical thickness (-190 Ä). Another interesting 
result is the fact that at this higher indium content, 
segments of the <110> dislocations form edge 
misfit dislocations with line directions along one 
of the <100> directions. ((220), (2-20), (400) and 
(040) reflections were used to confirm that the 
dislocations along <100> are of edge character.) 
The origin of these misfit dislocations, however, is 
unclear. Some attribute [12] the edge dislocations 
to glide on {110} planes suggesting that when the 
strain in the layer is large enough (x > 0.35), a sec- 
ond slip system is activated. Others claim that the 
<100> misfit dislocations are due to climb, and in 
fact have observed the presence of these <100> 
misfit dislocations for x = 0.25 [13] and x = 0.2 
(upon annealing) [14]. In any case, all of these 
studies have cited nominal values for the InGaAs 
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InGaAs layer thickness (Ä) 
Figure 3. Variation of Ns with InGaAs layer thick- 
ness for Ino.24Gao.7sAs HEMTs. 
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(a) (b) (c) 

Figure 4. TEM micrographs of HEMTs with Ino.24Gao.76As layers (a) 175 Ä, (b) 190 Ä, and (c) 220 
Ä thick. 

composition. In this study, the indium mole frac- 
tions of the HEMT structures have been deter- 
mined using high resolution x-ray diffraction [15] 
to within ± 0.005. Thus, composition does indeed 
play a role in the onset of <100> misfit disloca- 
tions, yet the indium mole fraction at which these 
dislocations appear is much less than that claimed 
by Albrecht et al. [12]. 

Figure 5 shows the integral breadth and misfit 
dislocation density along the preferential <110> 
direction with increasing channel thickness for the 
higher indium content HEMTs. Like figure 2, the 
agreement between these two independent meas- 
urements is excellent. However, the rise in diffuse 
scatter with InGaAs layer thickness is steeper for 
the higher indium content HEMTs suggesting that 
the range of metastability is smaller. 

Our results indicate that the device performance 
drops when the orthogonal array of misfit disloca- 
tions forms. It is still unclear whether the interac- 
tions between these orthogonal dislocations im- 
pairs the performance or whether the density of the 
first set of dislocations become significant enough 
to capture many of the electrons in the well. 
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CONCLUSION 

The effective critical thickness for HEMTs with Ino.21Gao.79As and Ino.24Gao.7eAs channels is 
approximately 205 Ä and 175-190 Ä, respectively. These values correspond to a drop in Hall 
sheet carrier concentration and the onset of the second set of misfit dislocations along <110>. 
The correlation between high resolution x-ray diffraction measurements and transmission elec- 
tron microscopy suggests that the former may be used to non-destructively estimate the density of 
misfit dislocations present in a device structure prior to further fabrication. We also observed 
edge misfit dislocations along <100> for the Ino.24Gao.76As HEMTs. 
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ABSTRACT 

We have investigated the electrical properties of n-GaAs epilayers grown by MBE 
on the top of L.T.GaAs .The Hall mobility and the channel depth of the epilayer decreases 
as the growth temperature of the buffer decreases. The degradation of the electrical 
properties is attributed to the outdiffusion of precipitates and point defects from the L.T. 
buffer layer. The use of intermediate layers (GaAs grown at 400°C-600°C and 
GaAs/AlxGa^xAs (x=0.5, 1) superlattices ) between L.T. buffer and n-GaAs active layers 
in MESFET devices improves the Hall mobility of the channel, the gm and fT performance 
of the devices.This improvement has been attributed to the AlGaAs layer which hinders 
the defects outdiffusion. 

INTRODUCTION 

Sidegating in molecular beam epitaxialy grown FET devices has been eliminated by 
using high resistive GaAs buffer layers grown at low temperatures[1,2] .The high resistive 
layers provide good d.c. isolation (better than the other commonly used layers e.g.GaAs, 
AlGaAs/GaAs superlattices[3]), high d.c. output resistance and elimination of the kink 
effect during the device operation[4].However the extrinsic transconductance gm of 
MESFET's which employ the low-temperature buffer is 10% lower[3,5] and have 10% 
reduced unity gain cutoff frequency[5] than that of MESFET's with conventional 
buffer.These detrimental effects can be caused by point defects[2] and As-precipitates 
outdiffusion[6] which give rise to a lower charge concentration in the active layer on the 
top of the low temperature buffer. 

In this work we investigate the effect of the growth temperature of the buffer layer 
on the electrical properties of the n-GaAs epilayers grown by MBE. Also the use of 
AlGaAs/GaAs superlattice and GaAs layers as barriers to defect outdiffusion between the 
active and the buffer layers in FET structures have been examined. 

GROWTH AND CHARACTERIZATION 

All layers were grown in a VGV80H MBE system, under As-stabilized conditions. 
(lOO)S.I.GaAs substrates were etched in (5:1:1) (H2S04:H202:H20) at 70°C and 
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outgassed at 350°C for Ihr in UHV before been introduced in the deposition 
chamber.After the oxide desorption and the growth of 0.2um GaAs layer at Tgr=580°C, 
the substrate temperature was ramped down to the low temperature without growth. 
L.T.GaAs was then grown at a growth rate of 1 (im/hr to the desired thickness. The n- 
GaAs active layers were grown at 580°C with a V/III beam equivalent pressure of 15. 

In order to investigate the influence of the L.T.GaAs buffer layer on the electronic 
quality of the doped active layer, a 0.3 urn n-GaAs(2xlO^ cm~3) layer were grown on the 
top of the 0.5um L.T. buffer (fig.l). In these L.T. buffers the As-to-Ga BEP was 10. 
Electrolytic C-V profiling and Hall mobility at 300K in van de Pauw geometry with In 
contacts annealed at 400°C for 2mins were measured. 

The FET structure consisted of 
700A0 n+-GaAs(2xl018cm-3) and 1800A0 

n-GaAs (4 x 10 17 cm - 3).Between the 
0.7um    L.T.    buffer    (BEP=30    during 
L.T.growth)  and the active layer of the 
device, AlGaAs/GaAs superlattice and GaAs 
intermediate layers were grown (the AlGaAs 
layers were grown at 600°C and the GaAs 
at 580°C). The structures of these layers are 
shown in Table 1. The MESFET devices 
were   fabricated   with   Au/Ge/Ni   ohmic 

contacts annealed at 410°C for 20secs , Ti/Pt/Au for the gate metalization. DC 
characterization of 1 um gate length FET's was performed in order to measure the output 
resistance Ro and the variation of the transconductance as a function of the gate voltage. 

0.3pm n-GaAs,Tgr=580° C 

0.5pm L.T.GaAs 

0.2pm GaAs,Tgr=580° C 

(lOO)S.I.GaAs 

Fig l.n-GaAs/LTGaAs structure for mobility 
and C-V profiling measurements 

RESULTS AND DISCUSSION 

The electronic quality of the n-GaAs epilayers is strongly depended on the growth 
temperature of the buffer layer. The Hall mobility of the 0.3um n-GaAs(2xl0l7Cnr~3) as a 
function of the growth temperature of the buffer is shown in fig 2. For Tgr lower than 
400°C there is a drastic decrease in the mobility of the n-GaAs epilayers.Electrolytic C-V 
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profiling of the doping of the n-type layer is shown in fig 3. The channel depth decreases 
gradually as the growth temperature of the buffer layer decreases. For the sample with the 
lower Tgr ( 200°C) the doped epilayer is almost 35% thinner (i.e. 1000A0) than the 
sample with conventional buffer. The decreased channel depth cannot be attributed to the 
carrier diffusion due to the Fermi level difference between the n-type epilayer and the 
buffer layer. LT. GaAs is a highly resistive layer having Fermi level pinned almost at the 
middle of the band gap[7,8]- The built-in potential in the n-GaAs/L.TGaAs interface is 
expected to be lower than the Vbi in the n-GaAs/ GaAs interface (undoped GaAs grown 
by MBE at 580°C is p-type). The reduced Vy leads to lower depletion width in the 
interface. 

TEM observation on n-GaAs/L.T.GaAs structure has revealed As-precipitates 
outdiffusion to a depth of 2000A0 into the epilayer [9] . The growth temperature was 
250°C for the L.T. layers. The sample was annealed at 580°C for 1.5hrs. Based on this 
observation we believe that the decreased channel depth is attributed mainly to the 
precipitates outdiffusion. However trap outdiffusion from the buffer can not be excluded 
since the mobility degradation in samples with L.T. buffer reveals the presence of 
increased compensation ratio in n-GaAs layers. As the growth temperature of the buffer 
layer decreases the excess arsenic and point defects concentration increases giving rise to 
higher diffusion length of these defects during annealing. As a consequence the electrical 
properties of epilayers degrade , as we observed. 

Tablel Gr owth and ele ctrical characterization data for ME ;SFET devise s   

■■■ iteKixb •*^U-w*' ^Vi>+>* we-".-} •'' rn'; ••'» * ;l~" -"''I 

.. mobility..?j 
(iaii'/Vs^c:).".'! 

2730 

• V-i 
(GHz) 

Ro 
(KO) 

TQOC       1       ^nnor1 
190 

1333 250°C 
0.2nmGaAs,400°C 
0.2nmGaAs,500°C 
0.2umGaAs,580°C 

195 2720 — 0.5 

1332 250°C 
(300A0 Alo.5Gao.5As 

/100A0 GaAs)x5 
0.4umGaAs,580°C 

210 2750 14.5 1.5 

1331 300°C 
(100A0 AlAs 
/100A0 GaAs)x2 

0.4umGaAs,580°C 
210 2710 14.5 1.5 

1329 250°C 0.6umGaAs,580°C 175 2600 8 1.6 

1318 250°C 155 2450 7.5 10 
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As the growth temperature of L.T. layers decreases their resistivity increases [10] 
giving better device isolation. On the other hand the electrical properties of doped 
epilayers degrade. In order to suppress the outdiffusion of defects, GaAs and 
AlGaAs/GaAs superlattices have been used, between the active and the buffer layers in 
FET structures. The growth temperature of L.T. buffer layers was 250°C and 300°C. 
Measurements of the channel mobility d.c. and r.f. characteristics of the devices are shown 
in Table 1.The Hall mobility was measured after the etching of the 700A0 n+cap layer. 

The open channel current was 180-190mA/mm for all the devices except for the 
sample #1318  which  has  a 
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-FET 1335 

-FET1318 
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0,6 

Fig 4. Electrochemical C-V of the doping profile in the 
FET structure. The curves are removed in their vertical 
position in order to compare the channel depth. 

current of 135mA/mm.The 
lower current for this sample 
is attributed to the shorter 
channel of this device . For 
that reason the pinch-off 
voltage for this structure was 
lower (-1.2Volts) than in the 
other devices (-1.4 Volts). 
The transconductance gmwas 
measured at Vrj>s=2-5Volts 
and the d.c. output resistance 
Ro at VGS=0Volts. 

The Hall mobility of 
the active epilayers is strongly 
dependent on the presence of 
intermediate   layers   between 

the buffer and the doped channel.The lower mobility appeared in the sample with no 
intermediate layer, is an indication of increased compensation in the active layer. The 
growth of the 0.6um GaAs intermediate layer had as a result to improve the mobility of 
the doped epilayer. However the mobility remains lower compared with the sample 
buffered by conventional GaAs. The use of GaAs grown at 400°C-600°C and 
AlGaAs/GaAs superlattices results in the recovery of the electrical activity of the epilayer. 

The doping profile of FET's reveals that the channel depth is the same for all 
structures except for the sample which has no intermediate layers.In that sample the 
channel depth is 20% decreased (fig 4).The mobility and channel depth degradation 
resulted in lower transconductance of the device . Although the channel depth of the 
device with the 0.6pm GaAs intermediate layer grown at 580°C remains unaffected, the 
device appears to have lower gm due to mobility degradation.The maximum gm of the 
other structures, having L.T. buffer, being higher compared to that of the conventional 
sample is consistance with other reports in the literature [4 and ref. therein].To our 
knowledge, our gm values are the highest ever been reported for L.T. buffered devices 
(for L.T.GaAs layers grown at 250°C).The FET structures with superlattices are more 
effective for gm enhancment. The increased transconductance cannot be caused by 
variation in the carrier concentration in the channel since the variations in our structures is 
less than 3% as extracted from C-V profiling.Also the samples with superlattice 
intermediate layers have improved fj compared to the samples with only GaAs 
intermediate layers. 
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TEM observation of L.T. AlxGaj_xAs/L.T.GaAs structures have revealed the 
presence of a precipitate depletion zone along the interface on the AlGaAs side[ll]. 
Although the precipitate diffusion might be suppressed by the presence of the 
superlattices, it cannot affect the device performance, in our case, since the channel depth 
of the samples with GaAs intermediates layers remains unaffected by the presence of the 
L.T. buffer.Also the total thickness of the intermediate layers is much higher than the 
observed, as mentioned above, outdiffusion length of As-precipitates. PL and electrical 
measurements on n-GaAs/L.T.GaAs structures have revealed gallium vacancies diffusion 
from L.T. grown GaAs. (x>0.3) layers inserted between L.T.GaAs and the Si-doped 
GaAs .suppresses the diffusion of Vßa[12].We suggest that superlattice layers act as a 
barrier in point defects diffusion giving rise to improved device performance. Further PL 
measurements are in progress to support this suggestion. 

The transconductance gm as a function of the gate voltage has the same profile for 
all devises with different buffer layers (fig 5)  . The maximum gm occurs around 

VGS=+0.5Volts. The profile 
is characteristic of a FET 
structure with uniform doping 
in the channel in accordance 
with C-V measurements. 

The output resistance 
Ro for devices buffered with 
L.T.GaAs is significantly 
higher compared to 
conventional devices [1,4] . 
This is attributed to the lower 
charge concentration in the 
channel. For this reason,Ro 
for FET structure with no 
intermediate layer in the 
buffer is higher compared to 
the other structures due to the 
decreased channel depth .On 

the other hand the Ro for FET structures with intermediate layers is similar to that of the 
conventional ones. 
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Fig 5.  Transconductance as a function of the gate 
voltage. 

CONCLUSION 

Mobility and carrier concentration of n-GaAs epilayers are strongly affected by 
precipitates and traps outdiffusion from the L.T.GaAs.The degradation of the electrical 
properties is higher as the growth temperature of the buffer becomes lower.The use of 
intermediate layers between the buffer and the active layers in the FET structures improves 
the d.c. transconductance,the unity gain cutoff frequency and the Hall mobility of the 
channel. The improvement is more evident by using AlxGai_xAs/GaAs (x=0.5,l). We 
suggest that this improvement is mainly due to the suppression of point defect 
outdiffusion. 

793 



ACKNOWLEDGMENTS 

Two of us (M.L and Z.H.) acknowledge partial support by the General Secreteriat for 
Research and Technology, Greece through project PENED91ED477.We want also to 
thank V.Foukaraki for her Hall measurements. 

REFERENCES 

[l]F.W.Smith, A.R.Calawa, C.L.Chen, M.J.Manfra and L.J.Mahoney, IEEE Electron 
Devises Lett.9,77 (1988). 
[2]C.L.Chen, F.W.Smith, A.R.Calawa, L.J.Mahoney and M.J.Manfra, IEEE Transcations 
on Electron Dev.36(9),1546 (1989). 
[3]W.J.Schaff, L.F.Eastman , B.V.Rees and B.Liles , J. Vac. Sei. Technol B2 (2),265 
(1984). 
[4]J.Haruyama, N.Goto and H.Negishi, Appl. Phys. Lett. 61(8),928(1992). 
[5]D.C.Streit, M.M.Hoppe, C.Chen, J.K.Lin and K.H.Yen ,J. Vac. Sei. Technol. BIO (2), 
819 (1992). 
[6]J.M.Ballingall, P.Ho, R.P.Smith, S.Wang, G.Tessmer, T.Yu, E.L.Hall and G.Hutchins 
in Low Temperature (LT) GaAs and Related Materials, edited by G.L.Witt, R.Calawa, 
U.Mishra and E.Weber (Mater.Res.Soc.Proc.241, Boston , Massachusetts, 199 l)pp. 171- 

179. 
[7]D.C.Look,   D.C.Walters,   M.O.Manasreh,   J.R.Sizelove,C.E.Stutz   and   K.R.Evans, 
Phys.Rev.B 42(6),3578 (1990). 
[8]A.C.Warren,      J.M.Woodall,      J.L.Freeouf,      D.Grischkowsky,      D.T.McInturff, 
M.R.Melloch and N.Otsuka, Appl.Phys.Lett.57,1331 (1990). 
[9]A.Ginoudi,   E.C.Paloura,   B.Theys,   J.Chevallier,   J.Kalomiros,   M.Lagadas   and 
Z.Hatzopoulos ,MRS Proc.,this volume 
[10]T.Y.Chu,A.Dodabalapur, A.Srinivasan, D.P.Neikirk and B.G.Streetman, J. Cryst. 
Growth 111,26 (1991) 
[ll]K.Mahalingam, N.Otsuka, M.R.Melloch, and J.M.Woodall, Appl. Phys. Lett. 60, 
3253 (1992) 
[12] LOhbu, M.Takahama and Y.Umamara, Jpn. J. Appl. Phys. 31,1647 (1992) 

794 



DEFECTS AND IMPURITIES IN MERCURIC IODIDE PROCESSING 

J. M. VAN SCYOC*, R. B. JAMES*, T. E. SCHLESINGER**, AND T. S. GILBERT** 
Advanced Materials Research Department, Sandia National Laboratories, MS 9162, P.O. Box 

969, Livermore, CA 94551 
**Departraent of Electrical and Computer Engineering, Carnegie Mellon University, 5000 Forbes 
Avenue, Pittsburgh, PA 15213 

ABSTRACT 

In the fabrication of mercuric iodide (Hgl2) room temperature radiation detectors, as in any 
semiconductor process, the quality of the final device is very sensitive to the impurities and defects 
present. Each process step can change the effects of existing defects, reduce the number of 
defects, or introduce new defects. In Hgi2 detectors these defects act as trapping and 
recombination centers, thereby degrading immediate performance and leading to unstable devices. 
In this work we characterized some of the defects believed to strongly affect detector operation. 
Specifically, we studied impurities that are known to be present in typical Hgl2 materials. Leakage 
current measurements were used to study the introduction and characteristics of these impurities, as 
such experiments reveal the mobile nature of these defects. In particular, we found that copper, 
which acts as a hole trap, introduces a positively charged center that diffuses and drifts readily in 
typical device environments. These measurements suggest that Cu, and related impurities like 
silver, may be one of the leading causes of Hgi2 detector failures. 

INTRODUCTION 

Red mercuric iodide (a-Hgl2) has been researched for almost three decades for use as a room- 
temperature radiation detector material. It has several properties which make it an extremely 
attractive material for this purpose. The high average atomic number of the constituent atoms 
(ZHg=80, Zi=53, or Zavg=62) results in a high efficiency for stopping photons into the low MeV 
range. The electron-hole pair creation energy of 4.2eV at room temperature leads to a sufficiently 
large signal response per photon. And finally, the room temperature bandgap of 2.13eV results in 
a resistivity on the order of 1014ß*cm and a dark current on the order of picoamps for typical 
device structures. These properties combine to give a material that has been used to produce some 
of the highest resolution room-temperature x-ray and gamma-ray detectors [1-4]. In addition, the 
capability for room temperature operation results in the possibility of compact spectrometer field 
instruments for applications such as environmental monitoring or special nuclear materials (SNM) 
monitoring. 

However, these positive properties are balanced by several negative properties. Some of the 
basic properties of Hgl2 cause many of the problems. The fact that it is a compound 
semiconductor immediately leads to stoichiometry issues. The material has a relatively high vapor 
pressure at room temperature, and in addition, the iodine is generally preferentially sublimed at a 
faster rate, yielding mercury rich surfaces. The red tetragonal ct-Hgl2 phase undergoes a phase 
transition around 125°C to the yellow orthorhombic ß-Hgl2 phase which destroys the crystallinity 
of the material upon return to room temperature. Finally, the material is mechanically very soft and 
also delaminates easily at the iodine layers. 

The extrinsic factors that degrade mercuric iodides' usefulness are related to carrier trapping 
centers that are introduced into the material. These can arise from structural damage to the crystal 
or stoichiometric changes during the crystal growth and device fabrication processes. Of interest 
here, however, are the impurities that are introduced into the material, either from the original 
starting materials (generally mercuric chloride and potassium iodide), or further along in the 
fabrication. Several impurities are believed to play a role in mercuric iodide detectors, ranging 
from hydrocarbons to metallic elements. The impurities of interest here are copper and related 
metals. 
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These factors all lead to problems in the initial yield of high quality detectors, and the long terra 
reliability of the detectors. These two problems combine to limit the applications of these sensors, 
particularly in the commercial arena. Given that the basic intrinsic material properties cannot be 
changed, one of the primary ways to improve the material is to identify the impurities that are 
deleterious to the detector performance, and work to reduce their presence. In this work we 
studied how copper and related impurities can be a prime source of problems in mercuric iodide 
detectors. 

EXPERIMENTS AND RESULTS 

Mercuric Todide Detector Response 

Mercuric iodide and other high resistivity room temperature semiconductor radiation detector 
materials allow for a very simple device structure. A bulk slab of material has simple ohmic 
contacts applied to opposite faces and a bias applied. The incoming x-ray or gamma-ray photon 
interacts with the semiconductor material yielding a number of electron hole pairs proportional to 
the photon energy. These carriers then drift in the applied field. This motion of carriers, or current 
pulse is converted to a voltage pulse via a charge-sensitive preamplifier. This voltage pulse is then 
pulse-height-analyzed (PHA) and a count placed into the memory channel corresponding to the 
pulse magnitude. Therefore, the spectrum of event counts versus channel number, or pulse height, 
is directly proportional to the energy spectrum of the radiation seen by the detector, and the system 
can be thusly calibrated. 

For this work a standard x-ray/gamma-ray detector characterization setup was used to measure 
the spectral response of a Hgl2 detector. A high voltage power supply was used to provide a 
negative bias to the entrance electrode. A custom-built box housed the detector under test and 
connected to a Tennelec TC170 charge sensitive preamplifier, modified for DC coupling, by way 
of a BNC connector. A Tennelec TC241 spectroscopy amplifier was used to shape the pulses 
from the preamplifier, and a The Nucleus MCA card and software were installed in a PC to collect 
the spectra For the detector itself, a 1cm2 by 2mm thick slab of mercuric iodide had 200A thick 
6.35mm diameter palladium contacts sputtered on each side and Pd wire leads aquadagged on. 
This is representative of the actual devices used in spectrometer systems. The detector was biased 
at -1000V and irradiated with a ltiCi Americium-241 source placed about 2cm above the entrance 
electrode. Each spectrum was collected over a 1000s livetime. 241Am has a gamma photon at 
59.54keV and several x-ray escape peaks in the 14 to 21keV range. The gamma photopeak energy 
lies roughly in the center of the range of energies of interest for Hgl2 detector applications. 

The previously given description of detector operation is an idealized model, in which the 
photopeak would be a one channel wide delta function at the appropriate pulse height for the 
number of carriers created by an incident photon (for example, the 14,176 electron-hole pairs for a 
59 54keV gamma-ray). However, even in a "perfect" detector, i.e. one with complete charge 
collection, the peak would still be broadened to a gaussian shape because of carrier statistics. The 
more critical problem, however, is that many other processes degrade the spectral response more 
seriously. Anything that leads to a change in the voltage pulse height at the PHA greater than the 
digitization step size will lead to an error in the spectrum. The simplest possibility is that there is a 
constant amount of charge that is not collected, because it is trapped. This means that all of the 
pulses are reduced in magnitude, and the spectrum is thus shifted to lower channels. A constant 
change like this, although resulting in a reduction of the signal to noise in the system, can be 
"corrected" by simply recalibrating the energy scale. The more serious problem lies in the variable 
effects of real trapping processes. The trapping process is stochastic, such that the amount and 
timing of charge trapping is statistically broadened. Thus, events will have pulse heights reduced 
by different amounts. Therefore the photopeak is broadened on the low channel side. This is 
generally called "hole-tailing" as holes are usually the carriers trapped which lead to diminished 
pulses Figure 1 shows the detector response of the mercuric iodide device above, which exhibits 
this hole-tailing problem. If the carriers that were trapped are released after the original pulses 
collection time, the pulse heights of subsequent events can actually be larger than expected, though 
this rarely is visible in spectra, as the probability for the timing to be correct is low. 
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Finally, the problem of particular interest here, if the trapping process itself is changing, the 
effects on spectral response will be changing. Mercuric iodide detectors all exhibit this effect to 
some degree, particularly in the initial biasing characteristics. When a detector has been completely 
fabricated and is biased for the first time, the spectral response is very poor and changes 
significantly over time. It generally requires hours of bias for a device to stabilize to its high 
performance level. Figure 2 shows the evolution of the energy spectrum for the above detector, 
which actually required almost 200 hours to stabilize, as it was fabricated from material of lower 
than usual quality. 
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Figure 1. 24lAm spectrum from mercuric iodide detector exhibiting hole tailing. 
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Figure 2. 241 j^ spectrum versus time after initial biasing for mercuric iodide detector. 

From Figure 2 one can study the detailed spectral evolution. After three days of biasing, the 
spectrum is just increasing in total counts and decreasing in peak widths. However, in the initial 
period, the first day in particular, the spectrum undergoes more substantial changes. There appear 
to be at least two separate peaks arising in the region of the expected gamma photopeak. One of 
these becomes the photopeak, while the peak at higher pulse height eventually disappears. As 
mentioned above, this higher than expected pulse height peak could be related to detrapping 
coincident with later events. However, the processes underlying this initial biasing behaviour 
require further study. 
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Impurities in Mercuric Iodide 

Given that mercuric iodide is a somewhat primitive technology in semiconductor terms, 
impurities still tend to be present at significant levels. One set of methods for quantifying the 
elemental impurities are the Inductively Coupled Plasma Optical Emission and Mass Spectroscopy 
(ICP-OES and ICP-MS, respectively), which vaporize and ionize a sample solution with a plasma 
and measure the presence of a range of elements. The ICP-OES technique can generally measure 
down to the high ppb range, while the ICP-MS method can reach the high ppt region. Both of 
these techniques have been used on many HgL: samples, from initial material to purified material 
ready for crystal growth to completed crystals, as readily detectable levels of impurities are 
common. For example, copper is seen in the lOOppb to lppm level over a wide variety of 
samples and therefore, it is fairly well accepted that copper is indeed present in most material [5]. 
Many of these impurities, such as copper, are electrically active, and thus are believed to be a prime 
cause of hole trapping. The presence of such an electrically active impurity would lead to a smaller 
signal and the distortion of the energy spectrum as seen in Figure 1 above. 

Other experiments have shown that the impurities, as expected, can be equally well introduced 
during subsequent processing of the crystal for detector fabrication. Another good method for 
locating and identifying impurities present in a sample is low temperature photoluminescence (PL). 
PL has been used extensively on Hgh, and the material has a rich PL spectrum. In general, 
impurities can be detected down to the ppt level, but can rarely be quantified. One common step 
used throughout the fabrication process is the wet chemical etch in a dilute solution of potassium 
iodide (KI) The KI etch is used to remove mechanical damage from cutting, etc., and to remove 
the "aging" from the surface that results from the high vapor pressures of the Hg and I. Previous 
experiments have shown, however, that impurities in the KI solution are readily incorporated into 
the Hgl2, and that these impurities readily diffuse throughout the sample in a matter of days. In 
addition sheet resistance measurements of thin film metal layers of copper have been conducted 
which showed that a large fraction of the Cu "disappears" into the Hgl2. Therefore, copper can be 
introduced into the bulk material during the detector fabrication process as it readily diffuses 
throughout the sample, and it has been shown to degrade detector performance [6-10]. 

Leakage Currents Characterization 

The existence of these mobile impurities complicates the carrier collection situation further. 
First there is a current associated with the movement of any charged impurity itself, which leads to 
a heightened noise level. Secondly, the trapping effects of the impurity center varies unpredictably 
as the impurity moves in the bulk material. The previous work cited above demonstrated the high 
diffusivity of copper in Hgl2. The experiment here demonstrates the mobility of the copper 
impurity in an electric field in mercuric iodide. In this experiment we intentionally doped a sample 
with a charge of copper. We then monitored the leakage current, or dark current, versus time to 
determine the movement of the copper-related centers. 

The measurement system consisted of several instruments controlled and monitored by a 
personal computer via a GPIB (IEEE-488) interface. The sample was biased using a high voltage 
power supply capable of supplying up to 10mA at 500V. The sample bias voltage was monitored 
with a standard digital multimeter and stable within +/-1V. The leakage current was measured with 
a Keithley Instruments 485 picoammeter, with resolution down to 0.1 pA. Finally, a switching 
assembly was fabricated that allowed for computer controlled reversal of bias direction, and 
removal of bias for other measurements. With this setup the copper doped/contacted devices were 
biased and monitored over a period of days to capture the "transients" in the leakage currents 

The first set of samples used in this experiment were two similar lcmz by 0.1mm thick Hgl2 
crystals A 6.35mm diameter, 2500Ä thin film of high purity copper was sputter deposited onto 
one face of the sample, and a palladium lead was attached with aquadag. This translates to a 
doping level of about 2800ppm if the copper is distributed uniformly throughout the bulk of the 
Hgl2 On the reverse side, an aquadag contact of similar area was made. The samples were then 
placed in a dark desiccator cabinet and connected to the measurement circuit. One sample had a 
positive 350V bias applied to the front, doping contact, while the other had the positive bias 
applied to the back contact, effectively giving a negative bias to the doping contact. In both cases 
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tWs translates to an electric field on the order of 3.5V/nm, which is higher than the normal detector 
fields of lV/nm. This higher field accelerates the mobile processes. Figure 3 shows the results 
obtained for these two samples. 
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Figure 3. Leakage currents versus time for positively 
and negatively biased copper doping contacts on Hgl2. 

The leakage current for the positively biased sample exhibited a peak that sharply rose from the 
initial leakage current of 0. lpA to 0.7^A. The peak decayed more slowly to a background leakage 
current of 5pA. This higher leakage level possibly indicates that the material had been damaged by 
the presence and movement of the high level of impurities, as the very initial leakage current was 
closer to the typical value for detectors. 

Integrating the current gives the total charge moved, which should be representative of the 
impurities moved, as the intrinsic electron conductivity in the mercuric iodide is very low. The 
majority of the impurities, over 99%, appear to move in the first six hours. The total charge 
moved was 8.5x10" jC, or 5.3xl016 single charges. This represents about 8% of the total number 
of atoms present in the deposited Cu film, assuming a singly charged impurity. 

The negatively biased sample exhibited only a very small and brief current transient. Here 
2.5x10-^0 or 1.5xl0lu single charges were moved. This is consistent with the view that the Cu 
forms a positively charged center, which is held at the negative contact. The transient that does 
occur is the movement of the few impurities that had diffused into the substrate back into the 
contact area. 

These results show that the copper impurity, which may be a copper iodide (Cul) or something 
related, exhibits a single positive charge. The impurity drifts in the field as a positively charge 
carrier with an ionic mobility. For the second set of leakage current measurements one, different 
sample had the applied field periodically reversed. This experiment was done to confirm the above 
conclusions, and more importantly, to see if the copper impurities remain mobile after traversing 
the bulk of the mercuric iodide. 

This sample was a 1cm2 by 1mm thick Hgfe crystal, with a 6.35mm diameter, 250Ä thin film 
sputtered onto one face. This translates to a doping level of about 28ppm, which is two orders of 
magnitude lower than the first two samples. This sample also had a 350V bias which now 
translates to an electric field on the order of 0.35V/|im, which is one order of magnitude lower than 
before. Figure 4 shows the results obtained for this sample. 

The leakage current for this sample exhibited a peak that sharply rose from the initial leakage 
current of 0. lpA to about 2nA. The peak decayed more slowly to a background leakage current of 
0.2pA. The leakage current this time had returned more-or-less to its initial level, indicating that 
the material had not been damaged in this case because of the much lower level of impurities 
flowing through the sample. The majority of the impurities, over 97%, appear to move in the first 
four hours. The total charge moved was 4.3xl0-6C, or 2.7xl013 single charges. This represents 
about 0.04% of the total number of atoms present in the deposited Cu film. This amount is 
significantly lower than that of the first samples, most likely because of the lower field. 
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When the bias is reversed after one day a similar transient develops. Here 2.8xlO"6C or 
1 7xl013 single charges were moved, with 98% in the first two hours. This means that only 64% 
of the impurities moved back across. The remainder were either pinned somewhere in the bulk, or 
removed or stabilized at the back contact. 
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Figure 4. Leakage currents versus time for reversing field on copper doped Hgl2. 

CONCLUSIONS 

Detector characterizations were used to highlight the degradation in performance frequently 
seen in mercuric iodide room temperature radiation detectors. This work sought to understand 
some of the causes of these failures by studying the copper impurities that are present in mercuric 
iodide and that are introduced during processing. Previous measurements revealed the high 
diffusivity of copper in mercuric iodide at room temperature. The leakage current measurements 
on doped samples shown here were used to demonstrate that the copper impurity is charged and 
mobile and can easily be swept back and forth through the bulk crystal by an applied electric held. 
These measurements show how copper can affect the operation of detectors. In particular the 
copper presents two means of detector failure. First, the presence of the copper introduces a detect 
center that traps carriers associated with the incoming photons, and leads to decreased and 
statistically broadened pulse heights. Secondly, the copper is seen to be mobile, which leads to 
changes in detector performance, particularly as the bias is changed. The movement of copper and 
similar impurities, such as silver, may actually be the cause of the needed conditioning time. When 
a detector is first biased, a fraction of the impurities are swept through the sample and remain at the 
back contact until the bias is removed when diffusion becomes the dominant mechanism. These 
results suggest that copper must be removed from and kept away from the mercuric iodide crystal 
and detector. Purifications are required to remove it from starting material, and the subsequent 
processing must be "clean". 
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ROOM TEMPERATURE INFRARED ELECTROLUMINESCENCE FROM THIN-FILM 
POLYCRYSTALLINE CHALCOPYRITE Cu(In,Ga)Se2-BASED DIODES 
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National Renewable Energy Laboratory, 1617 Cole Blvd., Golden, CO 80401 

ABSTRACT 

Evidence of room-temperature infrared electroluminescence from thin-film polycrystalline 
CuInxGa1.xSe2-based diodes (0<x<0.4) has been observed by Fourier transform spectroscopy using a 
FT-Raman spectrophotometer that operates in the near-infrared spectral region. 
Electroluminescence spectra from ternary CuInSe2 and quaternary Cu(In,Ga)Se2 device structures are 
reported. In all electroluminescence cases we observe an approximate linear relationship of intensity 
to forward junction current. Film fabrication process determines to a great extent the optoelectronic 
properties of the emitters, and consequently, the characteristics of their luminescence spectra. Using 
a Gaussian multi-peak curve-fit routine to analyze electroluminescence spectra, we can deduce the 
position, width and relative intensity of the dominant optical transitions. Our purpose in this 
contribution is two-fold: (1) To report the room-temperature electroluminescence phenomena from 
chalcopyrite Cu(In,Ga)Se2 polycrystalline thin-films, and (2) to demonstrate electroluminescence as 
a viable technique to optically characterize Cu(In,Ga)Se2 materials using diode structures at RT. 

INTRODUCTION 

CuInSe2 (CIS) belongs to the family of chalcopyrite I-IH-VI2 type of materials. With a direct 
bandgap of -1.04 eV, it could be a potential low-cost material for infrared (IR) emitter/detector 
applications. In polycrystalline thin-film form, a near-stoichiometry Cu-deficient material is usually 
found to have p-type conductivity. Intrinsic point, line, and plane defects in the material influence 
to a great extent its optoelectronic properties. Cu antisites (Cuto) and Cu vacancies (VCu) have been 
reported to provide acceptor levels within the energy gap[l,2]. 

By deconvoluting a given luminescence spectrum, for instance, into multiple Gaussian peaks, it is 
possible to extract information not only on the number of dominant optical transitions at RT, but 
also, on the width and amplitude of each such contribution to the overall spectrum[3]. It has being 
pointed out that even at cryogenic temperatures the highest energy transitions are still donor-to- 
acceptor-type transitions[2], therefore, we anticipate the resolved peaks with the highest energy to 
also correspond to subgap emissions. We look at Ga incorporation in a CIS matrix and its effect on 
some of the optical properties of CIGS. We note that the bandgap of ternary CIS can also be 
increased by adding Ga [4] or Al [5] (up to -1.7 eV for CuGaS^ and up to -2.6 eV for CuAlSe2). 
Devices we report on in this paper were originally designed as solar cells and consist of emitters made 
from CuIn!.xGaxSe2 (CIGS) with 0<x<0.4. Because of the limiting contact scheme in the solar cells, 
the excitation current to obtain electroluminescence (EL) data was kept to rather low values (< 10 
A/cm2). 

Figure 1 shows schematically the structure of the devices used in our experiments and a cross- 
section micrograph of a typical device. The preferred base substrate is a 3-mm-thick soda lime silica 
glass, but other substrates can also be used, including alumina (A1203), 7059 glass, and Mo metallic 
foils. The soda lime glass substrate is coated with a ~l-u,m Mo film by dc sputtering. The emitters— 
or absorbers, in the case of solar cells—were fabricated by different reaction pathways. For our 
interest, we examine and compare the luminescence characteristics of emitters made via (1) 
coevaporation (2) compound formation from Se-containing precursors, and (3) selenization. 
Detailed information on thin-film growth parameters and processing conditions are given 
elsewhere[6]. The emitter is then coated with a thin (-500A) intrinsic CdS layer by a chemical bath 
deposition (CBD) technique, followed by a transparent conductive oxide (TCO)—in our case, an RF 
sputtered bilayer of ZnO. The top contact is a metallic grid of e-beam evaporated Ni (500Ä) and Al 
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(3 um).  The finished devices incorporate a 1000-1300Ä layer of MgF2 that,  in the case of solar 
cells, acts as an anti-reflective (AR) coating. 

500-Ä Ni + 3-nm Al top contact 

800-1300-AMgF2 

0.35-0.5-nm n-ZnO 
500-Ä i-ZnO 
500-Ä CdS 

2-3.25-nmCIGS 

(b) 

1 -2-\m\ Mo 

2-3-mm    soda    lime 
glass 

Fig. 1. (a) Schematics of device (not to scale), and (b) cross-section SEM of typical device. 

RTIR ELECTROLUMINESCENCE 

The luminescence measurements were made at 4 cm"1 (0.7 run) resolution using an FT-Raman 
spectrophotometer as described in ref. [7]. One hundred interferometer scans were averaged and were 
Fourier-transformed into EL spectra for each device. 
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Fig. 2. EL spectra from CIGS devices 
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Fig. 3.  EL intensity with forward current 

First we demonstrate RT EL for emitters with different Ga contents 0<x<0.4 (see Figure 2). We 
note the most intense EL emission from CIS (no Ga) is centered around 1.01 eV, with a füll width at 
half maximum (FWHM) of-0.076 eV for an excitation of -1.16 A/cm2 and 1.032 V. This FWHM 
value corresponds to a width of about 3.04*Ws at RT (k is the Boltzmann constant), which is close 
to the FWHM values encountered in single-crystal GaAs samples (~1.5*M)[8]. We found the diodes 
to be very stable, and no signs of degradation in the intensity were observed after more than 60 min 
of continuous operation.   Stability at longer times of operation has not been determined. 

To investigate the quality of the junctions under emission, we forward-biased the diodes at three 
different junction current values and measured the EL intensity in each case.    In all cases, i.e., 
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ternary- and quaternary-based emitters, we observed that EL peak intensity follows an approximately 
linear relationship with current junction (see Figure 3). The junction area for the device used in 
obtaining Fig. 3 is 0.43 cm"2; therefore, the excitation current density values are 0.07, 0.7, and 1.16 
A/cm2, respectively. Higher excitation currents were not possible because the contacts to the device 
were not designed to handle large current densities (one sun solar cells). 

Of interest to our PV work are the effects of Ga incorporation in a base CIS matrix and 
comparisons between emitter/absorber films—and devices—that are fabricated by different 
procedures or reaction pathways. For this purpose, we prepared two sets of CIGS materials via (1) a 
coevaporation process and by (2) a 3-stage processing (compound formation from Se-containing 
precursors), both described elsewhere [5,7]. In both techniques we grew a ternary sample (no Ga) and 
another with a very small amount of Ga (0.4-1.1 at%). To make a fair comparison between them, 
the CIGS films have approximately the same composition, and the diodes (as solar cells) have an 
equivalent performance level (energy conversion efficiency 11%-13%). Table I shows a summary of 
composition data (electron probe microanalysis at 20 kV) for the CIGS films, along with the 
representative current-voltage (I-V) characteristics of the solar cells made from them. 

Table I.  Summary of CIGS film and PV device characterization 

Sample (process) M1201 (3-stage) Ml203 (3-stage) C389 (coevap.) C390 (coevap.) 
Cu/In/Ga/Se at% 23.7/25.7/0/50.6 23.7/24.4/1.1/50.8 23.9/26.0/0/50.1 23.0/25.9/0.4/50.7 
Vm(mV) 480 478 461 458 
J,r (mA/cm2) 37.5 33.7 36.9 38.2 
Fill Factor (%) 74.9 68.2 72.1 71.8 
Efficiency (%) 13.2 11.0 12.3 12.5 

Table II.  Summary of Gaussian multi-peak curve fitting for spectra in Figure 4. ErE5 are the 
resolved peak positions in eV. Peak widths are also given in units of eV. 

Sample (process) M1201 (3-stage) Ml203 (3-stage) C389 (coevap.) C390 (coevap.) 
E,-peak width 0.953-0.059 0.937-0.047 0.764-0.023 0.819-0.041 
E,-peak width 1.001-0.039 1.023-0.047 0.827-0.032 0.872-0.030 
E,-peak width 1.031-0.064 1.092-0.031 0.879-0.024 0.913-0.913 
E4-peak width - - 0.930-0.013 0.954-0.043 
Es-peak width - - 0.950-0.073 0.999-0.060 

The EL spectra from each sample listed in Table I, plus others with much higher Ga contents, are 
shown in Figure 4 (excitation current was ~100 mA for all samples). To analyze and compare the 
features of these EL spectra we have performed a Gaussian multi-peak curve fitting. We note that 
for the 3-stage process samples, the Gaussian multi-peak curve fitting for CIS and CIGS (with 1.1 at% 
Ga content) can be accomplished by 3 peaks, resulting in a residual error of less than 1%. On the 
other hand, the fitting for similar coevaporated films must be accomplished by a minimum of 5 peaks 
for a residual error of less than 5%. A summary of these results are presented in Table II. 

The EL spectra in Figure 4 reveal that for both fabrication approaches there are substantial 
differences between the EL spectra of the resulting films, in spite of the similarities in film 
composition and PV device performance. Tanda et al [10] have already noted similar differences for 
films grown by coevaporation as compared to films grown by conventional selenization. We 
interpret the extra peaks needed to fit the EL spectra in coevaporated films as additional forbidden 
gap defect states/bands. On the other hand, the spectra from films fabricated by the 3-stage process 
can be resolved by 3 Gaussian peaks. This suggests that the reaction of Se-containing precursors 
(In2Se3, Cu2Se, others) to form the compound proceeds in such a manner as to produce films with 
superior uniformity and perhaps fewer defects overall. 

The resolved peaks with the highest energy transitions (highlighted in Table II) compare very 
well with bandgap values reported in the literature. However, it is necessary to point out that these 
emissions (highest energy resolved peaks) more likely correspond to transitions that can be described 
as 
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hv=E.-Ed-E, (1) 

where hv is the photon energy, Eg is the bandgap and Ed, Ea are the energies associated with the 
donor and acceptor levels. Rincön et al [11] reported an Eg=1.023±0.004 eV at 7 °K obtained from 
luminescence data (this value obviously reduces even further at RT). Bougnot et at [12] gave 
0.9<EE<1.03 eV calculated from transmission data (at RT). 
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  M1203 (x-0.043) 
  C253    (x-0.2) 
 C265    (x-0.3) 
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40- 
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• C389 (x=0, no Ga) 
C390 (x-0.015) 
C391 (x-0.3) 
C392 (x~0.4) 

Photon Energy (eV) 

Fig. 4.  EL spectra for films grown by (a) 3-stage process and (b) coevaporation process 
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■ M1203 (x=0.043) 

It is important to note that in both 
semiconductor fabrication processes the addition 
of a small amount of Ga (-0.4-1.1 at%) has shifted 
the highest EL optical transition toward higher 
energy values—by 49-61 meV. A similar situation 
is observed for RT PL spectra taken from the bare 
CIGS films (C389 and C390). Here, the highest 
resolved peaks are at 0.960 eV for the sample with 
no Ga (C389) and at 0.983 eV for sample C390 
with 0.4 at% Ga (x=0.015)—a shift of 23 meV. 
The same phenomenon is observed in the spectral 
response of PV devices (see Figure 5). We note 
that the spectral response data in PV devices are 
related to electron-hole pair generation/collection 
due to photon absorption from the solar spectrum. 
There are several ways that people attempt to 
determine bandgap values using spectral response 
data. Our approach is to extrapolate the linear 
region and to take the intercept at the horizontal 
axis as the bandgap value. From this argument, we determine Eg~0.96 eV for sample M1201 (no Ga) 
and Eg~1.00 eV for M1203 (x=0.043). Again, there is a shift toward higher energies (in the 
absorption edge in this case) of about 40 meV. The increase in the emission and absorption edges 
exceeds the expected shift based on bandgap enhancement arguments due to Ga alloying. From the 
relationship by Albin et al [4] for bandgap enhancement as a function of Ga content, we anticipate 
an increase in bandgap of 6 meV for x=0.015 and 18 meV for x=0.043 (near stoichiometry films). 
For Cu-poor films (Cu~19 at%) the bandgap increase is anticipated to be 11 meV and 32 meV for 
x=0.015 and x=0.043, respectively. 

1200 1300 

Wavelength (nm) 

Fig. 5. Spectral response of PV devices 
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The shift we observe in the highest energy emissions is 49-61 meV. Therefore, from equation (1) 
it can be inferred that a new set of ionized luminescence centers (Ed',Ea') must be closer to the band 
edges than in the case of pure CIS. This can be explained in terms of a shift in the Fermi level 
position toward the valence band (VB). An indication that Ga could be either a passivating agent or 
an extrinsic dopant (for small amounts < lat%). Conceivably, Ga incorporation in such small 
amounts (-0.4-1.1 at%) could aid in preventing point defects associated with donor states (such as 
Incu> VSc, or In;), hence balancing the material toward a more p-type conductivity. Walter et al [13] 
have shown that for high Ga content CIGS films the fermi level clearly approaches the valence band. 

Yet another possibility to explain the shift according to equation (1), is an additional 
enhancement of bandgap (assuming Ed, Ea to be at the same position as in the case of CIS) that could 
occur in conjunction with the Ga alloying mechanism. It is known that the bandgap of chalcopyrite 
semiconductor materials (and others) can be increased by subjecting the materials to a compressive 
stress state (hydrostatic pressures)[14]. Since the net effect of Ga incorporation is the shrinkage of 
the lattice, we anticipate intrinsic stresses to occur at low Ga concentrations. A rough estimate of an 
average strain can be computed assuming a uniform distribution of Ga in the bulk of the film. For 
x=0.01 there will be 100 atoms of In per atom of Ga, since the unit cell of CIS has 4 atoms of In, 4 
atoms of Cu and 8 atoms of Se, it can be idealized that for every 25 CIS unit cells (a0=5.775 Ä and 
c0=l 1.599 A) there will be one CIGS unit cell with 3 atoms of In and 1 Ga atom (a 25% Ga content 
unit cell with a,~5.739 A and Ci=l 1.473 A).  The average volumetric strain can be computed as 

yielding ev=-0.023. 
e»=[ a,2*cr a0

: 'Co ]/a0
2*c„ (2) 

COMPARISON BETWEEN PL AND EL SPECTRA AT RT 

14-1 X J_ _L 
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Photon Energy (eV) 
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C389 PL 
C389 EL 

0.8 1.0 1.2 

Photon Energy (eV) 

Fig. 6.  Comparison of EL and PL spectra for samples with emitters grown by (a) 3-stage process 
and (b) coevaporation process. 

PL spectra were obtained using an Nd-YAG laser operating in the 1.064-|lm wavelength at <10 
mW with a beam focused to ~50 um This excitation is much stronger (more intense) than EL 
excitation, and because of the small spot size we anticipate the excitation to yield information from 
just a few grains composing the material (grain size 1-3 um). On the other hand, EL involves a much 
greater area, indeed, the whole junction area of 0.43 cm in our devices. 

Comparing the data from EL and PL in all samples analyzed, we notice that both signatures are 
qualitatively similar; but for samples with the highest density of defect states (coevaporated samples), 
the PL signature is shifted to slightly higher energy values—as compared to EL spectra. We believe 
this situation to be an effect of excitation intensity on luminescence output. Tanda et al [10] have 
reported the shift of the PL spectra toward higher energy values due to an increase in the excitation 
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intensity (laser power). In our samples, interestingly enough, this shift is less appreciable in CIGS 
films with lower defect densities (3-stage films) as compared to high-defect-density films 
(coevaporated)—see Figure 6. 

CONCLUSIONS AND FINAL COMMENTS 

Chalcopyrite polycrystalline CIS thin-films are demonstrated to be active infrared emitters. On- 
set of incoherent radiation emission is observed immediately after exceeding the built-in potential of 
the diodes (which depends on Ga content of the emitters). This demonstration of EL in such 
structures encourages us to pursue visible emission by alloying CIS with Al. 

Data obtained via EL methods have proven to be a valuable aid in characterizing diode structures 
in the CIGS system. For our purposes, the technique has proven to be fast (no need to cool samples) 
and very reliable.  Information obtained from it has the same character as PL data done at RT. 

It is important to note that coevaporated films show distinct features very different from 3-stage 
processed films; nevertheless, this does not mean that all coevaporated CIGS films will behave the 
same way. Indeed, processing conditions such as substrate temperature, deposition rate, and cooling 
affect the properties of this material system in many ways. Under the right growth conditions it 
may be possible to obtain coevaporated films that behave (from a luminescence point of view) in a 
manner similar to 3-stage films. 
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ABSTRACT 

Barrier heights in metal-semiconductor contacts may be modified by interlayers. The effects 
of atomic interlayers are due to interface dipoles. With the restriction to nearest-neighbor inter- 
actions and monovalent interlayer atoms, they may be described as interface molecules which 
consist of an interlayer and a substrate atom. If the interlayers are thicker than a few atomic lay- 
ers their two interfaces with the metal and with the semiconductor will be non-interacting. Both 
types of interfaces are described by the model that interface-induced gap states determine the 
alignment of the bands and the electronegativity difference describes the charge transfer across 
the interface. The present paper discusses and analyzes experimental data for H-modified dia- 
mond and silicon, Al/Si/GalnP, and metal/ Si3N4/Si Schottky contacts. 

INTRODUCTION 

Metal-semiconductor contacts play an essential role in semiconductor devices. Such con- 
tacts are either ohmic or rectifying. The latter ones, which are also called Schottky contacts, are 
depleted of mobile carriers on their semiconductor side [1] and the current transport is de- 
termined by an energy barrier which equals the energy distance between the Fermi level and 
the edge of the respective majority-carrier band right at the interface. 

Large barrier heights are required for effective Schottky diodes and for gate contacts in 
metal-semiconductor field-effect transistors (MES-FETs), to name two examples. For the design 
of such devices, it is required to know about the barrier heights of ideal, i.e., intimate, abrupt, 
laterally homogeneous, and defect-free metal-semiconductor contacts. For specific applica- 
tions, a tailoring of barrier heights is desirable. The present paper is organized such that the 
chemical trends of barrier heights in ideal metal-semiconductor contacts are briefly reviewed in 
the next section. The third section then describes the influence of interface doping on barrier 
heights and the fourth and the fifth section are devoted to the discussion of sub-nm and nm-scale 
interfacial layers, respectively, on the barrier heights. 

IDEAL METAL-SEMICONDUCTOR INTERFACES 

The alignment of the band structures across ideal metal-semiconductor interfaces is deter- 
mined by the continuum of metal-induced gap states (MIGS) [2-6]. They represent the wave- 
function tails of the metal electrons into the semiconductor in the energy range where the con- 
duction band of the metal overlaps the band gap of the semiconductor, i.e., between the valence- 
band maximum of the  semiconductor up to the  Fermi level right at the  interface. The MIG 
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States derive from the virtual gap states (ViGS) of the complex band structure of the semicon- 
ductor and their character varies across the band gap from predominantly donor- to predomi- 
nantly acceptor-like close to the valence-band and the conduction-band edge, respectively. The 
respective branch point lies at the middle of the dielectric band gap, which is the relevant 
band gap rather than the minimum one. Intuitively, this branch point is also called the charge 
neutrality level (CNL) of the MIGS since the net charge in the MIGS has negative sign, is zero 
and changes to positive sign when their CNL is above, coincides with, and drops to below 
the Fermi level, respectively. 
The covalent bonds in heteropolar diatomic molecules are partially ionic. Pauling [7] correlated 
the ionicities of such single bonds with the difference of the atomic electronegativities of the 
atoms involved. Chemical bonds also exist at interfaces and, therefore, charge transfer will also 
occur across interfaces between solids. In thermal equilibrium, interfaces are electrically 
neutral. Thus, the charge densities Qm on the metal and Qs on the semiconductor side of 
metal-semiconductor contacts are equal but of opposite sign and the condition of charge neu- 
trality may be written as 

a,+a=o. « 
In generalizing Pauling's concept, the charge transfer across solid interfaces is modeled by the 
electronegativities of the two materials in contact [6]. For metal-semiconductor contacts, one 
then obtains 

-Qm=Q,*xm-x., (2) 

where Xm and Xs are the electronegativities of the metal and the semiconductor, respec- 
tively. The charge density on the semiconductor side of an ideal metal-semiconductor con- 
tact, 

consists of the space-charge density Qs
sc and the net charge density Qs

mg in the continuum of 

metal-induced gap states. 
If the MIGS have a constant density of states, the MIGS-and-electronegativity model just 

outlined gives a linear dependence of the barrier heights in metal-semiconductor contacts on 
the difference of the metal and semiconductor electronegativities [8,9], i.e., 

*'* = w- -wF= ®:„ + s;(xm - xs) (4) 
and 

for»-and p-type semiconductors, respectively. The subscripts ci and vi denote the energies of 
the conduction- and the valence-band edges right at the interface, respectively. This is explained 
schematically in Fig 1. 
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constant density of states across the band 
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(7) 

respectively, of almost all semiconductors were calculated by applying various theoretical meth- 
ods and were also named differently. However, the branchpoints of the virtual gap states of 
the complex semiconductor band structure evaluated by Flores and coworkers [3,10] and by 
Tersoff [5], the dielectric mid gap energies calculated by Cardona and Christensen [11], the aver- 
age hybrid energies given by Harrison and Tersoff [12] as well as the average bonding-anti- 
bonding energies calculated by Wang et al. [13] are conceptually identical. 

The analysis of experimental as well as of numerical data from theoretical calculations re- 
vealed the relation [6,9] 

AJSx-l = 0.1(s„-\)2 (8) 

between the slope parameter Sx in (4) and (5) and the electronic contribution s „ of the static 
dielectric constant of the semiconductor. For contacts between solids, Miedema's electronega- 
tivities [14] are preferred over Pauling's scale since Miedema evaluated his values from proper- 
ties of solid metals. One then finds Ax = 0.86. 

For one and the same metal on a specific semiconductor, the barrier heights <S>Bn and <bBp 

measured with n- and/>-type substrates, respectively, were always found to add up to the width 

W* of the minimum band gap of the semiconductor, i.e., 

^ Bn T ^ Bp        "g (9) 
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Fig. 2 Barrier heights of p-diamond Schottky contacts as a func- 
tion of the difference of metal and carbon electronegativities. 
From Ref. 21 
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within the limits of experimental error, see, for example Refs. 15-19. Obviously, the density of 
states of the MIGS around their charge neutrality level is always sufficiently large so that the 
changes of the space-charge density, when the doping of the semiconductor is altered from 

n- top-type, cause no measurable variations of the energy difference Ws
ml - WF. Consequently, 

the space-charge density Q*c may be neglected in (3) and, by this, also in (1). 
The majority of experimental barrier heights does not fit the predictions of the MIGS- 

and-electronegativity model. This is not surprising since this approach assumes ideal 
metal-semiconductor interfaces. Deviations from what results from the MIGS-and-electronega- 
tivity model were attributed to fabrication-induced defects [20] and chemical [21] as well as 
structural interface dipoles [22,23] which will be discussed in the next section. 

Contrary to the MIGS model just outlined, the unified defect model [24] postulates that at 
metal-semiconductor interfaces the Fermi level is pinned by the energy levels of defects. For 
GaAs Schottky contacts specifically, Asoa antisite defects were proposed [25]. They are dou- 
ble-donors with their 0/+ and +/++ charging levels at approximately 0.7 and 0.5 eV above the 
valence-band maximum, respectively. According to the unified defect model, the Fermi level at 
metal contact on n- andp-type GaAs will be pinned at these Asoa levels. This is possible only if 
additional spectator defects of acceptor character are present [26]. The barrier heights deter- 
mined with 14 different metals on n- and p-type GaAs [27] were found to add up to 
(d>fin +<£) = ! .37 + 0.07 eV on the average. This experimental finding does not support the 

unified defect model but confirms the MIGS mode. The deviation of the average value from the 
width of the GaAs band gap, 1.43 eV at room temperature, is accounted for by the difficulties 
and the large margins of error in determining the small barrier heights onp-GaAs. 

ATOMIC INTERLAYERS: EXTRINSIC INTERFACE DIPOLES 

Modification of barrier heights by means of interface doping was frequently tried. A most ex- 
tensive set of experimental results was reported by Aoki and Kawarada [28] for metal contacts 
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on hydrogen-terminated {100}-oriented p-diamond surfaces. These data are plotted in Fig. 2 as a 
function of the difference Xm - XQ between the electronegativities of the metals used and carbon. 
A least-squares fit to the experimental data yields 

<D„(H) = 0.017 -037(Xm-Xc)[eV] . 

The dashed line illustrates the quality of the fit. The dash-dotted line, on the other hand, repre- 
sents the chemical trend of the barrier heights 

q>Bp=lA-03(Xm-Xc)[eV] 

as predicted by the MIGS model for ideal metal-diamond contacts. The energy position of the 
CNL was taken from the calculations by Cardona and Christensen [11] and the slope parameter 
was evaluated by applying (8). The experimental data for Al and Au contacts with "clean" inter- 
faces are well reproduced by the MIGS line while the data point for Ba deviates by approxi- 
mately 0.5 eV. Irrespective of the metal used, all barrier heights reported by Aoki and Kawarada 
[28] for contacts on H-terminated j3-diamond are lower by approximately 1 eV with respect to 
what is predicted by the MIGS model for ideal contacts. This parallel shift of the data points ob- 
tained with H-terminated surfaces suggests that the same mechanism is effective at all these 
metal-diamond interfaces. Mönch [21] explained these experimental findings by H-induced inter- 
face dipoles. This interpretation is also supported by metal contacts prepared on H- and on S- 
terminated Si(l 11) surfaces which will be discussed next. 

Figure 3 displays current/voltage (1/V) characteristics of one diode each prepared by evapora- 
tion of lead onto a clean n-Si(lll)-7x7 and a H-terminated />-Si(lll):H-lxl surface [29]. The 
barrier heights were evaluated as 0.64 and 0.7 eV, respectively. Relation (9) then predicts barrier 
heights of 0.4 to 0.5 eV for Pb contacts onp-Si(lll)-7x7 and n-Si(lll):H-lxl surfaces. Experi- 
mentally, ohmic I/V curves were observed. Simulations demonstrated that such behavior is to be 
expected for barrier heights lower than approximately 0.5 eV and large series resistance. 
The experimental findings with both diamond and silicon Schottky contacts indicate hydrogen- 

induced changes öO^H) of the barrier heights. They will be of the same size but of different 
sign on n- andp-type substrates. The barrier heights of interface-modified Schottky contacts may 
be written as 

<=*L-50, (10) 
and 

«>£=«>*+80,  , (11) 

where <i>Bn and <£>sBp denote the barrier heights with no interface doping. The experimental data 

just discussed then give 

&$>B (H-C) = - 1 eV and   8<DB (H-Si) = + 0.25 eV . 

The hydrogen-induced variations of the barrier heights thus have opposite sign in diamond 
and silicon Schottky contacts. This observation is easily explained by Pauling's concept on the 
correlation of the partial ionic character of covalent bonds and the difference of the atomic elec- 
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tronegativities. Considering nearest-neighbor interactions only, the chemical bond between a 
monovalent interlayer atom (ia) such as hydrogen and a substrate atom (s) may be described as a 
diatomic molecule. These "interface molecules" are heteropolar and thus have a dipole moment. 
The ionic character of single bonds is given by 

A9j. = 0.16|X/o - XJ+0.035(Xio - Xsf (12) 

This is a revised version [30] of a relation originally proposed by Pauling. Pauling's electro- 
negativity scale will be used here since it was designed for diatomic molecules. The electronega- 
tivities relevant in the present discussion are X§\ = 1.9, XQ = 2.55, and Xu = 2.2. One thus ob- 
tains C-0-06-H+0.06 but Si+005_H-0.05 interface dipoles. The opposite orientation of the hydrogen- 
induced dipoles immediately explains the reduction of the barrier heights on H-modified «-sili- 
con butp-diamond Schottky contacts. 

Another example are Pb/S/Si(lll) contacts with a monolayer of sulfur at the interface [31]. 
Again, Pb/S/p-Si (111) contacts are rectifying with barrier heights of 0.69 ± 0.02 eV while with 
n-Si substrates ohmic I/V characteristics were observed. The sulfur interlayer changes the barrier 
heights by 5<£>B (S-Si) = + 0.25 eV with regard to "clean" interfaces. Sulfur has an electronega- 
tivity Xs = 2.58 and this value gives Si+0.12_s-0.12 dipoles. Their component normal to the inter- 
face is oriented the same as Si-H interface dipoles and this explains that both the H- and the S- 
induced changes of the barrier height have identical sign. 

Extrinsic interface dipoles may be described by electric double layers [22]. The drop in po- 
tential energy across such a dipole layer changes the barrier height by 

50Ä =±{eJzmz0)piNi (13) 

where e,„, and Nrf are the interface dielectric constant and the area density of the dipoles, re- 
spectively, and e0 and e0 are the permittivity of vacuum and the electronic charge, respectively. 
The orientation of the dipoles determines the sign of 80a. It is positive when the positive charge 
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of the dipoles is on the semiconductor side and vice versa. In a point charge model, the dipole 
moment may be approximated by 

Pt =e0Aqldd , (14) 

where e0Ag, and dd are the charge and the length of the dipoles, respectively. For hydrogen 
atoms this simple approach is justified since their polarizibility is extremely small. If interfaces 
are doped with atoms with larger covalent radii and then larger polarizibilities, the mutual inter- 
action of the interface dipoles will lower their dipole moment as a function of their area density 
[32]. The dipole charge is approximated by relation (12) and the dipole length is taken as the 
sum of the covalent radii rla and r„ of the atoms involved, i.e., 

dd = ria + rs  . (15) 

By inserting respective values, relation (13) gives 

80i)(H-C) = -1.86/s„„[eV] and SOB(H-Si) = + LOO/e^e; [eV]. 

Interface dielectric constants were estimated as sms = 2 for diamond [33] and s„„ = 4 for GaAs 
Schottky contacts [34]. With these values, the hydrogen-induced changes of the barrier heights 
result as 5<DB(H-C) = -1 eV for diamond and 8G>B(H-Si) = + 0.25 eV for silicon Schottky con- 
tacts with H-interlayers in excellent agreement with the experimental findings presented above. 

Quite recently, Saiz-Pardo et al. [35] calculated the change of barrier heights induced by an 
interlayer of hydrogen atoms in K/Si(lll) contacts. They used a self-consistent LCAO method 
supplemented with a local-density prescription to calculate many-body effects. The hydrogen- 
interlayer in K/H/n-Si(l 11) contacts was found to form a dipole layer and to decrease the barrier 
height by 0.23 eV in comparison to undoped interfaces. This theoretical result reproduces the 
experimental findings at Pb/H/Si(l 11) contacts and confirms the simple dipole model described 
above. 

SUB-nm INTERLAYERS 

Schottky contacts were also modified by interlayers measuring more than just one monolayer. 
As an example, Al/Si/Gao.52lno.48P contacts shall be considered [36]. The inclusion of a 0.6 nm 
thick Si layer or, in other words, four layers of silicon atoms between Al and GalnP was found to 
increase the barrier height by 0.17 eV from 0.86 to 1.03 eV for n- type but to reduce it by 0.08 
eV from 0.93 to 0.85 eV on p-type GalnP substrates. These experimental results will be ex- 
plained by applying the concept outlined above not only to metal-semiconductor contacts but 
also to interfaces between two semiconductors. 
The band gaps of semiconductors generally differ in width. Therefore, discontinuities of the band 
edges are expected to exist at abrupt semiconductor heterostructures. The valence-band offsets 
represent an overlap of the valence band of the one semiconductor with the band gap of the other 
one. In this energy range, the wavefunctions of the valence electrons of the first semiconductor 
will tail into the second one. As at metal-semiconductor interfaces, these wavefunction tails are 
derived from the virtual gap states of the complex band structure of the respective semiconduc- 
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Fig.4 Schematical band diagram for Al/Si/«-Gao.52lno.48P contacts; CNL: charge neutrality level of ViGS, vbm: 
valence-band maximum, cbm: conduction-band minimum; energies in eV. The thickness of the Si layer, 0.6 nm, is 
exaggerated with regard to the width of the GalnP depletion layer, approximately 85 nmSchematical band diagram 
for Al/Si/n-Gao.52lno.48P contacts; CNL: charge neutrality level of ViGS, vbm: valence-band maximum, cbm: con- 
duction-band minimum; energies in eV. The thickness of the Si layer, 0.6 nm, is exaggerated with regard to the 
width of the GalnP depletion layer, approximately 85 nm. 

Fig. 5 Position of the Fermi level at Al/n-Gai_xInxP contacts [38] and position of the conduction-band minimum of 
Gai_xInxP both relative to the valence-band maximum. From Ref. 22. 

tor. This concept then predicts that the branch points of the ViGS or, what is the same, the di- 
electric mid-gap energies of the semiconductors in contact align across their interface. In case 
that the electronegativities are of the two semiconductors differ an additional interface dipole 
will be present. The valence-band discontinuity may then be written as [10] 

AWV = w: - w;; = (»£ - w;!) - (w;;, - w;n+D(xr - x,) 
= <,-&:,+D{xr-x,). 

(16) 

The subscripts r and 1 denotes the two semiconductors in contact. Generally, the dipole contribu- 
tion D(Xr -X,) is small and may be neglected in most semiconductor heterostractures since 
the electronegativities of most semiconductors are almost equal. It is worth mentioning that in 
addition to the interface-induced gap states in the energy range of the band-edge discontinuities 
no gap states exist in ideal, i.e., abrupt, epitaxial, and defect-free semiconductor heterostructures. 

Figure 4 displays a schematical band scheme of an Al/Si/n-GalnP contact. The Al/Si and the 
Si/GalnP interfaces are treated as non-interacting. This seems to be justified since the charge 
decay-lengths of the interface-induced gap states amount to approximately 0.3 nm only, see, for 
example, Ref. 22. Any voltage drop across the silicon interlayer may be neglected since its 
thickness measures 0.6 nm only. In thermal equilibrium, the Fermi levels in the metal and in the 
n-GalnP substrate line up. The barrier height of Al/Si contacts amounts to 0.72 eV [37] and the 
silicon CNL is slightly below the Fermi level since Al is somewhat less electronegative than sili- 
con. At the Si/GalnP interface, the charge neutrality levels of the two semiconductors lineup. 

818 



Tersoffs calculations [5] place the branch point of the ViGS in silicon by 0.32 eV above the va- 
lence-band maximum. The charge neutrality level in Gao.52Ino.4sP may be obtained by interpo- 
lation. 

Figure 5 displays the positions of the Fermi level above the valence-band top evaluated from 
experimental barrier heights of Au/«-Gai_xInxP contacts [38] and the respective band gaps. The 
dashed line is a least-squares fit to the data points and the diamonds represent calculated energy 
positions of the charge neutrality levels of GaP and InP [5]. These data indicate that the energy 
position of charge neutrality level with relative to the valence-band maximum varies linearly as a 
function of composition. The same conclusion is reached from Au/Ali_xGaxAs, Al/Ali-xGaxAs, 
and Au/GaAsi-yPy Schottky contacts as well as GaAs/Ali_xGaxAs heterostructures, see, for ex- 

ample, Ref. 22. 
The data presented in Fig. 5 place the charge neutrality level of Gao.52Ino.4sP at 0.79 eV 

above the valence-band maximum. This gives an offset of the valence-band maxima at 
Si/Gao.52lno.48P interfaces of 0.47 eV. Since the band gap of Gao.52Ino.4sP measures 1.89 eV at 
room temperature, the interface-induced gap states model predicts a barrier height of 1.02 eV 
for Al/Si/Gao.52lno.48P contacts. This result perfectly agrees with the experimental value. The 
barrier heights of Al/Si/«-Gao.52lno.48P and Al/Si/p-Gao.52lno.4sP contacts, 1.03 eV and 0.85 
eV, respectively, add up to 1.88 eV. This experimental result again confirms relation (9) since 
Gao.52Ino.48P has a band gap of 1.89 eV at room temperature. 

The MIGS model predicts a barrier height of approximately 1.05 eV for intimate Al/n- 
Gao.52Ino.48P contacts [22]. However, Al/«-Gao.52lno.48P contacts with no Si interfacial layer 
have barrier heights of only 0.86 eV [36] to 0.95 eV [39]. This reduction may be attributed to 
interface defects which might result from alloying. The formation enthalpy of AIP, - 164 kJ/mol, 
is considerably larger than the respective values for GaP and InP, -122 and -75.3 kJ/mol, respec- 
tively. The silicon interlayer then simply acts as a spacer which separates the reactive Al from 
the GalnP and prevents strong chemical reactions and, by this, the formation of defects. 

NANO-SCALE INTERLAYERS: MIS STRUCTURES 

Metal-insulator-semiconductor (MIS) structures with thin insulating interlayers behave elec- 
trically like Schottky contacts. The barrier heights of such devices depend on the nature of the 
insulator, its thickness, and the specific metal used. Sobolewski and Helms [40] investigated 
silicon MIS structures with ultrathin silicon nitride layers as insulator and six different metal 
contacts. The barrier heights were evaluated from the capacitance/voltage characteristics of these 
M/Si3N4/Si structures. Figure 6a displays their results. Irrespective of the contact metal, the bar- 
rier heights vary linearly as a function of the nitride thickness. The sign of slope parameter is 
negative for n- and positive for/i-silicon but the least-squares fits to the data give the same ab- 
solute values of the slope parameter irrespective of the type of doping and of the contact metal. 
A similar behavior is known from MOS contacts with silicon dioxide as interlayer. 

MIS structures possess a metal-insulator and an insulator-semiconductor interface. Both may 
be treated by applying the concept described above for metal-semiconductor contacts and semi- 
conductor heterostructures, respectively, since insulators may be considered as semiconductors 
with extremely wide band gaps. For MIS structures, the condition of charge neutrality may be 
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written as 

ß-+ß+a = o , (17) 

where the insulator charge density Q; consists of two components, the charge density Q'f at the 

insulator-semiconductor interface and a space-charge density Q'sc. The barrier height <t>'Btl = W'cl 

- WF and the zero-charge-transfer barrier height <b'cnt = W'ci - W'cnl of the metal-insulator interface 
are analogously defined as the respective quantities of metal-semiconductor contacts, see (4) and 
(6). Figure 7 shows schematically a band diagram of MIS structures. In thermal equilibrium the 
different energy contributions at MIS structures add up as 

0^„ = A;. +A^ + 0;,  , (18) 

where the conduction-band offset at the insulator-semiconductor interface is given by 

A»f =Oi„;-(P;„7-ß(^-Xs)  . (19) 

Xj is the electronegativity of the insulator. The space charge in the semiconductor and in the 
Inserting of (18) and (19) into (20) gives 

= S'x(Xm-Xi)-(e0 ItfiJ&jd, +&:„,+D(X, -XJ. 
(21) 

The barrier height <t>g„ at the insulator-semiconductor interface will thus decrease proportional 

820 



WF  Fig.7. Band diagram for metal/insulator/semiconductor con- 
tacts (schematically). 

metal insulator       semiconductor 

to the thickness dt of the insulator provided the charge density Q'f at the insulator-semiconduc- 

tor interface is fixed and does not depend on the barrier height itself, i.e., the respective energy 
levels are energetically far off from the Fermi level. For p-type semiconductor substrates, the 
first and the second term of (21) have opposite sign. Relation (21) thus explains the linear varia- 
tion of the barrier height as function of nitride thickness in metal/Sia^/Si contacts as plotted in 

Fig. 6a. 
For constant thickness of the insulator layer, Eqn. (21) also predicts that the barrier heights 

3>g„ increase proportional to the electronegativity of the contact metal and the respective slope 
parameter is determined by the insulator. In the infrared spectral region, silicon nitride has an 
index of refraction n = 2.05 so that one obtains the dielectric constant So, = ri2 = 4.2. Relation (9) 

then predicts a slope parameter S'x = 0.42 eV/Miedema-unit for metal/Si3N4/Si contacts. In Fig. 
6b, the barrier heights displayed in Fig. 6a are replotted as a function of the metal 
electronegativity with the nitride thickness as a parameter. As to be expected, the barrier heights 
increase for n- but decrease for/7-type doping of the silicon substrates. The straight lines shown 

are least-squares fits to the data. The average of their slope parameters amounts to <S'X > = 0.45 ± 
0.05 eV/Miedema-unit. This finding excellently agrees with the predicted value. 

SUMMARY 

The preceding analysis demonstrated that the barrier heights of interface-modified metal- 
semiconductor contacts may be explained by the metal- or, more generally speaking, interface- 
induced gap states. The variations of the barrier heights induced by atomic interlayers are de- 
scribed by interface dipoles. Interlayers which are thicker than approximately four monolayers 
may be treated as films, i.e., as bulk semiconductors or insulators. Such contacts then consist of 
two interfaces, one between the metal and the interlayer and second one between the interlayer 
and the semiconductor. The alignments of the electronic band structure across both interfaces are 
determined by the respective interface-induced gap states which are in both case derived from the 
continuum of the of the complex band structure of the respective semiconductor or insulator. 
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EFFECT OF RF POWER ON THE CHARACTERISTIC PARAMETERS OF 
W/n-GaAs SCHOTTKY CONTACTS   FABRICATED BY RF SPUTTERING 

A. Singh , G. Aroca and L. Velasquez 

Laboratorio de Semiconductores, Departamento de Fisica, Universidad de Oriente, 
Apartado 188, Cumanä 6101 Sucre, Venezuela 

ABSTRACT 

W/n-GaAs/In Schottky contacts of area 1.75 mm2 were fabricated by deposition of W on 
(100) n-GaAs by if Sputtering using if power values in the range 200-400 Watt. The I-V and 
high frequency C-V measurements at 300 K, in the 200 Watt W/n-GaAs Schottky contact 
indicated that W formed a good rectifying contact to n-GaAs, with a rectification ratio (r) of 
270, ideality factor (n) of 1.39, reverse saturation current (I„) of 1.2xl0"6 A and the C-V barrier 
height (<(>bo) of 1.6 V. However, n and I„ increased, whereas r and <|>bo decreased for the 
W/n-GaAs Schottky contacts prepared using higher if power. For the 300 Watt W/n-GaAs 
contact, the values of 70, 1.70, 6.3xl0"6 A and 1.2V for r, n, I„ and cbb0, respectively, were 
estimated. The low frequency forward bias capacitance (or surface defect density) was an order 
of magnitude higher in the 300 Watt contact than in the 200 Watt contact. This fact suggested 
that the degradation in the quality of W/n-GaAs Schottky contacts fabricated by using high if 
power was caused by high density surface defects created during sputter deposition of W on 
n-GaAs. 

INTRODUCTION 

GaAs is one of the of the most important III-V compound semiconductor in the view of its 
technological applications in photonic and fast electronic devices. Among these devices are solar 
cells, light emitting diodes (LEDs), laser diodes, microwave mixer diodes, metal-semiconductor 
field effect transistors (MESFETs) and their integrated circuits. GaAs has also important 
applications in high temperature electronic devices which are vital components in the oil, 
lumber, avionics, automotive and nuclear power industries, and sensors for high temperature 
operation. The technology of gallium arsenide integrated circuits where MESFET is one of the 
main components requires a gate metal with high thermal stability on GaAs, because the 
fabrication process involves annealing at high temperatures upto 800° C . Among the various 
refractory metals, W is an attractive choice as gate electrode because of its high temperature 
resistance, high work function and low electrical resistivity2"5. 

RF Sputtering is one of the most commonly used techniques for the fabrication of W films 
and Schottky barriers. However, RF Sputtering introduces defects at or near the 
metal-semiconductor interface which degrade the quality of the Schottky junctions. This effect 
can be minimized by using appropriate fabrication conditions. The aim of this paper is to 
investigate the effect of if power on the characteristic parameters of the W/n-GaAs Schottky 
junctions prepared by RF sputter deposition of W, on the chemically etched polished surface of 
n-GaAs, using the current-voltage (I-V), 1 MHz capacitance-voltage (C-V) and intermediate 
frequency capacitance-frequency/voltage (C-f/V) techniques. 
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EXPERIMENTAL TECHNIQUE 

The n-GaAs (100) single crystals doped with Si, used in this work were purchased from 
Crystal Specialties6. Prior to metal deposition, the samples were degreased with acetone and 
methanol at 40° C for 10 min., rinsed with deionized (DI) water and dried with N2 gas. To 
remove the native oxide, the samples were then chemically etched with HO : H20 (1:1) solution 
at room temperature for 10 min., rinsed with DI water and dried with N2. To obtain ohmic 
contact, In metal was sputter deposited on the unpolished surface of n-GaAs, using a RF power 
of 50 watts with argon pressure of 6.5 xlO"3 Torr, followed by a 3.5 hr. anneal in Ar atmosphere 
at 390° C. The W/n-GaAs Schottky junctions A, B and C were fabricated by deposition of W 
on the chemically etched polished surface of n-GaAs by RF Sputtering using rf powers of 200 
Watt for 45 min., 300 Watt for 30 min. and 400 Watt for 22.5 min., respectively. All the W 
Schottky contacts were 1.75 mm2 in area. Full details of fabrication of ohmic and rectifying 
contacts to n-GaAs are described elsewhere . 

The I-V characteristics of the W/n-GaAs/In Schottky diodes were measured using a Keithley 
617 electrometer, a Keithley 480 picoammeter and a Hewlett-Packard 6160A power supply. 
The 1 MHz C-V measurements were made using a Boonton 72B capacitance meter. The small 
signal ac capacitance (CM) and conductance (GM) of the W/n-GaAs/In Schottky diodes as a 
function of applied dc bias (Va), in the frequency range 0.2-100 KHz, were simultaneously 
measured with a two phase PAR-5204 lock-in amplifier. 

EXPERIMENTAL DATA AND ANALYSIS 

The I-V characteristics of the In ohmic contact to n-GaAs (100):Si are described elsewhere7. 
For the W/n-GaAs/In Schottky diodes A, B and C, the room temperature forward and reverse 
currents measured as a function of applied voltage (Va) are shown in Fig. 1, and the values of 
the rectification ratio obtained from this data are listed in Table I. The voltage drop across the 
rectifying barrier (V) was obtained from the relation 

V = Va-  IRS (1) 

where R, is the series resistance and had a value of 4 ohms in our case7. For the W/n-GaAs 
junctions A, B and C, the experimental values of ln[I/(l-exp(-qV/kT))] vs V, under forward 
bias, shown in Fig. 2, were described by the relation 

I=I°exp l^f. l-exP  (-£]], (2) 

where I„ is the reverse saturation current. The ideality factor n is defined by 

-=— -£-ln[I/(l-exp(-qV/kT))], (3) 
n     q dV 

The fit of the experimental values of ln[I/(l-exp(-qV/kT))] vs V (Fig. 2, discrete points in the 
linear region) to Eq. (2) ( Fig. 2, solid lines) provided the values, n and I„, given in Table I. 
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TABLE I 

Summary of the electrical parameters obtained from the I-V data for the W/n-GaAs/In 
Schottky Diodes, fabricated by RF Sputter deposition of W at different rf powers, on the 

chemically etched polished surface of n-GaAs. 

Device RF Power 
(Watt) 

n Io 
(A) 

r 

Diode A 200 1.39 1.2x10-* 270 

Diode B 300 1.70 6.3xl0"6 70 

Diode C 400 1.89 2.0xl0"5 50 

The 1 MHz C'2 vs V data under reverse bias shown in Fig. 3, fitted well to Mott-Schottky 
relation9 with the values of 1.6 V and 1.2 V for the barrier heights ((j)b0) and 6.4xl016 cm-3 and 
4.9xl016 cm'3 for the carrier concentrations (NA-NB) for the diodes A and B, respectively. 

The CM-V data in the frequency range 0.2-100 KHz, was corrected for series resistance1011 

to obtain the junction capacitance C. Some typical C-V/f plots for the diode B are shown in 
Fig. 4, and the C-V/f plots for the diodes A and B are compared in Fig. 5. The frequency 
variation of C with the applied bias as a parameter, for the diode B is shown in Fig. 6. 
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The frequency variation of C in the diodes A and B is compared in Fig. 7. The surface 
defects capacitance, Cp   in the diodes A and B was obtained from C(V,co) data by using the 
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procedure explained elsewhere10'12 and is shown in Fig. 8. The experimental values of Cp 

(Fig. 8, discrete points) were fitted to the theoretical relation13 

C
P = 

qANsstan '(mi) 
(4) 

where A is the area of the rectifying contact, co the angular frequency of the ac signal, Nss the 
energy density of the surface defects (surface states) and x their relaxation time. The solid lines 
in Fig. 8 represent the best fit of the measured values of Cp (Fig. 8, discrete points) to Eq. (4). 
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FIG. 7 Comparison of frequency 
dispersion of the junction capacitance 
in the Schottky diodes A and B. 

FIG. 8 Frequency variation of the 
surface defects capacitance at 40 mV in 
the Schottky diodes A and B. 

DISCUSSION 

From the I-V data shown in Fig. 1, the values of 270, 70 and 50 for r, for the diodes A, B 
and C, respectively, were obtained (Table I). The values of 1.39, 1.70 and 1.89 for n, and 
1.2xl06 A, 6.3xl0-6 A and 2.0xl0"5 A for I0, for the W/n-GaAs/In diodes A, B and C, 
respectively, were estimated from the forward I-V data (Fig. 2, Table I). These facts suggested 
that in the W/n-GaAs/In diodes, fabricated by RF Sputter deposition of W onto the chemically 
etched surface of n-GaAs, r decreased, n and I0 increased, with the increase in rf power. 

The 1 MHz C"2-V characteristics for the diodes A and B fitted very well to the Mott-Schottky 
theory, over a wide range of reverse bias voltages (Fig. 3), indicating the abrupt nature of the 
W/n-GaAs junctions. However, the values of 1.6 V and 1.2 V for ()>bo, for the diodes A and B, 
respectively, obtained from the C-V data, were much higher than the values of 0.68 V and 
0.78 V, obtained from the forward I-V data7. Such disagreement between the values of §\,0 
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obtained from the two methods has been reported by other workers14,15, and may be attributed 
to complicating effects of interfacial layer with fixed charges and surface defects. 

For the diode B, the frequency dispersion of C was large under forward bias, but small under 
reverse bias (Fig. 4 and 6), which suggested that the defects at or near the metal/n-GaAs 
interface were responsible for this effect. The low frequency forward capacitance in the diode B 
was an order of magnitude higher than in the diode A (Figs. 5 and 7). The fit of the experimental 
values of Cp at 40 mV (Fig. 8 discrete points) to Eq. (4) (Fig. 8, solid line), provided the values 
of 1.8x10° eVW3 and 3.5xl012 eV"W3, for Nss in the diodes B and A, respectively, with 
-c=4.1 ms; which indicated that, the surface defects density in the diode B was five times higher 
than in the diode A. 

In conclusion, the deposition of W by RF Sputtering at a rf power of 200 watt, onto the 
chemically etched polished surface of n-GaAs, formed a good quality Schottky contact. 
However, the rectifying quality of the W/n-GaAs junctions degraded with the increase in rf 
power. The density of the surface defects in the 300 watt diode (diode B), obtained from the 
C-f7V data was five times higher than in the 200 Watt diode (diode A) which suggested that the 
degradation in the quality of W/n-GaAs Schottky contacts fabricated by using high rf power was 
caused by high density surface defects created during sputter deposition of W on n-GaAs. 
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HIGH TEMPERATURE I-V AND C-V CHARACTERISTICS OF A Al/n-GaAs/In 
SCHOTTKY BARRIER TYPE DEVICE 

A. Singh and N. Marcano 
Laboratorio   de   Semiconductores,   Departamento   de   Fisica,   Universidad   de   Oriente, 
Apartado 188, Cumanä 6101, Sucre, Venezuela 

ABSTRACT 

Al/n-GaAs Schottky barrier type diode was fabricated by thermal deposition of Al on 

chemically etched polished surface of (100) n-GaAs at a pressure of 4xl0"6 Torr. Back ohmic 
contact to n-GaAs was prepared by thermal deposition of In, followed by a 90 min. anneal in Ar 

atmosphere at 390° C. The C-2 vs V characteristics were quite linear for reverse bias voltages in 
the range 0-4 V. Over the temperature range 300-360 K, the values of the barrier height and the 

net carrier density (ND-NA), obtained from the C"2-V data, were in the range 1.33-1.26 V and 
4.3xl016-5.0xl0l6 cm-3, respectively. The forward I-V data over the temperature range 
300-400 K, indicated that the electrical current across the Al/n-GaAs Schottky junction was 
transported by the mechanisms of generation-combination (GR) in the space charge, thermionic 
emission (TE) and ohmic leak current. A value of (1.20+0.04) V for the zero bias barrier height 
was deduced from the temperature dependence of the TE reverse saturation current. The barrier 
height deduced from the I-V data was practically independent of temperature. The 20% change 
in ND-NA with temperature, obtained from the C-V data, and important contributions of the GR 
and leak currents to the total forward current, suggested the presence of defect levels in the 
surface space charge layer in n-GaAs, which may be responsible for the discrepancy in the 
values of the barrier height obtained from the I-V and C-V data. 

INTRODUCTION 

Aluminum on GaAs has good stable thermal properties1, and inspite of the surface 
oxidation problems, it is suitable for use as a Schottky metal for temperatures up to 400° C, and 
is widely used as a Schottky gate in practical GaAs MESFETs, and as a Schottky metal for 
characterization of deep levels in GaAs1. Due to the technological importance of GaAs, full 
understanding of the nature of the electrical properties of the Al/n-GaAs junction is important. 

There are some reports in literature on the analysis of the I-V characteristics of the Al/n- 
GaAs/In Schottky diodes23 in terms of the simple thermionic emission (TE) theory. However, 
to best of our knowledge, simultaneous analysis of the forward current-voltage/temperature 
(I-V/T) and high frequency capacitance-voltage/temperature (C-V/T) data has not been 
reported. In this work, we present high temperature I-V/T and 1 MHz C-V/T data for a Al/n- 
GaAs/In Schottky barrier type diode. The I-V/T data was analyzed in terms of a theoretical 
model which took various current-transport mechanisms and their temperature dependence into 
consideration. A non-linear least-squares fit method was used to separate the contributions of 
the different mechanisms, and the temperature dependence of the TE reverse saturation current 
thus obtained, was used to estimate the correct values of <j>bo. which were compared with the 
ones obtained from the C-V/T data. 
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EXPERIMENTAL METHOD 

The Si-doped (100) n-GaAs substrate4 was chemically etched for 10 min. with HC1:H20 
(1:1) solution. Ohmic contact to the unpolished n-GaAs surface was obtained by thermal 
evaporation of In at a pressure of 3xl0"6 Torr, followed by a 90 min. anneal at 390° C. High 
barrier Al/n-GaAs Schottky contact was prepared by thermal evaporation of Al dot of area 
1.76xl0"2 cm2 at a pressure of 4xl0"6 Torr, onto the chemically etched polished surface of n- 
GaAs. The In and Al contacts to n-GaAs were prepared, using a vacuum system with an oil 
diffusion pump. 

The Al/n-GaAs/In Schottky diode was mounted in a liquid-nitrogen cryostat and its 
temperature was controlled and measured by a Stanton Red Croft 706 temperature programmer. 
The forward current-voltage (I-V) measurements were performed using Keithley 617 and 616 
electrometers and a Hewlett-Packard 6106A power supply. The 1 MHz C-V measurements were 
made using a Boonton 72B capacitance meter. 

EXPERIMENTAL DATA AND ANALYSIS 

The I-V/T characteristics of the In contact to n-GaAs: Si were ohmic over a wide range 
of temperatures, with a value of «ID for the electrical resistance5. The 1 MHz C"2 vs V data 
shown in Fig.l, fitted well to the Mott-Schottky relation6, with the values of the diffusion 
potential (Vdo), zero bias barrier height (<j>bo) and net carrier density (ND-NA) given in Table I. 

A set of high temperature ln[I/(l-exp(-qV/kT))] vs V plots are shown in Fig. 2. For 
temperatures in the range 300-380 K, the experimental curves showed a central linear region 
with bends at both ends (Fig. 2). The length of the linear segment increased with the increase in 
temperature, and at 400 K, the curved part completely disappeared. The I-V data in the linear 
region was described by the Eq. (3.13) in Ref. 7, with an ideality factor (n) of 2.2±0.1. 

Using a non-linear regression program "CURFIT" ,we tried to fit the experimental values 
of the forward current (Fig. 2) to the equation 

I = Ii + I2 + I3 +14, W 

where Ii, I2, and I3 are the currents due to thermionic emission (TE), thermionic field emission 
(TFE) and generation-recombination (GR) mechanisms in space charge region, respectively, and 
I4 is the ohmic leak current due inhomogeneities and surface defects in the metal-semiconductor 
(M-S) interface. However, the experimental I-V data did not fit to the complete Eq. (1). Then, 
the I-V data was fitted to different combination of two or three of the terms which exist on the 
right side of Eq. (1), and finally, it was found that the voltage dependence of the forward current 
shown in Fig. 2, was well described by the equation 

I = Ii + I3 + I4, W 

where Ii, the current due to TE mechanism is given by 

^WSH (3) 

830 



4.5 

3.5 

o 2.5 

1.5 

0.5 

FIG. 1 1 MHz C vs V characteristics at 
high temperatures, for the Al/n-GaAs/In 
Schottky diode. 
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FIG. 2 In [I/{l-exp(qV/kT)}] vs V plots 
for the Al/n-GaAs/In Schottky diode, at 
high temperatures. 

TABLE I 

Summary of the electrical parameters for the Al/n-GaAs/In Schottky diode, 
determined from the C-V/T and I-V/T data. 

T 
(K) 

ND-NA 

(1016cm'3) 
VdO 
(V) 

(C-V) 

^b0 
(V) 

(I-V) 

(V) 

400 5.4 1.04 1.12 1.16 

380 5.1 1.09 1.14 1.18 

360 5.0 1.18 1.26 1.21 

340 4.8 1.22 1.29 1.21 

320 4.6 1.28 1.33 1.20 

300 4.3 1.26 1.32 1.19 
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and the TE reverse saturation current, Ito is defined by 

AAeffr exp 
kT 

(4) 

where A is the modified effective Richardson constant, q the magnitude of the electron charge, 

and the barrier height lowering at zero bias due to image force (A(£bo) defined by the Eq. 
(1.26a) in Ref. 7, has a value of 0.036 V for the Al/n-GaAs/In Schottky diode presented in this 
work. The GR current, I3 is given by7 

I3 = B(Vd0-V)I,2exp 
2kT. 

1-exp -qv 
kT 

(5) 

with 

\    2qssA
2 

r(ND-NA). 

2wk m,m. 
T    exp 

2kT 
(6) 

where m* and m^ are the effective masses of electrons and holes, respectively, Eg the 
semiconductor energy gap, and x the life time of the charge carriers in the space charge region. 
The ohmic type leak current, I4 is given by 

14 = 
Ri 

(7) 

where Ri is the resistance which limits the ohmic part of the leak current. The values of Ito, B 

and Ri, obtained from the above fitting procedure are given elsewhere5. The experimental I-V 
data at 340 K (Fig. 3, discrete points) gave an excellent fit to the Eq. (2) (Fig. 3, solid curve I). 
To show the relative importance of the TE, GR and leak current mechanisms, lh I3 and I4 are 

also plotted in Fig. 3. For temperatures in the range 300-400 K, the experimental values of 
In [It0/T2] vs 1000/T (Fig. 4, discrete points) fitted well to the theoretical Eq. (4) (Fig. 4, 

solid line) with 

<*bo-A^=(1.16±0.04)V 

Aeff = (4.2±0.5)xl0"2Acm"2K"2 (8) 

Substituting the experimental values of Ito in the Eq. (4), using A.ff   from the Eq. (8), and 
\A    =0 036 V, the values of A   were calculated and are listed in Table I. 

From the experimental values of B5, the values of In [B/T15] vs 1000/T were calculated, 
which fitted well to the Eq. (6) with Eg= (1.37+0.03) eV5. 
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DISCUSSION 

For temperatures in the range 300-360 K, the C"2 vs V characteristics at 1 MHz, for the 
Al/n-GaAs/In Schottky diodes fabricated by thermal evaporation method, were quite linear over 
a wide range of reverse bias voltages (Fig. 1), indicating the abrupt nature of the M-S junction. 
However, the C"2 vs V data at 400 K showed an upward curvature at small reverse bias voltages 
which may be due to the presence of the acceptor type traps near the M-S junction. Over the 
temperature range 300-400 K, the values of ND-NA, obtained from the slope of the C"2-V curves 
(Fig. 1), varied by 25% (Table I). This fact provided an evidence for the existence of the donor 
type defect levels in the space charge layer. 

The I-V/T characteristics for the Al/n-GaAs/In Schottky diode shown in Fig. 2, 
manifested a strong non-ideal behavior which suggested that the pure TE mechanism was not 
responsible for the forward current transport in this device. The experimental forward data for 
the Al/n-GaAs/In Schottky diode was analyzed in terms of a theoretical model in which the TE , 
GR and ohmic leak current mechanisms were simultaneously present. The excellent fit of the 
experimental forward I-V data shown in Fig. 3 (discrete points) to the theoretical Eq. (2) 
(Fig. 3, solid curve I), permitted the separation of the contributions of the GR, TE and ohmic 
leak currents to the total forward current flowing through the Al/n-GaAs Schottky junction 
(Fig. 3, solid curves Ii, I3 and I4). Three distinct regions were identified: (i) V < 180 mV, where 
the highest contribution to the forward current came from the ohmic leak current (I4), the second 
place corresponded to the GR current (I2) and the themionic emission current (Ii) was negligible; 
(ii) 180 mV < V < 580 mV, where the GR current dominated over the TE and ohmic leak 
currents; and (iii) V > 580 mV, where the currents I3, and Ii occupied the first and second 
place, respectively, and I4 was negligible. 

833 



Our value of (2>b0=1.19 V at 300 K (Table I), obtained from the I-V/T is much greater 
than the value of ^bo=0.71 V, reported by Hasegawa et al3 for their Al/n-GaAs/In Schottky 
diode fabricated using a vacuum system with an oil diffusion pump. The reason for this 
discrepancy seems that these authors have obtained <j)ho from the room temperature I-V data 
with n= 1.5, using the simple TE model which holds only for n close to 1. On the contrary, we 
have used a more realistic method of analysis which permits the determination of a correct value 
for the barrier height even from a highly non-ideal I-V/T data. 

For temperatures in the range 300-360 K, the values of (j>bo, obtained from the I-V/T 
data, even after making image force lowering, were systematically slightly lower than those 
obtained from the C-V/T data (Table I). This difference may be due to the effect of the defect 
levels in the surface space charge layer, which was not taken into account in the C-V method. 

The value of the semiconductor energy band gap, Eg =1.37±0.03 eV, obtained from the 
slope of the ln[B/TL5] vs 1000/T plot5, agreed within experimental error, with the value of 
1.42 V, reported for the Eg of GaAs8. This fact along with the other results obtained from the 
TE reverse saturation current, indicated the validity of the theoretical model used for the 
analysis of the high temperature forward I-V/T data for the Al/n-GaAs/In Schottky diode. 

In summary, the increase of ND-NA with the increase in temperature was attributed to 
the presence of the donor type defects in the space charge layer. The bias dependence of the 
measured forward current in the Al/n-GaAs/In Schottky diode over the temperature range 300- 
400 K, was very well described in terms of a theoretical model in which the current transport 
mechanisms of generation-recombination in space charge region, ohmic leak current, and 
thermionic emission, simultaneously contributed to the total forward current. The large values 
of the ohmic leak, GR currents at low, and high forward bias voltages, respectively, also 
provided an evidence of the presence of a considerable amount of interface defects. 
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TEMPERATURE    DEPENDENCE    OF   METAL-SEMICONDUCTOR 
CONTACTS     ON     6H-S1C.   S.R.    Smith*.   A.O.   Evwaraye,   and   W.C. 
Mitchel.Wright Laboratory, WL/MLPO,  3005  P  St.,  Wright-Patterson  AFB, 
OH   45433-7707 

ABSTRACT 

We have examined the temperature dependence of the barrier 
height of Au, Ag, Ni, and Al, metal-semiconductor contacts on n-type 6H- 
SiC, and Al metal-semiconductor contacts on p-type 6H-SiC. The barrier 
height was determined from the (1/C2) vs VR characteristics of the 
contacts at temperatures ranging from 300K to 670K. The measurements 
were made at 1 MHz. These measurements were compared to I-V 
measurements at various temperatures, and to the behavior predicted by 
standard   models. 

INTRODUCTION 

The precise nature of the metal-semiconductor (m-s) contact is still 
not fully understood,1 however, two major theories have been put forth 
to explain why a metal on a semiconductor has the characteristics that it 
does.2-3 One of these theories is that the metal induces interface states in 
the band gap of the semiconductor and that these metal-induced-gap- 
states (MIGS) pin the Fermi level and hence control the height of the 
barrier at the interface.4-5 The other theory invokes defects, created at 
the interface by chemical reactions between the metal and the 
semiconductor, which control the position of the Fermi level, and hence, 
the barrier height.3«6 It should be possible to discern which of these 
mechanisms is at work by examining the temperature dependence of the 
barrier height. This is so because the temperature dependence of the 
barrier should follow the individual motion of the respective band edge if 
MIGS are controlling the position of the Fermi Level. On the other hand, 
if defects control the position of the Fermi level, it is the ionization 
entropy of the defects which would control the temperature dependence 
of the barrier height.3 

A vast number of electronic devices involve the use of m-s contacts, 
and the pre-eminent property of ms Schottky contacts is the barrier 
height at the m-s interface.7 The value of the barrier height may be 
determined   by    current-voltage    (I-V),    capacitance-voltage    (C-V),    or 
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photoemission measurements.8-9 The more popular of these are the I-V 
and CV measurements. Van Otterloo and Gerritson10 have determined 
that CV measurements more accurately yield the flat-band barrier height. 
In addition, it is releatively easy to obtain CV data as a function of 
temperature. 

EXPERIMENTAL   DETAILS 

We have investigated, as a function of temperature, the electrical 
behavior of m-s Schottky diodes fabricated on both n- and p-type 6H-SiC 
using the metals Au, Ag, Ni, and Al. The range of temperatures was from 
300K to 670K (27C to 397C). We determined the m-s contact barrier 
height from CV measurements performed at 1 MHz, using an HP 4280A 
CV Meter-Plotter. A MicroManipulator HSM hot stage and temperature 
controller were used to provide the high-temperature environment. 
Four-point current-voltage (IV) measurements were also made at various 
terneperatures. Metals were deposited by either RF sputtering, e-beam 
evaporation, or DC magnetron sputtering, onto carefully prepared 
surfaces. The surface preparation consisted of cleaning in organic 
solvents (tricloroethylene, acetone, methanol), H2SO4 at 50 C; three cycles 
through a 5:3:3 solution of HC1:H202:H20 followed by a 10% solution of 
HF:H20, then a DI H2O (18 M-ohm) rinse; the specimens were then stored 
briefly in methanol and blown dry with N2 just before insertion into the 
deposion chamber. Some specimens were oxydized in wet oxygen at 
1150 C for four hours, and subsequently etched in HF and stored in 
methanol prior to insertion into the deposition chamber. No difference in 
the  results  were noted. 

The quality of the diodes was determined from the linearity of the 
C"2 vs V curve at room temperature (300 K). The intercept (V;) of a 
linear least squares fit to this portion of the curve was then used to 
calculate the flat-band  barrier height according to the relationship1 J 

4>b = -Vi + V0 +2kT 

where k is Boltzmann's constant, T is the temperature in Kelvins; Vo = 
(kT/q)ln(Nc/No). where Nc is the effective density of states in the 
conduction band (for n-type material) and ND is the net doping density as 
determined from the slope of the C"2 vs V curve. Because the calculation 
of Nc involves the use of the effective mass, m*, and no reliable value for 
a temperature dependent effective mass exists, we have plotted the 
intercept  value,  ie.  the  diffusion  potential,  versus  temperature.     In  those 
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cases   where   we   felt   that   a   value   for   the   barrier   height   would   serve 
better, we have used the room temperature value for m*. 

Figure 1 shows the 
C-2 vs V data plotted for 
various temperatures. 
The diode was Al on n- 
type     6H-SiC. The 
linearity of the data is 
apparent. The 
progression of the 
intercept to smaller 
values is also apparent. 
Similar results were 
obtained for each metal 
studied. The 
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Reverse   Bias   (V) 

0.5 

Figure    l.       C"2    vs   V   curves   at   four   concentration   profile   was 
temperatures   for   an   Al   m-s   contact   on   n-type   6H-     also     monitored     as     the 

1 ' temperature was 
increased  to  determine  the  degree  of ionization  of the  dominant impurity, 
since the value of ND is used in the calculation of the barrier height. 

Figures 2a and 2b 
show the results of CV 
measurements on m-s 
contacts to n- and p-type 
6H-SiC, respectively. It is 

>     ., r "b 1 clear     that    for     n-type 
material that the barrier 
lowers with incresing 
temperature. The band 
gap is narrowing in this 
temperature range; 
however,   fits   to   the   data 

0.5 

. i.... i — i — i. 

300350400450500550600650700 
Temperature    (K) 

Figure 2a. Diffusion potential plotted as a yield a slope that is ten 
function of temperature for three m-s contacts on tQ twenty times the rate 
n-type   6H-SiC. . , , 

of band gap 
narrowing.11-12 The p-type barrier height increases with temperature 
and at a similar rate as the n-type barrier height decreases, (fig 2b) It is 
not clear from these measurements which band edge is moving the most, 
nor is the direction of movement clear. It is conceiveable that the band 
edges are moving downward relative to the Fermi level, and that the 
valence band edge is moving somewhat faster than the conduction band 
edge. 
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Figure 3 shows the 
deviation of the sum of 
the barrier heights of Al 
on n- and p-type 6H-SiC 
from the band gap value 
as a function of 
temperature. The barrier 
heights were calculated 
using a fixed value for the 
effective masses. The 
sum of the barrier heights 
increasingly   exceeds   the 

Figure 2b. Calculated barrier height for an Al band gap values as the 
m-s contact on p-type 6H-SiC, plotted as a function of temperature is increased. 
temperature. TWs   .g  attributable  t0  the 

rapid rise in the value of the p-type barrier height. Because of the 
apparent motion of both band edges it is difficult to distinguish between 
the two models of barrier formation. Further work using midgap defect 
states  as references  will help determine the  absolute motion  of the band 
edges. 
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CONCLUSIONS 

We have observed 
that the barrier height of 
m-s Schottky contacts 
changes dramatically with 
temperature above 300 K. 
The rate of change is ten 

Figure 3. Deviation of the sum of the to twenty times the rate 
calculated barrier heights of Al m-s contacts on p- Qf band gap narrowing. 
and   n-type   6H-SiC   from   the   calculated   temperature    _       . ,    .   . c 
dependent band   gap. Barner    heights     for    n- 

type material decrease, 
while those on p-type material increase. Applications involving the use 
of m-s contacts on these materials must take this temperature 
dependence into account. A distinction between two competiing theories 
of barrier formation could not be made since the change in barrier height 
of both n- and p-type contacts was large. 
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SURFACE MORPHOLOGY INVESTIGATION OF Au AND Pt ELECTROLESS 
CONTACT ON ZnCdTe CRYSTAL BY ATOMIC FORCE MICROSCOPY 

ZHIYU HU, ZHfflUA HU, K.T. CHEN, MA. GEORGE, A. BURGER AND W.E. COLLINS 
Center for Photonic Materials and Devices,Department of Physics, Fisk University, Nashville, 
Tennessee 37208,  U.S.A. 

ABSTRACT 

Gold and platinum metal contacts have been deposited on the cleaved and etched surfaces 
of ZnCdTe single crystals by "electroless" method from AuCl3, PtCl2 and PtCl4 aqueous solutions 
with different concentrations and deposition times. Atomic Force Microscopy (AFM) has been 
employed to reveal the surface morphology of metal contacts and it was found that for AuCl3 and 
PtCl2 solutions, the surface morphology and grain size are similar, and uniformly distributed. The 
surface morphology on contact made from PtCl4 shows a larger grain size, higher roughness and 
non-uniformity. The effect of different heat treatments to the surface morphology will be 
discussed. 

INTRODUCTION 

Improvements in the quality of ZnxCd,.xTe (ZCT) single crystals have made them useful 
as suitable substrates for the growth of epitaxial HgxCd,.xTe and HgxZn,.xTe films, used as 
infrared detectors ' and as room temperature gamma ray detectors with better energy resolution.2'3 

In order to obtain higher perfection crystals for effective nuclear radiation detectors, high resistivity 
material is required. Consequently, it is an important task to characterize the surface structure and 
composition of Z^Cd^Te crystal. Atomic Force Microscopy (AFM) is suitable for examining 
the surface characterization of nonconducting materials with near atomic resolution. 4 A series of 
experiments have been carried out using AFM to survey various treated, Au or Pt coated and 
uncoated n-type Z^Cd^Te (x=0.05) single crystal surfaces. 

These treatments which were applied on the crystal surfaces were, in most cases, similar 
the ones used in device preparation procedures. The native surfaces were first studied under 
ambient conditions then the surfaces were freshly etched in Br-MeOH, gold contacts on 
cleaved/etched ZnCdTe surfaces were applied by electroless deposition. The simple and reliable 
electroless gold deposition, which was introduced by Kroeger and DeNobel,8 has been used to 
apply electric contacts from gold chloride solutions. The Au/p-type CdTe contact (producing 
ohmic contact) has been employed in the fabrication of polarization free detectors'9l 10 The same 
deposition method has been studied for making Au/n-type CdTe contact which created a Schottky 
contact with 0.8 eV barrier height. " In order to gain the knowledge how different metal contacts 
effect the crystal surface, studies of electroless platinum contacts were performed with various 
treatments. 

In our experiments, heat treatments have been applied to the surfaces before and after the 
contacting procedure. Etched, gold contacted wafers were annealed in both air and vacuum 
environments at different temperatures. Obvious changes in morphology and chemical 
composition have been observed after treatment. Studies correlating sample treatment the 
Schottky diode characteristics and the surface modifications have been completed. 
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EXPERIMENTAL 

1. Crystal growth and sample preparation 

ZnxCd!.xTe (x=0.05) single crystals were grown from the melt by using the travelling 
heater method (THM), shown in Figure 1. 12 The starting materials were purchased from Alfa as 
99.999% (metal basis) pure tellurium, 99.9999% pure cadmium and 99.9999% pure zinc 6 A 
laboratory-made apparatus with two source heaters has been employed to zone-refine the tellurium. 
A charge of 75 g tellurium was loaded into a clean and outgassed quartz ampule, evacuated and 
sealed. Zone refining was performed for a total of 45 passes at 1.5 cm/hour. The central part of 
the zone-refined ingots were mixed with the other starting elements and loaded into 15 cm long 
quartz ampules, evacuated and sealed. The synthesis reaction was performed in a laboratory-built 
rocking furnace kept a 800 °C for one week. A three-zone vertical furnace was employed to grow 
the crystals for the melt near the melting temperature of the alloy ( 1100 °C ) using a heater 
translation rate of 0.5 cm/ 24 hours. Large grain single-crystal ingots having 1 cm diameter and 
about 8 cm long were obtained from a 20 cm charge. Samples were cut and polished to a size of 
5x5x1 mm for surface characterization. 

As during the fabrication of real ZnCdTe devices, the crystals were exposed in air for 
different periods of time. Similar conditions were applied when electric contacts were prepared. 
The crystal, Sample C, was freshly cleaved along the (110) plane and examined by the AFM, then 
gold contacts (Sample CG) were deposited using AuCl3 aqueous (100 ppm concentration) solution 
for one minute. For Sample E, the crystal has been imaged by the AFM right after being etched 
by 5% Br-MeOH solution (2 min.). A gold contact was placed on the same region by using AuCl3 

aqueous solution (100 ppm concentration) for one minute, Sample EG. Heat treatments have been 
applied by annealing the samples in vacuum tube or in air for one hour at 300 °C, 400 °C and 500 
°C, Sample EGV3, EGV4, EGV5 and EGA respectively. By using the same method, two platinum 
contacts were applied on the etched crystal surface by using PtCl2 (Sample EP2) and PtCl4 (Sample 
EP4) aqueous solution (100 ppm concentration) for one minute. Normally, the contact size is about 
3 mm in diameter dropped for reaction. For Sample EP2A and Sample EP2V, PtCl2 contacted 
ZnCdTe crystals have been annealed in air or dynamic vacuum tube at 300 0C for 60 minutes. 
AFM measurement and observation have been utilized following each treatment. 

2. Atomic force microscope 

Our morphological analysis was performed on the Digital Instruments NanoScope II and 
NanoScope E. 4 Considering the softness of the material surface, V-shaped, gold-coated silicon 
nitride cantilevers having a force constant of 0.06 N/m was employed in order to prevent the 
unnecessary surface deformation. 

RESULTS AND DISCUSSION 

Initially, the morphology of cleaved ZnCdTe surface as well as cleaved, gold coated 
samples were studied. Figure 1 (a) shows AFM images obtained on a ZnCdTe (110) surface 
(Sample C). Cleavage steps can be clearly observed, with a step height of about 1.5 nm. Higher 
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Chart I: AFM analysis results 
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magnification AFM image, Figure 1 (b), shows an average grain diameter of 40 nm on the gold 
covered region (Sample CG). Figure 1 (c) , Sample CG, presents the interface between gold 
contact and ZnCdTe crystal surface. On the left side of Figure 1(c) there is the gold contacted 
area, the right side is the cleaved crystal surface. The vertical change at the interface is less than 
5 nm. Figure 1 (d) shows a magnified view of the second interface which was laid in the contact 
region. Discontinuous and uncovered (windows) areas can been seen along the interface. The 
depth of the "windows" are about 20 nm. 

Figure 2 (a), Sample E, shows top view of three freshly Br-MeOH etched ZnCdTe surface. 
The surface contains a relatively homogenous (the average surface roughness was about 25 nm) 
grain structure resulting from the etching process. Previous studies which involved experimental 
techniques such as X-ray photoelectron spectra and low temperature photoluminescence, indicated 
that freshly etched samples of CdTe and ZnCdTe contained an excess of Te° when examined 
immediately after etching, while surfaces left in ambient were covered with a thin layer consisting 
mainly of tellurium oxides'6I3"16 In present study, we have found that both the surface roughness 
and chemistry are strongly affected by the annealing treatments. Figure 2 (b) shows the surface 
features have changed upon gold depostion reflecting the morphology of the as deposited gold 
film, (Sample EG). The morphology and grain size are identical compared with the gold-coated, 
cleaved surface. Platinum contacted crystal are shown in Figure 2 (c) and 2 (d), Sample EP2 and 
EP4 representatively. From these images, one could early indicate that both PtCl2 and PtCl4 

depositions form ellipsoid sharp futures on the surface comparing with ball sharp on teh gold 
coated surface. Their sizes are generally larger than gold deposition meanwhile surface roughness* 
is also increased remarkably, shown in Table I. In the large scanning size images which are not 
shown here, we notice that platinum contacts create some large-sized (>1~2 (Xm) crystal-liked 
futures forming in the deposit processing. PtCl4 thin film has larger grain size and higher 
roughness than PtCl2 thin film. Better uniformed distribution was found on the PtCl2 contacted 
surface. 

When the gold films were annealed in air at 300 °C for an hour, Figure 3 (a), Sample EGA, 
there is a dramatic change in the surface morphology of the as-deposited gold film. The grain size 
grew by a factor of 2-3, as well as the surface roughness. When a similar gold film was annealed 
in vacuum at 300 °C for 60 minutes, (Sample EGV3) there was an increase in the mean grain 
diameter as well as a roughening of the surface and the images are shown in Figure 3 (b). New 
surface morphology has been formed, however, both grain size and roughness did not enlarge as 
much as those annealed in air. Heat treatments have also been applied on PtCl2 coated ZnCdTe 
crystal, Sample EP2A (annealed in air at 300 °C for 60 minutes) and Sample EP2V3 (annealed 
in vacuum at 300 °C for 60 minutes). Shown in Figure 3 (c) & (d), we found there were 
morphologically changing on both samples. Similarly as gold coated samples, the one annealed 
in air had rougher surface than the one annealed in vacuum which can be seen in Table I. 

* The surface roughness is the mean value of the surface relative to the center plane and is 
calculated using: 

to-j±-ff\fay)\dnfy 

Where f(x,y) is the surface relative to the Center Plane and Lx and Ly are the dimensions of the surface. 
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Further more, studies of the gold film annealed in vacuum at 400 °C ( Sample EGV4) and 
500 °C ( Sample EGV5) for 60 minutes were presented in Figure 4 (a) and Figure 4 (b). As one 
can see the higher the annealing temperature was, the rougher surface emerged, as well as the grain 
size. The aging effects have also been investigated in our experiment. In the Figure 4 (c), Sample 
EA2W, we present the etched ZnCdTe surface aged in the ambient for two weeks. Comparing 
this with the freshly etched surface, after exposure to air the new structures have been formed on 
the surface during two weeks period. It appears that aging in air and the heat treatment produce 
similar effects to the etched, uncoated ZnCdTe surface. 

Besides the AFM studies, additional measurements by Scanning Auger Electron 
Spectroscopy (SAES), X-ray Photoelectron Spectroscopy (XPS) , low temperature 
photoluminescence (PL), and dark current-voltage (I-V) curves have been applied on the gold 
coated ZnCdTe surface. I - V measurement enabled us to show a correlation between the Schottky 
diode characteristics and the chemical species/defects that are formed on the surface or in the 
region just beneath the Au/ZCT interface.5A7 As the time concerning, we did not get any chance 
to employ those techniques on the platinum contacted ZnCdTe surface before we send out this 
paper. However, the results will be presented in the near future. 

CONCLUSIONS 

In conclusion, the environment treatments led to strong modifications of the n-type 
ZnCdTe crystal surface for both as-cleaved and as-etched. The investigation of the process of thin 
gold and platinum film depositions on n-type ZnCdTe crystal surface indicates that the surface 
morphology and chemical modifications occurring during annealing and oxidation treatments. 
Both films show similar behaviors under same condition. Those changes directly related with the 
I-V characteristics of devices. The low level of current in the reverse bias achieved with vacuum 
annealed samples could approach the level of those required for X-ray detector performance in the 
Schottky diode mode of operation. In the future deeper studying will be introduced for platinum 
and other metal contacts, and passivation/encapsulation procedures geared towards improved 
radiation detection devices. 
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ABSTRACT 

An important issue in semiconductor device operation is the rate at which current or voltage 
stress creates defects that degrade eventually device operation. Based on recent results on nitrided 
gate dielectrics, we have concluded that bonded-H at the Si-SiC>2 interface plays a role in the 
formation of metastable defects that can be activated, and subsequently neutralized, by sequential 
trapping of injected holes and electrons. In this paper, differences in defect behavior for Si-Si02 
interfaces that have exposed to nitrogen (N-) atoms or N-H groups are discussed. Based on these 
results, a microscopic model for interracial defects is proposed. 

INTRODUCTION 

A paramount issue in semiconductor device processing is reliability; e.g., under operating 
conditions, do specific local bonding arrangements at the Si-Si02 interface contribute to the rate at 
which electronically-active defect states are created by current or voltage stress? The resolution of 
this question is particularly important for VLSI and ULSI devices in which the gate dielectric 
thicknesses are about 10 nm or less.For example, for devices in which the gate oxides are 5 nm or 
less, defects, and defect generation at, or in the immediate vicinity of the Si-Si02 interface can be 
significantly more important than in the bulk of the oxide layer itself [1]. 

As dielectrics are decreased to have oxide equivalent dielectric thickness as small as about 3 nm 
for 0.1 mm feature size devices, there is increasing interest in incorporating nitrogen into these 
oxide layers in order to: i) increase device reliability, ii) prevent boron diffusion from p+ 

polysilicon gate electrodes in PMOS structures, and iii) reduce tunneling currents through the use 
of physically thicker oxides [2-5]. At the present time it is not clear whether there is an optimum 
distribution of N-atoms that will satisfy simultaneously all of these three requirements, or whether 
trade-offs will be required to optimize initial performance, with long term reliability. 

In the course of studies on nitrided dielectrics prepared by low thermal budget plasma-assisted 
processing approaches [6-7], we have observed that selective introduction of N-atoms at the 
Si-Si02 interface, or in the bulk of the dielectric layer as in oxide-nitride-oxide (ONO) multi-layer 
dielectrics is strongly dependent on the N-atom source gas, and on post-oxidation and/or 
post-deposition thermal exposures. In particular the experimental results reported in Refs. 5-7 
suggest that H-atoms, in particular N-H groups can serve as precursor sites for defect formation 
and/or generation either during the post-deposition device processing, and/or during device 
operation via current or voltage stress. 

This observation derives in part from studies that have been performed on the thermal stability 
of H-atoms in hydrogenated silicon nitride alloys (SißN^H) where the experimental results have 
demonstrated that H-evolution, which occurs at temperatures as low as 400-500°C, may involve 
near neighbor SiN-H groups in which the H-atoms participate in weak electrostatic H-bonds, as 
well as in stronger bonds with the N-atoms of the SiN-H group [6-7]. Since H-atoms are 
generally present at Si-Si02 interfaces (e.g., as a result of post metallization anneals (PMA) in 
ambient that contain H2), this has lead us to focus on initially-passive local bonding arrangements 
at Si-Si02 interfaces which involve H-atoms, and which can act as precursor sites for 
stress-induced defect generation. 

It is believed that H-atoms compensate what otherwise would be Si-atom dangling bond 
defects, and thereby contribute to decreased levels of interface trapping states denoted as Djt. 
What has not been recognized to date is that H-atoms bonded directly to Si-atoms at the Si-Si02 
interface can form hydrogen bonds with N-H groups or oxygen atoms of the Si02 network and 
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possibly reduce reliability. This paper explores the properties of these H-bonds, and focuses on 
their metastability with respect to charge capture occurring during device operation. Section 2 
reviews results on defects at nitrided Si-SiC>2 interfaces. Section 3 proposes a mechanism for 
defect generation that is based on qualitative differences in bonding between N-atoms and N-H 
groups at Si-SiC>2 interfaces. Section 4 presents the results of model calculations that support the 
defect generation mechanisms suggested in Section 3. Section 5 gives a brief summary. 

II.   DEFECTS AT NITRIDED SI-SI02 INTERFACES 

Metal-oxide-semiconductor (MOS) capacitors were formed by 300°C plasma processing [1]: (i) 
a remote plasma-assisted oxidation using either O2 or N2O [7] followed by (ii) a remote PECVD 
deposition of Si02- Some devices were exposed to direct or remote plasma excitation of 
NH3[2,3]. Table I includes mid-gap Djt (also known as the Pf, center in the EPR literature) for 
three types of devices prepared with pre-deposition oxidations using (i) either a) O2 or b) N2O, but 
with no post-deposition exposures to excited NH3, and (ii) O2, with post-deposition exposures to 
excited species from NH3 plasmas. Also included in the table are interfacial densities of N atoms 
obtained from the analysis of SIMS data. The loss of H-atoms from N-H groups at the interface is 
assumed to occur at annealing temperature of ~900°C, paralleling behavior in bulk hydrogenated 
silicon nitride films as monitored by IR before and after annealing. 

Table I - Mid-Gap Dit and N-Concentration at Si-Si02 Interfaces 

Processing Dit (cnr^-eV"!) Nitrogen  (cm"2) 
Plasma-Oxidation - O2, 400°C 1 x 1010 N - 1.6xl014 

Plasma-Oxidation - N2O, 400°C 1 x 1010 N - 8.5xl014 

Exposure to NH3 - 400°C 2-5 x 1011 NH - >5xl014 

Exposure to NH3 - 800°C 1 x 1010 NH - >5xl014 

These results show (i) about the same Djt values for pre-deposition oxidations using O2 and 
N2O, with no exposures to plasma excited NH3, but (ii) significantly higher values of Djt where 
pre-deposition oxidation using O2 and oxide deposition were followed by an exposure to species 
from an NH3 plasma. For processing conditions which included a 400°C PMA (i) the intentional 
incorporation of N atoms (as contrasted with NH groups) in the immediate vicinity of the Si-Si02 
interface from the N2O oxidation did not lead to any significant changes in D;t with respect to 
interfaces at which N atom concentrations were lower by a factor of ~5, whereas (ii) the 
incorporation of NH groups at the Si-Si02 interface (from an NH3 plasma) resulted in significant 
increases in Djt. Three different procedures using plasma-excited NH3 gave comparable increases 
in Djt: (i) exposure of oxide dielectrics to species from an NH3/He discharge with no film 
deposition, and deposition of (ii) nitride layers, and (iii) oxynitride alloy layers for composite 
dielectrics. For processing which included the plasma excitation of NH3, a 30s RTA at 900°C 
reduced Djt levels to about the same values as in devices without the NH3 exposures. 

MODEL FOR DEFECT METASTABILITY 

Figure la shows the ideal Si/Si-Oxide interface without defects, H- or N-atoms. Figure lb 
shows the real Si/Si-Oxide interface with defects and H-atoms, but no N-atoms. The positively 
charged O atom is bonded to three atoms and is over-coordinated. The ab initio calculations 
presented below show that trapping a hole at an O-atom site that is H-bonded to an Si-H group can 
lead to the formation of a three-fold coordinated positively-charged oxonium center in the dielectric 
and a neutral dangling bond at the Si-Si02 interface. Similarly, trapping of a hole at an N-H site 
that is H-bonded to an Si-H group, can lead to the formation of a four-fold coordinated ammonium 
center and a Si-atom dangling bond. The stabilities of these over-coordinated and positively 
charged sites have been shown to be stable with O-H and N-H bond energies in excess of 4.5 eV. 
the same type of calculations indicates that trapping of an electron at the over-coordinated 
positively-charged sites is destabilizing in the sense that the H-atom is displaced back to the 
Si-atom, returning the local arrangement to its original configuration with a Si-H bond which is 
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once more coupled to the O-atom or N-H group through a H-bonding interaction. 
The proposed model for defect metastability at Si-SiC>2 with NH group is illustrated in Fig. 2, 

where a complete cycle of metastable bonding, including defect creation and annihilation is 
shown. The H-bonds that couple interfacial Si-H groups to highly electronegative atoms or groups 
in the dielectric in the immediate vicinity of that interface are integral components of a precursor site 
for charge trapping reactions that can lead to defect generation.The model is based on a premise, 
substantiated by the ab initio calculations presented below, that trapping of charged carriers at local 
bonding sites that include H-bonding arrangements is a mechanism that can promote defect 
metastability without the loss or diffusion of H-atoms. In this model, the equations for (i) defect 
creation by trapping of a hole; (ii) defect neutralization by trapping of an electron are given below: 

defect generation: lh+ + -Si-H H-NSi-2 > H2-N+-Si-2 + Si0 , (1) 

and 

defect neutralization: le' + H2-N+-Si-2 + Si0  > -Si-H H-NSi-2 (2) 
The trapping of a hole at a neutral site starts the process leading to the creation of charged 
ammonium center, H2-N+-Si-2, and a neutral Si-atom dangling bond, Si0. The trapping of an 
electron on the ammonium center destabilizes that center leading a loss of a H-atom, which 
becomes reattached to the Si-H and an H-N-Si2 group, that are connected via the H-bonding 
interaction and therefore are in the initial bonding arrangement. The coinage in this defect 
metastability process is the H-atom. It is initially boned to the Si-atom, and weakly associated with 
the NH group with Si-H and N H distances of -0.15 and 0.25 nm, respectively. After hole 
trapping, the Si -H distance is increased to greater than 0.2 nm, and the N-H bonding distance is 
decreased to -0.17 nm. It has been implicitly assumed that the defect metastability cycle described 
by equations (1) and (2) occurs at room temperature. If the electron hole and trapping both occur 
at elevated temperatures, then H2 release, and the subsequently linking up of the resulting Si and 
N-atom dangling bonds is then possible. This is illustrated in Eqns. (3) - (5): 

(i) hole trapping lh+ + -Si-H H-NSi-2 + heat —> H2-N+-Si-2 + Si0 , (3) 

(i) electron trapping, followed by release of an H2 molecule; 

le- + H2-N+-Si-2 + Si° + heat —> Si° + °NSi-2 + H2 (4) 

and (iii) bond healing: Si0 + °NSi-2 + heat —> Si-N-Si-2 (5) 
The experimental results suggest that defect neutralization is promoted by low temperature 
annealing (<300°C), whilst H2 formation, followed by defect healing is driven at higher 
temperatures: 400-800°C for H2 formation, and >800°C for defect healing. 

Before discussing support for this model from ab initio calculations which serve to establish 
the stability of the four-fold coordinated, positively-charged H2-N+-Si-2 group, and the instability 
of the four-fold coordinated neutral H2-N-Si-2 group, we indicate the way the same type of defect 
metastability mechanism can be applied to materials with bonded O, as in hydrogenated silicon 
oxides. The link between the NH- and O-bonding arrangements derives from the fact that 
NH-groups and O-atoms are chemically equivalent, (i.e., isoelectronic), with each being capable of 
forming two partially covalent bonds in their neutral states, as in the respective ammonia and water 
molecules, H2-NH and H2-O, and three partially-covalent bonds when positively charged as in the 
respective ammonium and oxonium configurations, NH4+ and OH3+ The reaction equations for 
defect generation and neutralization are given below: 
defect generation: lh+ + -Si-H OSi-2 > H-0+-Si-2 + -Si0 , (6) 

and 
defect neutralization: le" + H-0+-Si-2 + -Si0  > -Si-H OSi-2       (7) 
Elimination of bonded-H from Si-H and Si-OH groups, with the formation of H2 can occur via a 
series of reactions that parallel Eqns. (3)-(5). There is also evidence for a process in which H2O 
molecules can be eliminated from near-neighbor Si-OH groups that are interconnected through 
H-bonding interactions. At this point, we shall proceed to discuss the results of ab initio 
calculations for defect generation/defect metastability processes. 
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MODEL CALCULATIONS 

In this work, calculations are carried out for the full electrostatic Hamiltonian of the system 
using GAMESS program[8]. For the ammonium complex, the positively charged N atom is 
bonded to two H atoms and two Si atoms which are terminated by six H atoms. For the oxonium 
complex, the positively charged O atom is bonded to one H atom and two Si atoms which are 
terminated by six H atoms. All of the boundary H atoms are positioned along ideal tetrahedral 
bond directions and the Si-H bond length is taken to be 1.48 Ä. The active regions of the 
ammonium and oxonium complexes are shown in Fig. 3 (the boundary H atoms are not shown). 

The N-H bond length in the positively charged ammonium is computed to be 1.01 Ä and the 
N-H bond energy is found to be 4.97 eV. The neutral ammonium is found to be unstable. At the 
equilibrium geometry of the positively charged ammonium, the neutral ammonium is 1.51 eV 
unstable against H loss. The O-H bond length in the positively charged oxonium is computed to 
be 0.96 Aand the O-H bond energy is found to be 5.65 eV. Similar to ammonium, the neutral 
oxonium is found to be unstable. At the equilibrium geometry of the positively charged oxonium, 
the neutral oxonium is 3.35 eV unstable against H loss. 

The next question we need to address is whether there exists an energy barrier to the transfer of 
H atom between -SiH and (NHSi-2)+ or (OSi-2>+. The -SiH bond in Si-Si02 interfaces is 
simulated by HoSi3SiH, i.e., the -SiH bond is backbonded by three Si atoms which are 
terminated by nine H atoms. The Si-H bond length is taken to be 1.48 Ä and all the nearest 
neighbor Si-Si distances are maintained as in the bulk, 2.35 Ä. Fig. 4(a) shows the relative 
energy of (H9Si3SiH)-(NHSi-2)+ as a function of the N-H distance at three Si-N distances of 
2.5, 3.0 and 3.5 A (the reference energy is the energy of (H9Si3SiH) + (NHSi-2)+. At large Si- 
N distance where there is no interaction between (HgSißSiH) and (NHSi-2)+, there clearly exists 
an energy barrier to the transfer of H atom, since the SiH bond has to be broken which is about 
3.5 eV before the formation of a stronger N-H bond. At the Si-N distance of 3.5 Ä, Fig. 4(a) 
shows that as H moves from -Si, the energy of the system increases slightly and then decreases 
dramatically due to the formation of the stronger NH bond. At the Si-N distance of 3.0 Ä, the 
energy of the system decreases monotonically as H moves from -Si to the positively charged 
ammonium complex. At the Si-N distance of 2.5 Ä, the energy of the system is greater than zero 
and the system is unstable. This calculation shows that H atom can transfer from -SiH to a 
positively charged ammonium complex without any barrier at Si-N distances in the range of 2.5 to 
3.5 Ä. 

Similar calculations are carried out for the transfer of H atom between -SiH and the positively 
charged oxonium complex. Fig. 4(b) shows the relative energy of (HoSi3SiH)-(OSi-2)+ as a 
function of the OH distance at three Si-0 distances of 2.5, 3.0 and 3.5 A (the reference energy is 
the energy of (HoSi3SiH) + (OSi-2)+. At large Si-0 distance where there is no interaction between 
(H9Si3SiH) and (OSi-2)+, there clearly exists an energy barrier to the transfer of H atom, since 
the SiH bond has to be broken which is about 3.5 eV before the formation of a stronger O-H bond. 
At the Si-0 distance of 3.5 A, Fig. 4(b) shows that as H moves from -Si, the energy of the system 
increases slightly and then decreases dramatically due to the formation of the stronger OH bond. 
At the Si-0 distance of 3.0 A, the energy of the system decreases monotonically as H moves from 
-Si to the positively charged oxonium complex. At the Si-0 distance of 2.5 A, the energy of the 
system is much higher than the energy at the Si-O distance of 3.0 A, suggesting that this 
geometrical configuration is unlikely to occur. This calculation shows that H atom can transfer 
from -SiH to the positively charged oxonium complex without any barrier at some Si-O distance in 
the range of 2.5 to 3.5 A. 

DISCUSSION AND SUMMARY 
Our calculations show that trapping a hole at an O-atom site that is H-bonded to an Si-H group 

can lead to the formation of a three-fold coordinated positively-charged oxonium center in the 
dielectric and a neutral dangling bond at the Si-Si02 interface. Similarly, trapping of a hole at an 
N-H site that is H-bonded to an Si-H group, can lead to the formation of a four-fold coordinated 
ammonium center and a Si-atom dangling bond. These over-coordinated and positively charged 
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sites are stable with 0-H and N-H bond energies in excess of 4.5 eV. On the other hand, the 
same type of calculations indicates that trapping of an electron at the over-coordinated 
positively-charged sites is destabilizing in the sense that the H-atom is displaced back to the 
Si-atom, returning the local arrangement to its original configuration with a Si-H bond which is 
once more coupled to the O-atom or N-H group through a H-bonding interaction. The effects of 
sequential hole and electron trapping establishes these bonding environments as metastable, with 
generation/neutralization reactions, respectively, at an H-bonded, O-atom site. The H-atom motion 
associated with these reactions is displacive, so that the defect generation/neutralization cycle does 
not require H-atom diffusion, or any other H-atom transport process. 

The difference in defect behavior that include N, and NH groups is due to aspects of local 
bonding arrangements that involve H-bond formation. This type of bonding is possible when Si- 
H groups are in close proximity to both Si-O-Si and Si-NH-Si linkages as in Si-Si02 interfaces 
with NH groups, but not when N atoms bonded only to Si are in close proximity to Si-H bonds at 
Si-Si02 interfaces. This is a manifestation of the different symmetries of the non-bonding pair on 
the N-atoms in (i) a planar configuration of a N-atom with three-Si neighbors and (ii) a near 
tetrahedral arrangements as in an NH group that is attached to two Si atoms. 

Since N-atoms bonded only to Si-atoms at Si-Si02 interfaces cannot produce additional H- 
bonding configurations, but only reduce the number of such interactions involving near-neighbor 
Si-H groups and Si-O-Si linkages, we would expect no increases in D;t at Si-Si02 interfaces 
processed with the O2 and N2O pre-oxidation step, even though the number of N-atoms in the 
immediate vicinity of the Si-Si02 interface is increased by a factor of about 5. In contrast, the 
values of Djt are significantly higher if NH species are allowed to accumulate at the Si-O-Si 
interface during processing. 
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ABSTRACT 

Electrical characterization of MOS structures and device modeling require accurate information 
about dopant concentration, particularly at the poly-Si/Si02 interface. We compare four experi- 
mental techniques (secondary ion mass spectrometry SIMS, resonant ion mass spectrometry 
RIMS, differential Hall effect profiling, and spreading resistance analysis) to measure boron and 
free carrier concentrations in poly-Si, Si02 and crystalline Si. We find that no single technique 
completely characterizes the entire MOS structure, and that spreading resistance analysis in par- 
ticular substantially underestimates the free carrier concentration at the poly-Si/Si02 interface. We 
conclude that in most cases of technological interest the magnitude of the poly depletion effect 
scales with the average carrier concentration at some distance away from the interface and that the 
interfacial effects, such as dopant segregation, are of only secondary importance. These findings 
are supported by theoretical modeling of capacitance-voltage behavior of boron-doped MOS 
capacitors. 

INTRODUCTION 

In dual gate CMOS technology, sufficient dopant activation throughout the polysilicon layer is 
essential to ensure optimal device and circuit performance. Polysilicon depletion near the gate 
oxide interface, in particular, degrades the transistor performance by reducing the channel carrier 
concentration and in turn the device transconductance and drain saturation current. 

Obtaining accurate dopant/carrier profiles for the entire MOS structure is experimentally 
challenging and often requires extensive processing1. In this study, we compare four experimental 
profiling techniques on boron doped polysilicon gate structures. We conclude that differential 
Hall effect profiling yields the most direct and accurate information about the carrier distribution 
at the poly-Si/Si02 interface. We gain additional insight about the dopant activation from the C-V 
measurements and from theoretical modeling of the C-V behavior of the boron-doped MOS 
capacitors. 

EXPERIMENTAL DETAILS 

For this investigation we used 5", phosphorus-doped Si(100) wafers, with a resistivity of 
3-5ficm. Following the gate oxide formation (70Ä dry oxide grown at 800°C), 2000Ä of 
undoped, amorphous silicon was deposited at 550° C in a LPCVD reactor. Elemental boron was 
then implanted into the amorphous Si layer with an energy of 10 keV and a dose of 5-1015 cm"2. 
All wafers were processed by rapid thermal annealing (RTA) at 1030°C for 10s, followed by 
furnace anneals ranging from 750°C to 900°C for lh. The dopant and free carrier profiles were 
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subsequently analyzed utilizing four different experimental techniques: 
1. Secondary ion mass spectrometry (SMS) was performed using a 2 keV Cs+ primary beam; 

boron concentration profile was deduced from the BSi" signal. 
2. Resonant ionization mass spectrometry (RIMS) utilized a 6 keV Xe+ primary ion beam in 

combination with a 249.7nm laser light, produced by frequency doubling of an excimer-pumped 

dye laser2. In the RMS measurement, the neutral sputtered atoms get post-ionized, therefore 
reducing the matrix effects. This method is particularly sensitive for B-doped silicon. 

3. Spreading resistance analysis (SRA) was done at a commercial laboratory3, using standard 
techniques. A bevel angle of 0.0034° and 2.5nm step increments were used in the measurements. 

4. Differential Hall effect (DHE) profiling of lithographically patterned samples was carried 

out on a commercially available automated system4. Each cycle consisted of anodic oxidation of 
30-100Ä of poly-Si, oxide stripping and I-V measurement. Depending on the carrier 
concentration, 20 to 60 points were taken for each profile. 

In order to correlate the measured doping profiles with device electrical parameters, we 
measured the C-V characteristics of a series of MOS capacitors that were subjected to different 
thermal treatments. These measurements were performed on 200i*m x 200|j.m capacitors using a 
Keithley Model 5957 C-V tool. High-frequency and quasistatic measurements were performed 
simultaneously. The value of the poly-depletion effect was determined by dividing the quasistatic 
capacitance measured in the inversion region by the capacitance obtained in accumulation. 

RESULTS AND DISCUSSION 

Figure 1 shows various concentration profiles obtained by the four different experimental 
techniques for a wafer where an RTA step at 1030°C for 10s was followed by a furnace anneal at 
800° C for 60 min. The SIMS and RIMS boron profiles look very much alike. A peak 

concentration of - 7-1021cm"3 about 250Ä from the surface clearly corresponds to the 
implantation peak. During the RTA process, boron readily diffused through the poly-Si layer to 

the Si02 interface, resulting in an average cone, away from the implantation peak of -2- 1020cnr3. 

1022 
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Figure 1: 

Comparison of the four pro- 
filing techniques for a boron- 

doped polysilicon gate. 
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The only noticeable difference between the RIMS and SMS data occurs at the poly-Si/Si02 inter- 
face, presumably because of the matrix effects. 

The profiles obtained by DHE and SRA measurements differ qualitatively from the RIMS and 
SIMS data. The boron implant peak is not observed, and the average concentrations measured 
within the poly-Si are considerably lower. This is to be expected, since SIMS and RIMS detect the 
total dopant concentration, including atoms which are not incorporated into the silicon crystal lat- 
tice and are therefore not electrically active. The boron peak seen in the SIMS and RIMS profiles 
is due to the fact that the implant dose was higher than the dose corresponding to the boron solid 
solubility at the RTA temperature of 1030°C (~3.0T0lscm"2). Any excess boron will therefore not 
diffuse away but rather be left behind in the form of electrically inactive defects and clusters. 

Additional furnace annealing at temperatures up to 900 °C will have very little effect on the 
overall boron SIMS and RIMS profiles within the polysilicon layer, since very little long range 
diffusion will take place. The carrier concentration, on the other hand, measured by DHE and 
SRA, may decrease dramatically because of the boron precipitation out of the supersaturated solid 
solution that requires only short range diffusion. The extent of this decrease depends both on the 
temperature and the length of the furnace anneal (reflecting both thermodynamic and kinetic con- 
siderations) and is a subject of a separate study3. Additional differences between SIMS and RIMS 
profiles can be seen in the Si02 layer and in the channel region and these have been discussed 

extensively elsewhere2. 
In Figure 2, we further analyze the profiles obtained with DHE and SRA, respectively. There 

are two major differences in the profiles. First of all, the average boron concentration throughout 
the poly-Si layer is by about a factor of 3 higher when measured with DHE profiling and secondly, 
the carrier concentration derived from the spreading resistance measurements drops below 

1019 cm"3 at least 250Ä from the Si02 interface. This would indicate a substantial poly-depletion 
that is not consistent with the C-V measurements, as discussed later. 

While spreading resistance analysis is rather straightforward and very accurate for measuring 
the resistivity profile p(x) throughout the poly-Si layer, it has one major shortcoming: for the 
subsequent calculation of the carrier concentration N(x) one has to know the value for the 
mobility u,(x) for boron-doped poly-Si: 
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N(x)= 
1 

q • n(x) • p(x) 
(1) 

In practice, the mobility values for carriers in single-crystalline Si are usually used in the 
calculation and this was done also in our case. The large discrepancy between the DHE and SRA 
carrier concentration profiles suggests that this approximation is rather questionable. With grain 
boundaries acting as scattering centers, the hole mobility in polycrystalline Si is reduced with 
respect to the single crystalline value. Near the interfaces with air and Si02, the mobility is 
expected to drop further due to additional interface scattering. 

The unique feature of the differential Hall effect profiling is that it not only gives information 
on the carrier concentration profile, but also yields a profile of the carrier mobility throughout the 
analyzed layer. An example of this is shown in the bottom part of figure 2. The mobility of bulk 
poly-Si is a factor of 2.5 to 3 lower than for crystalline Si with the same doping level and by 
almost an order of magnitude near the poly-Si/Si02 interface. As shown in figure 2, recalculation 
of the carrier concentration profile, originally derived from the SRA, by using the experimental 
Hall mobility leads to an almost perfect match of both profiling techniques. Thus, depending on 
the mobility values used, the carrier concentration profiles obtained using spreading resistance 
measurements do not necessarily reflect the actual carrier distribution and must be treated with 
caution. 

As stated earlier, another difference between the dopant and carrier concentration profiles is 
their dependence on the thermal processing. RIMS and SIMS plots remain virtually unchanged 
after the furnace anneals; the major change in the dopant profile had already occured during the 
initial RTA step at 1030°C. On the other hand, the carrier concentration profiles are very sensitive 
to the subsequent furnace anneals. Figure 3 shows differential Hall effect profiles for two samples: 
te first was subjected only to the RTA process, the secon was subsequently annealed at 850° C for 
1 hour. Both carrier profiles are flat throughout the poly-Si layer, but differ in the absolute value 
of the carrier concentration. The corresponding SIMS profiles are not affected by the additional 
furnace anneal. The difference in the differential Hall effect profiles is due to the temperature 
dependent solid solubility of B in Si. The values of the solid solubility for poly-Si and crystalline 
Si are almost identical; however, since the solid solubility is considerably lower at 850° C than at 

- RTA (1030°C, lOsec) + 850°C, 60 min. 
- RTA (1030°C, lOsec) only 
- SIMS-profile   

Figure 3: 

Differential Halleffect 
profiles as a function 
of thermal treatment 

-> r 
500 1000 1500 

Depth  [A] 
2000 

860 



T—'—r 
-2 0 2 

Gate Voltage   [V] 

1.25 -2-1020cm-3 

4-10 19 cm"3 

Gate Voltage   [V] 

Figure 4: Experimental (left) and theoretical C-V curves for MOS 
capacitors with boron doped polysilicon gates 

the RTA temperature of 1030°C, some of the previously activated boron atoms precipitate out of 
the solid solution during the furnace anneal and the total carrier concentration drops. Figure 3 
also shows that in the region with constant dopant concentration (i. e., away from the implant 
peak) the SIMS and DHE curves overlap after the initial RTA step, implying complete activation. 

Since device performance is ultimately of more interest than carrier concentration, the electri- 
cal characteristics of capacitors measured with the C-V method have a greater practical 
significance. The average carrier concentration throughout the poly-Si layer and, in particular, 
close to the poly-Si/Si02 interface is crucial in determining the C-V behavior. Figure 4a shows 
the measured quasistatic C-V curves for the samples of figure 3. The two curves especially differ 
in the inversion regime; the capacitance for the RTA-only sample stays constant, whereas the 
capacitance of the post-furnace annealed sample decreases with increasingly negative gate 
voltage. This is due to the fact that the carrier concentration close to the poly-Si/Si02 interface is 
low enough that a depletion layer is formed. This layer increases in width with increasing gate 
voltage, reducing the total capacitance. On the other hand, the carrier concentration in the RTA- 
only sample is sufficiently high that no depletion layer is formed, and the capacitance therefore 
remains unchanged. This behavior is consistent with simulation results obtained with recently 
developed modeling techniques6. Figure 4b shows the simulated quasistatic C-V curves for 
samples with poly-Si uniformly doped with 2-1020 cm"3 (approximately corresponding to the 
RTA-only sample) and 4T019 cm3 carriers (corresponding to the RTA and furnace annealed 
sample). The match with the measured C-V curves is excellent. 

The value of the depletion effect and the carrier concentration throughout the poly-Si layer are 
inversely related. Figure 5 shows this relationship for a variety of samples annealed at different 
temperatures and therefore having different carrier concentrations5 There is a linear dependence 
between the logarithm of the average carrier concentration and the value of the depletion effect. 
The implications of this relationship on the optimized device performance and processing 
limitations are discussed elsewhere5. 
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CONCLUSIONS 

We compare four different experimental techniques to measure boron and free carrier 
concentration in poly-Si. After an initial RTA step that diffuses the implanted boron up to the 
poly-Si/Si02 interface, SIMS and RIMS profiles remain insensitive to any additional furnace 
anneals. The carrier profiles deduced from the spreading resistance measurements depend 
sensitively on the correct values for the carrier mobility. The hole mobility in poly-Si is typically a 
factor of 2-3 lower than in single-crystalline Si; near the interfaces, additional scattering further 
reduces the carrier mobility. Using the mobility values obtained from differential Hall effect 
profiling, the carrier profiles based on the spreading resistance measurements look very much like 
the differential Hall effect profdes. This method, although experimentally more complicated, is 
the best technique to measure carrier concentration near the critical poly-Si/Si02 interface. We 
find a simple empirical relationship between depletion effect and carrier concentration. 
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ABSTRACT 
The so-called Direct Wafer Bonding (DWB) technique opens new possibilities for the 

electronic industry but still suffers from the poor knowledge we have of the microstructure of 
these interfaces and hence of their electrical activity. In this work, we have extensively used 
Transmission Electron Microscopy techniques in plan-view and cross-section to identify the 
structure of the interfaces found between two bonded silicon wafers. The general structure of 
these interfaces is that of a perfect grain boundary and evidently depends on the misorientation 
between the two bonded wafers. A twist component in the range O>0>13° creates a square 
network of pure screw dislocation whereas an unavoidable tilt component (<0.5°) is 
compensated by a periodic array of 60° dislocation lines perpendicular to the tilt direction. 
Therefore, the regularity of these networks can be disrupted by the presence of steps (of up to 
several nanometers) in the interface plane. Silicon oxide precipitates are seen heterogeneously 
distributed on the interface with preferential nucleation sites on the dislocations. 

INTRODUCTION 
The direct wafer bonding (DWB) technology where two materials of different compositions 

or doping levels are bonded together at the atomic level opens new possibilities for the 
realization of electronic devices1. With regard to bipolar devices and high voltage integrated 
circuit applications, it is investigated as an attractive technique since it has the potential for 
inexpensively producing thick and doped epilayers including n-n, p-p and p-n type junctions. 
For such applications, the electrical properties of the bonding interface are of crucial importance 
and were shown, contrary to what it is required, to be not free of anomalies most probably 
related to residual impurities or cristallographic defects. It has been shown that the electronic 
transport across such interfaces is restricted by a potential barrier resulting from charged 
interfacial states2-3. However, the origin of these interfacial states remains still unknown 
because of the poor knowledge we have of the microstructure of these interfaces. It is the 
purpose of this work to carry out a complete transmission electron microscopy (TEM) study of 
these interfacial structures in an effort to improve our understanding of their electrical properties. 
From a fundamental point of view, this study consists in a considerable outgrowth of previous 
investigations of (001) twist boundaries in silicon4"7. 

EXPERIMENTAL 
Polished 4-inch, (001) oriented, 525 nm-thick, CZ-grown type, and lightly boron doped 

(10^5 cm"3) silicon wafers were cleaned in an automatic equipment aimed at rendering their 
surfaces hydrophobic. Then, pairs of wafers were put in contact by manual assembling in a 
class 10 clean room with the wafer flats intentionally misoriented from aligned to about 15°. 
Afterwards, the bonded wafers pairs were annealed at 1200°C for 50 mn in an N2 ambiant The 
TEM studies were performed with a JEOL 200 CX and a Philips CM20 microscopes operating 
at 200 kV, using conventional images and diffraction patterns, on both cross-section and plan- 
view samples. * 
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RESULTS 
1) GENERAL OBSERVATIONS 

The figure l.a is a bright field image showing the general view of a bonding interface when 
the electron beam is closed to the [001] direction. Large domains are periodically separated by 
dark lines. Amorphous precipitates of silicon oxide are often seen located at the interface. The 
largest of them are connected to the black lines. The overlapping of the two misoriented crystals 
gives rise to double-diffraction effects (fig l.c). Moire' fringes are resulting from this double- 
diffraction effect and arise owing to the interference essentially between the (220) reflections of 
the two crystals. They appear in the imaging mode as it is shown in the fig Lb. These fringes 
give no direct information about the boundary structure but they show that the two cristals are 
misoriented around their common <001> axis. In this case, the moire spacing is measured to be 
equal to d=23 ± 1 Ä. From this value, one can deduce the corresponding twist angle5 6=4.8 ± 
0.2°. 

ÜftttBJ 

£ 
figure 1: a) BF plan-view micrograph taken under [001] zone axis. Note the formation of 
terraces (A) resulting from a small tilt misorientation and oxide precipitates (P) mostly connected 
to the 60° dislocation lines, b) the moire fringes, seen within terraces and parallel to <110> 
directions, c) diffraction pattern along the [001] zone axis. The sharp extra-satellite spots that 
are pointed by the arrows in fig 1 .d attest of the periodicity of the dislocation network on a large 
scale. 

2) GBD accomodating low-angle twist component 
As expected from cristallography of low-angle twist boundaries8, the structure of the 

interface consists of two orthogonal sets of screw_dislocations. The Burgers vectors parallel to 
the dislocation lines are bl=a/2[110] and b2=a/2[110]. The dislocation spacing is given by the 

relation, Dd=b/2.sin(0/2) (1), where 0 is the twist misorientation angle. 

a) 6 <1° 
Figure 2 is a typical multibeam plan-view image from one of these low-angle 

boundaries. For such angles, the dislocation spacing is still large enough (Dd>220Ä for 9 <1°) 
so that the entire network can be easily imaged in strong beam conditions, as expected from the 
diffraction contrast theory9. The corresponding twist angle was found from the moire spacing 
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(see §3.1) to be 0.58° ± 0.03°. The separation distance between dislocations is directly measured 
on this image to be Dd=380Ä. No distance correction needs to be carried out since dislocations 
of the same set possess the same Burgers vector. 
b) 1°< 9 < 7°. 

As the misorientation is increased, the grain boundary dislocation spacing becomes smaller 
and the network becomes more regular because of the attractive forces tending to hold them 

figure 2: Typical BF multibeam 
plan-view image from the interface 
of two lightly misoriented wafers. 
The multiple diffraction condition is 
satisfied by using simultaneously 
the 220, 220 and 040 reflections. 
The square array of screw 
dislocations is disrupted by the 60° 
dislocation lines. Note the perfect 
grating of such spaced dislocations. 

together in an uniform array. In this case, the structure cannot be observed in multibeam nor in 
two beams conditions because of the strong contrast arising from the moire' patterns. This moir6 
contrast may also induce confusions as its periodicity is half the separation distance between 
dislocations. Thus, the best way to determine the structure is to image it using the weak-beam 
technique because moird contrasts rapidly'fade when the deviation from the exact Bragg 
condition increases. Figures 3.a et b are "weak-beam" images of the sample presented in fig. 1: 
each of them shows one set of the screw dislocation, the other one being out-of-contrast. The 
dislocations appear in the images as continous and straight white lines. Their spacing is 
measured to be equal to 46 Ä. This is in good agreement with the value deduced from the 
relation (1) with the twist misorientation angle 4.8°. The interfacial stress is therefore minimized 
by this two sets of screw dislocations. 

^mtfm^^ 
figure 3: Weak-Beam plan-view TEM images showing each of them one set of screw 
dislocations. 
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It is known that planar periodic grain boundary dislocation network examined by electron 
diffraction gives rise to specific reflections. These GBD reflections are arranged in a network 
which characteristics are directly connected to the GBD network. They must be carrefully 
analysed to avoid confusion with spots resulting from double-diffraction effect7. 

For a twist boundary consisting of a square grid of screw dislocation with spacing Dd 
examined under normal incidence, the diffraction pattern consists of a square array of spots 
spaced 1/Dd centered around the two crystal reflections and in the same orientation as the square 
GBD's grid10. This square grid of extra spots is shown in fig l.d 

c)   G > 7°. 
The analysis of the diffraction pattern becomes a precious tool when the GBD structure 

cannot be determined from the image. It usually happens for dislocations rendered unvisible 
because too closely spaced: when the corresponding misorientation angle is above 7°. In this 
case, it is easier to detect the periodic network through the presence of the array of the screw 
dislocation reflections though their intensity is known to decrease when decreasing Dd. Thus, a 
misorientation angle of 13.5° leads to the formation of a screw dislocation array detectable in the 
diffraction pattern [11]. Note that this sample corresponds to the maximum misorientation angle 
used in this work and we still do not know wether larger angles can also produce the same type 
of GBD network. 

3) GBD accomodating low-angle tilt component 
The interfacial structure always exibited an uncontrolled small tilt component. This tilt 

component (<0.5°) corresponds to a small rotation around ramdom axes of the boundary plane. 
As a result, the interface consists of flat (001) terraces separated by steps lying along the 
direction perpendicular to the tilt direction. These steps are formed by the addition of families of 
60° dislocation lines periodically located at the interface and that all have the same component 
perpendicular to the interface, a/2=2,7 Ä. They are clearly observed in all samples even when 
the screw dislocation network cannot be detected when too closely spaced. Their spacing does 
not depend on the screw dislocation network. In the sample seen in fig 1, they appears as the 
dark lines 400 nm wide spaced. This allows us to precisely determine the tilt angle from which 
they originate to be 0.04°. The characteristics of this tilt angle (direction and magnitude) are in 
good agreement with those deduced from the shift of the Kikuchi lines in the diffraction pattern. 

When one of these lines is examined under different diffraction conditions as in fig 4.a, it 
can be seen that the separation distance between the screw dislocation on either side of this 
dislocation is increased by half of the usual spacing. This change in spacing is because the 
screw component of this dislocation is half of the other dislocation. Another remarquable feature 
is that the other set of screw dislocation is systematically offset by half of its periodicity when it 
crosses this line (fig. 4.b). The reason of this offset is that the four nodes at which this 60° 
dislocation meets screw dislocations split into three fold nodes. 
If the twist angle is below 1°, all dislocations segments are distinguable in the image. In such 
cases, it is possible to carried out an analysis of the resulting configuration following_the 
Frank's procedure12-13. Fig. 5 shows, for instance, how a 60° dislocation lying along [110] 

with Burgers vector b=a/2[T01] intersecting the screw dislocation with Burgers vector bl will 
appear in the network. At the meeting point, these two dislocations react to form a third 
dislocation with b3=bi+b=a/2[011] provided b2+bi2 >b32 and b, bl make an angle larger 
than 90°. Before the reaction takes place, the 60° dislocation b had an edge component in the 
plane of the interface. After the reactions, the two 60° dislocations segments with b and b3 have 
an equal but opposite edge component. The total edge component vanished and is essentially 
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figure 4: Weak-Beam images of a 60° 
dislocation lying along AB 

a) g=220, the dislocation appears as 
a straight and white line which direction is 
the same of the screw dislocation one. 

b) g=220, note the shift of the other 
set of screw dislocations when it crosses 
AB. 

accommodated by the offset of the screw dislocation. As seen in fig. 6, the apparence of these 
two 60° dislocations at the interface increases the screw dislocation spacing by 0.5 Dd since their 
efficient component in compensating the twist misorientation is a/4[110]. The low-energy 
configuration is achieved when angles between dislocations change to 120°. 

< L5Dd> 

\ 

b>k 
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♦ 
120* 
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figure 5: Interaction between a 60° dislocation lying along [110] with Burgers vector b and 
screw dislocations with Burgers vector bl. 

4) Large steps 
The regularity of the network is usually not total but disrupted by the addition of {111} 

steps of up to several nanometers in height which do not act in accomodating the crystal 
misorientation.These steps are seen in only some of the investigated samples and their origin is 
believed to be an neighboring unbonded area. They are not arranged with a regular periodicity as 
the separation distance vary from up to a few tens of micrometers. Fig. 6 shows some of these 
steps when the electron beam is closed to the <001> direction. These steps look like broad 
ribbons lying along the two <110> directions. The corresponding schematic diagram of a 
perpective view of the actual structure deduced from tilting experiments is shown below. 

SUMMARY AND CONCLUSION 
Although wafers were Cz grown type, no oxide layer was encapsulated at the bonding 

interface whatever the twist misorientation angle. This is not surprising since it is well-known 
that the HF cleaning procedure prior to bonding is the best way to reduce the amount of oxide at 
the interface. A grain boundary is formed with all dislocations presents as part of the equilibrum 
boundary structure. All these dislocations are located at the interface and allow the structure to 
be fully relaxed with no extended volume defects. 
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figure 6: a) BF image along [001] zone axis showing two large {111} steps which appear as 
two ribbons lying along the <110> directions, b) Schematic diagram of the actual structure. 

The general structure of these interfaces is that of a perfect grain boundary and evidently 
depends on the misorientation between the two bonded wafers. A twist component creates a 
square network of pure screw dislocation whereas an uncontrolled tilt component (<0.5°) is 
compensated by a periodic array of 60° dislocation lines perpendicular to the tilt direction. 
Therefore, these low-angle equilibrum boundaries possessing perfect structure are sometimes 
disrupted by the presence of steps (of up to several nanometers) in the interface plane. 

We must emphasize that since the reproducibility of the electrical characteristics of these 
interfaces is of prime importance, significant efforts have to be spent to master the relative 
misorientation between wafers. Moreover, the 60° dislocations are seen to be preferential 
nucleation sites for oxide precipitates and thus the tilt component has also to be mastered. 

Finally, TEM experiments are well suited for the study and optimization of the process 
conditions needed for the routine production of directly bonded semiconductor structures. 
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ABSTRACT 

This paper presents the comparison of the structural and electrical characteristics of Si/Si 
bonded interfaces depending on whether the surface layers were rendered amorphous by high 
dose ion implantation prior to annealing or not. While the general structure of the interfaces is the 
same when the wafers are preamorphized more precipitates are seen in the interface along with a 
few extended defects propagating into the volume. The most striking difference between both 
procedures is that the Spreading Resistance profile is more complicated in shape and difficult to 
master in the case of preamorphized wafers. Careful TEM analysis shows that only in this case 
the interfacial region is stressed in contrast with the fully relaxed structure obtained by direct 
bonding of crystalline wafers. 

For these reasons, there is little chance that the preamorphization technique will benefit to 
the bonding procedure of direct Si wafers. 

INTRODUCTION 

The Direct Wafer Bonding technique opens new possibilities for the realization of structures 
such as : sensors 1, micro-machined structures 2 and Silicon On Insulator substrates 3. In this 
last case, the presence of unbonded areas (voids) constitutes the most important problem to be 
solved. Voids can be practically eliminated by a proper control of the silicon cleaning and 
contacting procedures. 

A different application is that of electronic devices and circuits : rectifier, IGBT, bipolar 
transistor and smart power devices 4, 5, 6, 7, 8 jn m}s case> direct Si-Si interfaces are to be 
formed and thus, not only the mechanical but also the electrical characteristics of the bonded 
interfaces are critical parameters. 

In a previous study, we have investigated the effect of a Si-Si bonded interface on the 
electrical characteristics of a high voltage vertical bipolar transistor 8. The degradations of the 
transistor performances were associated with electrically active defects at the bonded interface 
giving rise to an interfacial potential barrier and/or to carriers lifetime degradation. 

Several subsequent structural studies by Transmission Electron Microscopy in plan-view of 
bonded interfaces have shown interfacial defects such as screw dislocations, 60° dislocations and 
Si02 precipitates 9,10,11,12 wjtn densities controlled by the initial characteristics of both wafers 
and the bonding procedure. The potential barrier that is evidenced on these structures can be 
accounted for by positively charged interfacial states most probably related to the extended 
defects. Since these defects are formed when the two Si monocrystals reconstruct a low-energy 
configuration interface (a grain boundary) that depends on the relative crystallographic orientation 
of the two surfaces put in contact, it is of interest to study the structure and electrical 
characteristics of bonded Si-Si interfaces formed by annealing of amorphous surfaces. 
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These interfaces are expected to be different as the Solid Phase Epitaxial (SPE) regrowth of 
the a-layer is known to lead to the formation of dislocation loops (EOR) beneath the former 
crystalline/amorphous interfaces 13 that will emit Si-interstitial atoms toward the interface upon 
annealing 14. Moreover, the behavior of the SPE regrowth of amorphous materials kept in 
contact can not be easily predicted. 

This paper presents the comparison of the structural and the electrical characteristics of Si/Si 
bonded interfaces depending on whether the surface layers were rendered amorphous by high 
dose ion implantation prior to annealing or not. 

EXPERIMENTAL CONDITIONS 

Polished 4-inch, (001) oriented, P-type (10-15 fl.cm), Czochralski (CZ), silicon wafers 
were amorphized with Ge+ implantation at 70 KeV with a dose of 7 1014 cm-2. XTEM has 
shown that the resulting amorphous layers were of about 700Ä. 

The wafers were then cleaned with the following sequence : organic removal, native oxide 
etching in diluted HF, water rinse and drying in warm nitrogen. Pairs of hydrophobic surfaces 
were manually contacted in a class 10 clean room with no intentional misorientation. The bonded 
heat treatment was performed in N2 ambient at 1200CC during 50 minutes. Afterwards one face 
of the wafer was ground down to 50 micrometers from the bonded interface. Three types of 
bonded interface have been prepared (Table 1). 

Name of the samples 
(Bonded interface) 

Si/Si 
"Mono-implant" Si 

"Double-implant" Si 

Wafer 1 
(Before the bonding) 

monocrystalline Si(100) 
amorphous Si (700A) 
amorphous Si (700A)  

Table 1: Types of bonded interface. 

Wafer 2 
(Before the bonding) 

monocrystalline Si(100) 
monocrystalline Si(100) 

amorphous Si(700A) 

Afterwards, the presence or the absence of voids was checked by infrared thermography. 
Macrovoids were sometimes observed due to particles at the surfaces before contacting or due to 
initial surface stress. 

For each wafer, two small sections were cut at the center and two others near the edge. 
Bevels were prepared for electrical characterization by the Spreading Resistance (SR) technique. 

Samples from each bonded wafers were prepared for microstructural analysis by Electron 
Transmission Microscopy (TEM) in plan-view. With these observations the relative tilt and twist 
angles of the wafers as well as the densities of the amorphous SiC>2 precipitates and of the 
interfacial defects at the bonded interfaces can be measured ',11. 

STRUCTURAL ANALYSIS BY TEM 

The microstructure of Si/Si interface has been extensively described elsewhere in this 
proceeding 11. It consists of perfectly and periodical arrays of screw and 60° dislocations that 
compensate the relative misorientation between the two crystals. These dislocations are organized 
so that the whole structure is fully relaxed with no extended defects propagating into the bulk of 
one of the wafers. Numerous SiC>2 precipitates are seen decorating these interfaces with densities 
depending on the dislocation content12. .   . 

The "mono-implant" and "double-implant" Si interfaces are different from the S1/S1 one. 
In addition to the usual interfacial defects, volume defects with a spacing of a few tens of 
micrometers are also visible (fig.I). As it can be seen in the image, they are bounded to the {111} 
plane of the matrix and are shown to be micro-twins. 

Moreover, analysis of the moire fringes seen in the bright field plan-view images shows 
that these interfaces are strained. Indeed, the most shrieking feature of these moire patterns is their 
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irregularity (fig.II). Indeed from place to place, the moire spacings and directions are different. 
These variations were never seen on typical Si/Si bonded interfaces !! and are the result of strain 
induced variations of the interatomic distances. Another remarkable feature is that the moire 
spacing is clearly seen to be not equal to half the separation distance between dislocations. This is 
firstly because the tilt axis is not a <100>-type direction of the interface plane and hence the 
densities of 60° dislocations lying along these two <110> directions are drastically different 
(fig.III). Moreover, the tilt angle is of the same magnitude as the twist angle and since the 60° 
dislocations also have an efficient component that can compensate the twist misorientation, the 
screw dislocation network is not squared but appears rectangular. 

Fig.I Cross-section image of volume defects at 
the preamorphized bonded interfaces. These 
planar defects lie on {111} planes. 

Fig.II TEM plan-view imaging the stress at the 
"mono implant" Si interface. Note the 
irregularity of the moire fringes. 

Fig.III TEM image of the "mono-implant" Si showing one set of screw dislocation. 60° 
dislocations are also visible in the image. 
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Typical results quantifying the structure and composition of the different interfaces are 
shown in Table 2. 

Samples 
Si/Si "Mono- 

implant" Si 
"Double- 

implant" Si 
Screw dislocations density (km/cm"2) 5 4.2 12.5 

60° dislocations density (km/cm-2) 0.4 1.8 4 

SiC precipitates density (cm-2) - 10? 2.10? 

SiC>2 precipitates density (cm-2) 109 4.109 9.109 

Volume defects density ((im-1) - 1/50 1/200 
Table 2 : Summary of the different defect densities for the three kinds of interfaces 

SPREADING RESISTANCE RESULTS 

For the Si/Si bonded interface, the SR peak increases near the interface (Fig.IV) and the 
bonded interface is revealed by Schimmel etching near the maximum resistance. When one or 
two surfaces are preamorphized prior to annealing, the shape of the SR peak changes ("mono 
-implant" and "double-implant" Si samples). In these two cases, the resistance increases before 
the interface, then decreases near the interface (fig.V) and the bonded interfaces are revealed by 
etching close to the position where the resistance reaches its lowest value. 

Note that the asymmetry of the SR profile does not necessarily reflect an asymmetry of 
the carrier distribution since it can be well explained by measurements artifacts 15. 
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Fig.IV SR profiles of Si/Si bonded interface. Fig.V SR profiles of "mono-implant" and 
"double-implant" Si bonded interface. 

DISCUSSION AND CONCLUDING REMARKS 

The observed increase of the Spreading Resistance near the Si/Si bonded interface (fig.IV) is 
due to positively charged interfacial states that leads to a potential barrier and to a carrier 
depletion. The origin of these states is very probably linked to the interfacial defects seen in the 
interface plane 10, 11, 12 

In the case of the interfaces obtained after annealing of amorphized wafers, the change in the 
Spreading Resistance shape indicates that the electrical characteristics of these interfaces are 
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definitely different and obviously more complicated than those obtained after bonding of two 
crystalline wafers. 

The defects densities (screw and 60° dislocations) are of the same order of magnitude and 
thus cannot explain the observed differences. In previous studies, we have shown that higher 
densities of screw and 60° dislocations could affect the magnitude of the SR profile but not its 
shape '2. The difference in terms of precipitate densities (SiC and SiC>2) is not high enough to be 
suspected of significantly altering the interfacial electrical characteristics. There is also little 
chance that the defects extending into the volume of the wafers can explain this change since 
there are seen in small numbers. 

Thus, we have to consider that, contrary to the interfaces obtained after bonding of crystalline 
wafers that succeed in relaxing the whole structure, the material obtained by bonding amorphized 
wafers is heavily stressed and this can be measured on images showing the moire fringes. Stress 
induced strain is known to affect the characteristics of semiconducting materials through various 
mechanisms ">, 17 While the most obvious of them is the resulting changes in terms of mobility 
and gap width, indirect effects also exists such as "anomalous" dopant diffusion in the vicinity of 
the strained regions. Indeed, Ishigami et al. have already observed this type of SR profiles when 
two Si wafers are assembled with a ring pattern l7. In this case, they have measured by SIMS an 
increase of the boron concentration near the interface and a large stress in its vicinity by X-rays. 

In our case, we have shown that the stress is localized near the interface and thus, some 
regions are under compressive stress and others under tensile stress. This residual stress can give 
rise to a driving force for enhancing the boron diffusion in its gradient region. Hence, it is 
expected that the boron concentration will increase near the interfacial region leading to a local 
decrease of the resistance. 

Another explanation that cannot be ruled out is the change of the electrical characteristics of 
strained semiconductors. For example, the carrier mobility changes under stressed conditions 
and it is known that, in a P-doped and stressed substrates, the mobility substantially increases i(>> 
17 

In summary, this paper presents the comparison of the structural and electrical characteristics 
of Si/Si bonded interfaces depending on whether the surface layers were rendered amorphous by 
high dose ion implantation prior to annealing or not. While the general structure of the obtained 
interfaces is the same that for direct bonding of crystalline materials, more precipitates are seen in 
the interface along with a few extended defects propagating into the volume. The most striking 
difference between both procedure is that the Spreading Resistance profile is more complicated in 
shape and difficult to master in the case of preamorphized wafers. Careful TEM analysis shows 
that only in this case the interfacial region is stressed in contrast with the fully relaxed structure 
obtained by direct bonding of crystalline wafers. While more experimental characterizations 
including SIMS experiments are to be carried out to make this point clearer, there is little chance 
that the preamorphization technique will benefit the bonding procedure of direct Si wafers since 
the overall electrical characteristics get more complicated and even more difficult to reproduce 
than in the case of direct bonding of crystalline wafers. 
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EFFECT OF FERMI LEVEL PINNING AT THE SURFACE DURING OMVPE 
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ABSTRACT 

During organometallic vapor phase epitaxy of GaAs, the Fermi energy is found to be pinned 
=200 meV below the intrinsic Fermi energy on a (lOO)-oriented surface. This was determined by 
making the first comparison of Zn concentration, Nzn> obtained from growth with that obtained at 
equilibrium, all under the same nominal ambient conditions. Donor solubility has been found to 
be virtually unchanged during growth of n- or p-type GaAs, and this is strong evidence that the 
Fermi level remains pinned at essentially the same energy during growth of n- or p-type GaAs. 
Consistent with Fermi level pinning, we find (1) the Nzn is supersaturated in the epilayer for the 
ambient growth conditions used, (2) a large excess concentration of positively charged Ga 
interstitials can be grown into n-type GaAs and which diffuses into nearby p-type layers, causing 
(3) the Zn diffusivity, Dzn~10"13 cm2/s, out of buried npn layers to be essentially independent of 
the ambient conditions. Annealing of a heavily Zn-doped layer at the surface can lead to 10" 
16<Dzn<10-13 cm2/s at T=800 °C simply by varying the Zn partial pressure over its commonly 
used range. Use of In-doped spikes in n- and p-type GaAs suggest that interstitial point defects 
have a strong effect on the group HI diffusion. 

INTRODUCTION 

Conclusions are often made about diffusion mechanisms after analyzing diffusion or 
interdiffusion data with thermodynamic mass action expressions. For a system consisting of two 
phases, say, a GaAs wafer in contact with gas, and three components, Ga, As, and a dopant, the 
Gibbs phase rule demands that exactly three degrees of freedom be controlled. The degrees of 
freedom which are typically controlled are the temperature, T, and the As and dopant partial 
pressures, PAS4 and Pdop- When these are controlled, then all other thermodynamic parameters 
(dopant solubility, concentration of point defects, etc.) are well defined at equilibrium and an 
experiment will be reproducible if the point defects can approach equilibrium quickly. Diffusivity 
may then be written as a function of the three controlled variables, D=D(T,PAs4,Pdop)- However, 
only when the dopant concentration in the wafer, Ndop, is close to equilibrium with Pdop, may one 
express D in terms of the Fermi level, Ef, i.e., D=D(T,PAs4,Ef)- We have demonstrated1 that 
Ndop almost never approaches equilibrium with Pdop during organometallic vapor phase epitaxy 
(OMVPE), and that the use of D=D(T,PAs4»Ef) can be very misleading. In this paper, we provide 
additional evidence for Fermi level pinning at the surface during growth and show that it is the 
major reason why Ndop and Pdop do not equilibrate during OMVPE. 

EXPERIMENTAL 

GaAs epilayers were grown by atmospheric pressure OMVPE on Si-doped GaAs substrates, 
(lOO)-oriented and cut 2° off toward (110).   Growth was performed in a rectangular OMVPE 
quartz reactor with a cross section of 2x5 cm. Sources used include tertiarybutylarsine (TBAs), 
trimethylgallium (TMGa), dimethylzinc (DMZn), dimethylditelluride (DMDTe), and CCI4. H2. 
of 5N purity, was passed through a commercially available metal hydride filter to obtain a purity 
of better than 7N (with respect to O2 and H2O). Electronic mass flow controllers were used to 
accurately control gas flows, and an electronic temperature controller was used to keep the sample 
temperature constant. An IR lamp was used to heat a graphite susceptor during growth. During 
annealing or diffusion studies, the susceptor was replaced with a graphite block which fit snugly 
inside the quartz. As described elsewhere,1 the samples and their GaAs proximity caps were 
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placed in a slit cut in the block during annealing. Growth parameters for the p-type layers have 
been described elsewhere.1 Dopant concentration was maximized in pnpn structures by using a 
growth temperature of Tg=650 °C for the n-type layers and Tg=575 °C for the p-type layers. For 
growth of the npn layers, Tg=600 °C. Characterization included electrochemical capacitance- 
voltage (ECV) profiling, and secondary ion 
mass spectroscopy (SIMS). SIMS profiles 
were made with a Cs+ primary ion beam at an 
impact energy of 14.5 keV for C, In, and Te, 
and 5.5 keV for Zn. Concentration values 
were determined by comparison with ion 
implanted standards. The instrumental 
background concentration is approximately 
lxlO18 cm-3 for C, but it is much lower for 
the other elements measured. The depth scale 
was obtained by stylus profilometry of 
individual craters with an estimated 
uncertainty of ±3%. 

19 

RESULTS AND DISCUSSION 

Fig. 1 shows the solid solubility of Zn, 
NZn, as a function of Pzn at T=700 °C and 
constant PAS4- The triangles represent the 
approximately constant Nzn near the GaAs 
surface, as measured by SIMS, after Zn was 
diffused into undoped epilayers from the gas 
phase, and a line is drawn through the data 
with an Nzn-Pzn1^2 dependence. The other 
data points show the results of OMVPE 
growth. The squares represent data taken 
by ECV profiling, and two of those points 
were verified with SIMS (diamonds). The 
growth results are similar to those reported 
by others,2.3 i.e., Nzn~Pzn> up to the 
solid solubility limit. 1 

Interestingly, both curves can be 
understood by assuming solid-vapor 
equilibrium between species in the vapor 
(v) and the ionized Zn and holes, h+, in the 
solid (s), via Zn(v) + l/4As4(v)<->Zn-As(s) + h+. The resulting mass action expression, 

pNZn = KpPZnPAs4' can be used t0 describe NZn ^^ eitner growth or diffusion, assuming that 
equilibrium can be approximated. Thus, after Zn in-diffusion from the vapor, the region where 
Nzn=P=constant just below the surface should exhibit an Nzn~Pzn1/2 dependence. This same 
dependence also would be observed during growth if p=Nzn at the growing surface. However, if 
the Fermi energy is pinned at the surface during growth, i.e., psurf=const., then Nzn,surf~Pznis 

predicted. During growth, Nzn,surf becomes the Zn concentration in the epilayer, and this results 
in a nonequilibrium, but metastable, Nzn.epilayer (assuming that the Zn cannot diffuse rapidly 
enough to change Nzn during growth). We have shown1 that the crossover of the two lines in 
Fig. 1, at Nziv=3xl017 cm"3, provides an estimate of the pinned Fermi energy, Ef, relative to the 
intrinsic Fermi energy, E;, and intrinsic carrier concentration, n,, of (Ej-Ef)surf=kTln(pSurfi'nj)=200 
meV, during OMVPE growth of Zn-doped GaAs at T=700 °C. 

18 
-4 Log P 

Fig. 1. Log NZn (cnr3) vs Log Pzn (arm), 
from growth (squares from CV, diamonds from 
SIMS) and from equilibrium experiments 
(triangles). A line with slope of 1/2 is shown 
with the equilibrium results, and a line with 
slope unity is shown with the growth results. 
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It is also of interest to determine 
whether pinning occurs during the growth 
of n-type GaAs, and, if so, where the 
Fermi level is pinned. We (and others) 
have observed a nominal NTe~PTe f°r 

group VI elements rather than the 
Nxe-Pxe'/2 expected^ from the mass action 

expression, nN^g = KnPTeP^ ' , if 

n=Nje at the growing surface. This 
suggests that pinning does occur during 
OMVPE growth of n-type GaAs, but 
experiments analogous to those performed 
with Zn, i.e., in-diffusion from the vapor, 
are impractical because of the low 
diffusivity of our donors. 

An alternate approach is to measure the 
shift of the surface Fermi energy during 
growth of an npn structure. Keeping a 
constant Pje and PA54 during the entire 
growth, the mass action expression 
predicts that the equilibrium NTe will 
increase more than an order of magnitude 
during growth of the p-type layer. Fig. 2 
shows the results of growing an n-type 
layer with Te, and adding a large 
concentration spike of C during the 
growth. There is an insignificant change in 
Nje as the carrier density closely follows 
the dopant concentration (confirmed by 
ECV). Attributing the small change of Nje 
in the p-region entirely to a shift in EfiSurf, 
the shift is estimated to be 
AEfiSUIf=kTln(np.region/nn-region)<20meV. 
This is very strong evidence that the Fermi energy is pinned weakly p-type independent of the 
polarity of the dopant, i.e., (Ej-Ef)surf=200 meV during n-type as well as p-type OMVPE on the 
(lOO)-oriented surface of GaAs. 

A pinned Fermi energy has implications which go far beyond the solubility of dopants. 
Analogous to dopants, the equilibrium concentration of charged point defects will be determined 
by reactions, such as V0+e-<-»V~ which relates neutral and singly charged vacancies. Since the 
equilibrium concentration of neutrals, [V°], is independent of Ef,4 the resulting mass action 
expression, [V-]=Kv[V°]n, illustrates that the concentration of any charged point defect will be 
strongly affected by the Fermi level pinning during growth. Unless the characteristic diffusion 
length of the defect is large, its concentration after growth (and perhaps even after annealing) will 
be determined primarily by Efsurf during growth rather than the equilibrium Ndopam. For the 
pinning described above, one expects to obtain a supersaturation of positive point defects and an 
undersaturation of negative point defects during OMVPE growth of n-type GaAs, and the 
opposite during growth of heavily p-type GaAs. 

Deppe^ suggested that the emitter push effect observed in npn structures could be related to a 
Fermi energy which was pinned at the surface near midgap. He pointed out that the triply charged 
Ga vacancy, Vca

3", which was then thought to control diffusion, would be undersaturated in the 
grown epilayer. Deppe proposed that a particular Frenkel reaction in an n-type epilayer, 

Fig. 2. Log Nxe and Nc (cm"3) vs depth (pm). 
The lack of change in the Te concentration as the 
GaAs becomes p-type is striking. This is strong 
evidence that the Fermi level remains pinned at 
the same energy during growth of n-type and p- 
type GaAs. The instrumental background for 
Nc=lxl018cm-3. 
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Gaca <-> Voa + 3h+ + lQa, would produce 
sufficient neutral interstitials, lea0» to cause 
widening of an adjacent group II-doped base 
via the lack-out mechanism. This reaction is 
logically consistent with observations of that 
period, but it is likely to be a slow reaction 
when going to the right because of the large 
energy required to remove substitutional Ga. 

Using the new Te source, DMDTe, 
which has allowed growth of unusually high 
electron concentrations of n>lxl019 cnr3 6 
we have grown pnpn structures 
demonstrating a large emitter push effect. 
Fig. 3 shows the concentration profiles for 
Zn, Te, and In in an as-grown epilayer of 
sample CY132B. In this sample, it is worth 
emphasizing that Zn was turned on after Te 
was turned off, and Te was turned on after 
Zn was turned off. Separate experiments 
have confirmed that growth of the top Te- 
doped layer is responsible for the Zn 

20 T 

Fig. 4. Log N (cm-3) vs depth (um) measured 
after annealing a piece of CY132 at T=800 °C, 
PTBAS^XIO

-3
 atm, and a nominal Pzn=0- A 

small diffusion of Zn out of the top layer can be 
seen, and contrasted to the large diffusion of Zn 
out of the buried layer. 

Fig. 3. Log N of In, Te, and Zn (cm"3) vs 
depth (um) for the as-grown sample, CY132B. 
The width of the buried Zn-doped layer has 
doubled during growth of the following layers 
because of trapped lGa+ which entered during 
growth of the second Te-doped layer. 

diffusion out of the buried layer. This buried 
Zn layer widens tremendously during the 
t=25 min. growth of the top two layers, even 
though there is virtually no diffusion out of 
the top Zn-doped layer. 

The minimal Zn diffusion out of the top 
layer demonstrates that there is no significant 
flux of interstitials from the Te-doped layer 
into the top layer. This suggests that iGa 
generation by the Frenkel reaction is very 
slow. Assuming a singly charged positive 

lGa+» it is easy to show^ that at 
equilibrium, 

^Ga^urfj/^Ga.bulk] = nbulk/nsurf ~10 

for the conditions used here. We propose 
that the pinned p-type surface leads to (1) 
lGa+ being trapped in the n-type epilayer at 
a supersaturated concentration during 
growth of n-type GaAs, and (2) this lGa+ 
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diffuses both back to the surface and into the 
buried Zn-doped region. Positive interstitial s 
diffusing into the buried p-type layer will 
remain trapped there by the electric field of the 
two pn junctions. The trapped lGa+ are 
expected to enhance the diffusion of any 
element, i.e., Zn and any other elements 
sensitive to the kick-out mechanism. 

After annealing a piece of this sample at 
T=800 °C, PTBAS=3X10-

3
 atm, and a nominal 

Pzn=0 atm for t=l hr, substantially more Zn 
diffusion was observed out of the buried Zn- 
doped layer, but essentially none out of the 
top Zn-doped layer, as can be seen in Fig. 4. 
At a temperature of=150 °C above that used 
during growth, it is reasonable to expect an 
increase in the equilibrium Vßa and I(3a 
concentrations. However, diffusion out of 
the top Zn-doped layer is minuscule, and this 
provides strong evidence that the Frenkel 
reaction does not produce any significant 
quantity of lea in the top n-type layer 
during annealing. It is interesting to make 
an order of magnitude estimate of the 
effective Dzn associated with these two 
layers after annealing under the "same" 
ambient conditions. Out of the top layer, 
Dzn~10"16 cm2/s while out of the bottom 
Zn-doped layer, Dzn-lO"13 cm2/s. Both 
Zn-doped layers are, in fact, far from 
equilibrium. The top Zn-doped layer is far 
from equilibrium because Nzn=0 is the 
equilibrium concentration corresponding to 
Pzn=0-  In the buried layer, the Zn 
diffusion during annealing can be 
understood in terms of (1) the excess lea"1", remaining trapped in the Zn-doped layer after growth, 
kick out and replace Zn atoms, (2) the resulting Izn

+, although also trapped by the electric field of 
the pn junctions, diffuse a short distance into the pn junction, kick out and substitute onto Ga 
sites, and (3) the resulting Ica+ move back into the neutral p-region to repeat the process. 
Experimental evidence for the positively charged Izn+ and a more complete discussion of this 
process is presented elsewhere? 

After annealing another piece of CY132 at T=800 °C, PTBAS=3X10-
3
 atm, and Pzn=5.7xl0-3 

atm for t=l hr, the profiles changed to those shown in Fig. 5. The diffusion of Zn out of the 
buried layer is similar to that seen in Fig. 4. The top Zn-doped layer has diffused into the Te- 
doped layer, and its diffusivity is clearly less than that observed at T=650 °C using essentially the 
same Pzn-^ This is simply a result of thermodynamics:^ relative to P=l atm standard conditions, 
the activity of Zn at a fixed Pzn» azn=Pzn/Pzn°. depends upon temperature through the vapor 
pressure of pure Zn, Pzn0- One immediate result of this is that Nzn in the top layer approaches its 
equilibrium value near the surface, which we have estimated from separate experiments to be 1- 
2xl019 cnr3 for the conditions associated with Fig. 5. For comparison, Nzn,eqm=5xl019 cm-3, 
at T=650 °C and the same partial pressures, as can be seen in Ref. [8]. Another effect of lower 

Fig. 5. Log N (cm-3) vs depth (|xm) measured 
after annealing a piece of CY132 at T=800 °C, 
PTBAS=3X10-

3
 atm, and Pzn=5.7xl0"3 atm. 

Significant diffusion of Zn out of both Zn-doped 
layers is now visible. Note that Nzn near the 
surface has dropped to essentially its equilibrium 
value. 
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azn at T=800 °C, compared to the nominally identical conditions at T=650 °C, appears to be a 
lower concentration of Izn+ and thus lower Zn diffusivity. 

A pinned Fermi energy which affects the concentration of charged point defects during 
growth is expected to have an impact on any measure of self-diffusion using neutral markers. 
Markers, consisting of concentration spikes of In, were grown into each layer of the pnpn 
structure and can be seen in Figs. 3-5. In the top Zn-doped layer of Figs. 3 and 4, interdiffusion 
on the group in sublattice is no larger than our resolution limit, i.e., Dn;r<10"17 cm2/s. In Fig. 5, 
Dm-lO"16 cm2/s is found in the top Zn-doped layer. In addition, Dm-lO"16 cm2/s is measured in 
the buried Zn-doped layer where iöa"1" have been trapped since growth. These results indicate that 
a kick-out mechanism enhances D^Ga when iQa"1" is present Moreover, in the n-type layers 
Din-Ga is unmeasurably small. This is somewhat surprising because we expected that (1) the 
weak In-As bond would make In an excellent marker for a vacancy mechanism, and that (2) In 
would not move significantly by an interstitial mechanism because its large radius would preclude 
such diffusion.  The Din_Ga in the Te-doped layers are lower than expected based upon the model 
of Tan and Gosele10 which predicts a measured Dm(800 °C)=Dj{n/nj)3 

^lO"20! 1.5xl019/8xl016}3 =10"13 cm2/s, or -K^x larger than observed. The gradual conversion 
of the Te-doped layers to Zn-doped layers does not appear to account for this difference. The 
excess lGa+ generated during growth in the Te-doped layer is expected to cause a sharp drop in 
the vacancy concentration via the Frenkel reaction, and the recovery of the [Veal back to its 
equilibrium value is expected to be slow.8 However, at present it is unclear how quickly the n- 
type crystal returns to equilibrium. 

In summary, the work presented here shows that Fermi energy pinning at the surface of 
(lOO)-oriented GaAs is weakly p-type, E;-Ef=200 meV, for growth of both p- and n-type GaAs 
with typical OMVPE conditions. This pinning accounts for not only the unity slope of the dopant 
solubility, i.e., Ndopant~pdopant. but also a grown-in nonequilibrium concentration of charged 
point defects. It has been shown that nonequilibrium defect concentrations can become trapped 
by the electric field associated with pn junctions and is responsible for the so-called emitter push 
effect. Because we found that two Zn diffusion fronts separated by <1 urn can be characterized 
by diffusivities that differ by several orders of magnitude after annealing under nominally identical 
ambient conditions, we have not compared our diffusivities with those reported by others (taken 
under still different nonequilibrium conditions). These results and others should be useful for 
device application because an understanding of defect incorporation during growth and annealing 
should lead to new strategies to control diffusion in device regions. 
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ABSTRACT 

The radiative recombination processes of the two-dimensional hole gas formed in SiGe 
quantum wells (QWs) due to modulation doping are studied in details by photoluminescence (PL) 
spectroscopy. Boron-modulation-doped Si/Sil-XGex/Si heterostructures grown by molecular 
beam epitaxy (MBE) are studied. It is shown that charge transfer of holes from the doped Si 
layers causes the filling of the SiGe QWs leading to an appearance of a broad asymmetric PL band 
with a characteristic sharp high energy cut-off and enhanced recombination near the Fermi edge. 
A reduction of this PL enhancement is observed with an increase of measuring temperature. The 
PL bandwidth and the high energy cut-off are found to vary with either the doping level or the 
spatial separation between the delta-doped layers and the QWs. This PL band is argued to arise 
from the recombination of the holes in the QWs and electrons confined near the QWs as a result of 
the band bending induced by the delta-doping. The shape of the PL band with enhanced intensity 
near the Fermi edge are discussed in terms of the phase space filling and many-body effects. 

INTRODUCTION 

Modulation doping of semiconductors has attracted great interest from both fundamental 
and technological point of views. The effect of delta doping in GaAs and Si-based structures was 
demonstrated nearly 10 years ago. The recent advance in molecular beam epitaxy (MBE) makes 
possible the fabrication of high quality Si-based modulation-doped structures and encourages the 
detailed investigations of their physical properties. Recent studies of modulation doped Si and 
SiGe quantum wells (QWs) include intersubband absorption measurements [1, 2] and 
magnetotransport studies [3 - 6] of the two-dimensional (2D) electron or hole gas formed due to 
the modulation-doping. Very little has been done by photoluminescence (PL) spectroscopy, 
which has previously been successfully used to retrieve detailed information on the optical and 
electronic properties of 2D systems in III-V heterostructures [7-12]. This is mainly due to the 
fact that high quality Si and SiGe samples suitable for optical studies have only been available 
recently. . 

In this paper we report on the detailed photoluminescence studies of radiative recombination 
processes in boron-modulation-doped Si/SiGe/Si heterostructures. We shall show that the main 
photoluminescence (PL) process in such structures is the recombination between free electrons 
and the two-dimensional hole gas (2DHG), formed in the SiGe quantum well (QW) due to the 
carrier transfer from the doped regions. The observed strong dependence of the PL spectra on the 
structure parameters, such as the doping concentration and the spacer thickness, as well as on the 
experimental conditions, e.g. measurement temperature and photo-excitation intensity, is 
discussed in terms of many-body phenomena, such as the Fermi edge singularity. 

EXPERIMENTAL 

Samples investigated were grown in a Balzers UMS 630 Si MBE system on n-type (100) Si 
substrates (300 ß cm), having a 1000 Ä undoped Si buffer layer. The structures consist of a 
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strained Sio.8Geo.2 QW placed between two boron-doped Si layers separated by undoped silicon 
spacers with the thickness ranging from 250Ä to 500 Ä - Fig.l. The B-doping was done at 

Si-cap layer 1200 Ä 

Si:B 35 A 

Si 250 - 500 Ä 

SiGe 500 A and 30 A 

Si 250 - 500 A 
Si:B 35 A 

Si-buffer 750 A 

Si substrate 

Fig. 1. The basic Si/SiGe/Si quantum 
well structure with symmetrical 
modulation doping. 

500°C to reach a sheet doping concentration of lxlO13 cm-2. SIMS measurements revealed that 
the B-doping profiles were significantly broadened due to the B segregation, leading to 
unintentional B doping in the Si spacers and also in the SiGe QW. The structures were finally 
capped by a nominally undoped, 1200 A thick Si layer. Reference samples of similar structures 
were also grown without the modulation-doping in the Si barriers with or without the same 
doping in the SiGe QW. The sheet carrier densities in the SiGe QWs, estimated from the 
Poisson's equation by taking into account the actual B doping profiles, are 2.5xl012cnr2 and 
4.0xl012crrr2 for structures with a 500 A and 250 A spacer, respectively. These values are in 
agreement with results from Hall effect measurements. 

The PL measurements were performed in a temperature range 2-70 K. PL was excited by 
an Ar-ion laser and was dispersed with a SPEX 1-m double-grating monochromator and detected 
by a liquid-nitrogen-cooled North Coast Ge detector. 

Hydrogen passivation was accomplished at about 200 °C for 60 min, inside a quartz reactor 
with a remote de H plasma at a pressure of 2.0 mTorr. 

RESULTS AND DISCUSSION 

Fig. 2a and b (solid curves] represent PL spectra measured for the modulation-doped 
structures with 500 A (a) and 250 A (b) spacers. The spectra exhibit the no-phonon and phonon- 
assisted broad asymmetric PL bands with the maximum position of the no-phonon (NP) line 
ranging from 1.05 eV to 1.07 eV. (The substrate-related PL from Si, observed at higher photon 
energies, is not shown in the figure for clarity). This PL appears only after modulation doping 
and is never observed for the undoped structures. The observation of a pronounced NP line as 
compared to the transverse optical (TO) phonon replica, detected 58 meV below the NP band, is 
considered as characteristic for SiGe due to a strong alloy scattering. The shape of the band with 
an abrupt high energy cut-off is, however, significantly different from both the near-band gap 
excitonic PL detected in our undoped reference structures and the localized excitonic emission 
[13], known to be observed under low excitation conditions. We thus propose that this 
asymmetric PL is related to the recombination of the 2DHG in the SiGe QW and electrons 
confined near the QW due to band bending, induced by the modulation doping. The asymmetric 
line shape of the band, with increased PL intensity towards the higher energies followed by an 
abrupt high energy cut-off, reflects the energy distribution of optical matrix elements in indirect 
band gap materials, such as SiGe. The width of the band is then determined by the filling of the 
QW, while the high energy cut-off of the spectra represents the Fermi level position (EF) with 
respect to the ground heavy-hole (HH) subband. The values of EF estimated from the width of 
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Fig. 2. Normalized photoluminescence spectra at 2K from the SiGe QWs with 500 Ä spacer 
(a) and 250 Ä spacer (b). Spectra of the as-grown and the hydrogen-passivated 
samples are shown as the solid and dashed curves, respectively. 

the TO replica of the PL bands, measured with low excitation density (Fig.3), are ~ 30 meV and 
50 meV for the structures with 500 Ä and 250 Ä spacers, respectively. These experimentally 
determined Fermi level positions agree reasonably well with the values of 26 and 48 meV 
estimated by solving the Poisson's equation. 

To prove further the participation of the 2DHG in the PL transitions, hydrogen passivation 
of the structures investigated has been performed. Such a hydrogen treatment has previously been 

1 

w 

0.96   1.00   1.04  1.08 
PHOTON ENERGY (eV) 

0.96   1.00   1.04   1.08 
PHOTON ENERGY (eV) 

Fig. 3. Excitation dependent PL spectra measured at 2 K from the SiGe QWs with 500 Ä 
spacer (a) and 250 Ä spacer (b). The excitation densities are equal to 0.05 W/cm2 

(1), 0.8 W/cm2 (2) and 3.5 W/cm2 (3). 
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shown [14] to deactivate the effective boron-dopant density in modulation-doped Si layers, thus 
providing the possibility to vary easily the 2DHG density in the structures. The PL spectra 
recorded after the hydrogen passivation of the QWs with 500 Ä and 250 Ä spacers are shown as 
the dashed curves in Fig. 2a and b, respectively. For the structure with 500 Ä spacer the PL 
spectrum of the passivated sample resembles the emission usually observed for undoped SiGe 
QWs with typical sharp phonon-assisted excitonic transitions [13]. For the QW with 250 Ä spacer 
and, thus, higher free hole concentration, the partial decrease of the 2DHG density is observed 
after hydrogen treatments. We consider this PL behaviour as a direct evidence for the involvement 
of the 2DHG in the PL transitions. 

The distinct feature of the asymmetric PL bands, appearing due to the modulation doping, is 
their strong dependence on the structure parameters, such as the doping concentration and the 
spacer width, as well as on the experimental conditions, e.g. measurement temperature and photo- 
excitation intensity. The excitation dependent PL spectra are shown in Fig. 3. A clear shift 
towards higher energies with increasing excitation power is observed, followed by an abrupt 
enhancement of the PL intensity at the Fermi edge (Fig. 3a) for the sample with 500 Ä spacer. We 
suggest that this abrupt increase is attributed to the many-body interaction between the confined 
hole-plasma and photogenerated electrons, i.e. the Fermi edge singularity (FES) [7 - 12], based 
on a number of experimental facts. Firstly, the temperature-dependent PL spectra shown in Fig. 4 
exhibit the expected [7 - 12, 15 - 17] behaviour of the Fermi edge singularity. The enhancement 
effects are strongly reduced with increasing temperature and are no longer observable at 
temperatures higher than 42 K. Such temperature dependence allowsi us to discard an alternative, 
model for the abrupt PL enhancement, i.e. reappearance of the excitonic recombination of the QW 
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under a flat-band condition reached due to an intense photo-excitation. This is based on the 
experimental observation that the thermal quenching of the excitonic PL is minimal up to 77 K for 
the reference sample under the same growth conditions but without the modulation-doping. 
Additional evidence will be provided in combination with the discussion below. 

Two dominant mechanisms have been considered in the literature to be responsible for the 
FES in modulation doped ffl-V QWs [7 -12]. One is the effect of the minority-carrier localization 
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due to alloy fluctuation and interface roughness, and the other is the scattering between the 
electronic states near the Fermi energy and the next unoccupied subband. If the first mechanism 
was dominating, the FES would have been present in all the SiGe QW samples studied since the 
electron localization in these samples with the same alloy composition and the same QW width is 
expected to be very similar. This is not the case. The experimentally observed FES varies between 
the samples, depending critically on the sample structure and the experimental conditions, 
particularly on the Fermi level position with respect to the next unoccupied hole subband. As an 
example, we show in Fig.3b PL spectra from the SiGe QW separated by 250Ä spacer, where no 
FES can be observed for photo-excitation intensity up to 3.5 W/cm2, although similar asymmetric 
PL bands are present. The localization of the minority carriers as the mechanism for the FES can 
therefore be excluded for the SiGe QWs studied in this work. 

Theoretical calculations of Hawrylak [15] show that the FES effect should be rather weak 
when the Fermi level lies far from the next unoccupied subband. To test whether this mechanism 
is responsible, we have experimentally tuned the separation between the Fermi energy and the 
next unoccupied subband. This was done either by varying the structure parameters such as the 
spacer and the doping concentration, or by varying experimental conditions such as the photo- 
excitation intensity and the bias across the structures. 

The charge transfer to the QW critically depends on the separation between the doped layer 
and the QW. Reducing the distance between the QW and the doping layer results in a stronger 
charge transfer and thus a higher filling of the QW with 2DHG. This will move up the Fermi level 
position, so that the next hole subband becomes readily populated. This explains the absence of 
the FES for the QW separated by 250Ä spacer (Fig. 3b), where the estimated Fermi level position 
is about 50 meV above the bottom of the first HH subband and thus higher than the second hole 
subband [2, 18]. By reducing the doping concentration of the same structure due to hydrogen 
passivation of the B dopants, and thus reducing the filling of the QW, the FES could be recovered 
as shown by the dashed curve in Fig.2b. 

An increase of the photo-excitation intensity will move up the Ep position in the QWs 
towards the next higher hole subband, due to the effects of the band filling and the band flattening 
caused by neutralization of the B dopants. Since the estimated separation between the first heavy 
hole (HH) subband and the next hole subband (believed to be the first light hole (LH) subband [2, 
18, 19]) in such structures is comparable with the Fermi energy of the 2DHG, with increasing 
excitation intensity the Fermi level can closely approach the LH subband, providing a resonant 
condition for efficient scattering of the 2DHG. The existence of this Fermi edge resonance will 
lead to an abrupt enhancement of the PL intensity near the Fermi edge (Fig.3). Alternatively, the 
phase space filling of the 2DHG up to the LH subband could as well give rise to a normal 
excitonic transition related to the LH subband. This higher-energy LH emission should be 
favoured with increasing temperature as compared to the HH-related PL band, which is 
inconsistent with our temperature dependent studies. In contrary, a thermal quenching was 
observed as shown in Fig. 3, which rules out the possibility of observing the LH exciton. The 
absence of the LH exciton can be explained by an insufficient occupation due to an efficient hole 
relaxation to the lower HH subband when the Fermi energy is still below the bottom of the LH 
subband. The LH excitonic transitions should also be suppressed after a certain filling of the LH 
subband, which is the case for the SiGe QW structure with the 250 A spacer discussed above. 

An alternative way to vary the Fermi level position with respect to the LH subband is to 
apply an external electric field across to the structures [11] and thus to change slightly the band 
bending. The appearance of the 1.066 eV NP line attributed above to the FES, was clearly 
observed for some gate voltages, which can be considered as an additional evidence in favour of 
the model proposed. 

The experimental facts discussed above give strong support for an efficient scattering 
between the states at EF and the adjacent unoccupied subband as the dominant mechanism 
responsible for the FES. This observation is quite remarkable, considering the indirect bandgap 
nature of the SiGe QWs. Since the mix-in of the k=0 contribution is not expected to significantly 
alter the matrix elements for optical transitions, we believe that it is rather the transfer of the 
excitonic effect from the unoccupied subband due to the many-body correlation that is mainly 
responsible for the FES in the SiGe QWs. 
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SUMMARY 

In conclusion, the radiative recombination processes in modulation doped Si/SiGe/Si 
heterostructures have been studied by photoluminescence spectroscopy. It is shown that the main 
photoluminescence process in such structures is the recombination between the free electrons and 
the two-dimensional hole gas, formed in the SiGe quantum well (QW) due to the carrier transfer 
from the doped regions. The observed strong dependence of the PL properties on the structure 
parameters, such as the doping concentration and the spacer width, as well as on the experimental 
conditions, e.g. measurement temperature and photo-excitation intensity, is discussed in terms of 
many-body phenomena, such as the Fermi edge singularity. The dominant mechanism 
responsible for the FES has been shown to be the nearly resonant scattering of holes from states 
near the Fermi edge and the next unoccupied 2DHG subband. This work provides the first direct 
evidence that the FES concept remains highly relevant even for an indirect bandgap semiconductor 
such as SiGe. 
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ABSTRACT 

Radiative isoelectronic impurity complexes consisting of pairs of Be atoms that bind 
excitons can be formed in both Si and SiGe/Si superlattices during growth by molecular beam 
epitaxy. We describe the conditions under which these radiative complexes can be formed and 
show that they can be localized in the alloy layers of a superlattice. Experimental results from 
samples with grown-in Be are compared to previous results from ion implanted samples. 
Superlattices of varying well widths are examined and a narrowing of the no-phonon linewidth 
is observed. 

INTRODUCTION 

The introduction of radiative impurity complexes into indirect-band-gap semiconductors 
is of fundamental and practical importance. Due to the ^-conservation rule, efficient, band-to- 
band, radiative transitions are forbidden in indirect-band-gap semiconductors. For indirect 
materials to play a role in semiconductor light source technology, alternative radiative 
mechanisms must be explored. To date, visible-wavelength gallium phosphide (GaP) light- 
emitting diodes use the mechanism of impurity-related optical emission to advantage. In that 
case, nitrogen, • zinc-oxygen,2 and cadmium-oxygen3 impurities form isoelectronic (isovalent) 
complexes that bind excitons. Those isoelectronic bound excitons (IBEs) radiatively decay to 
emit light. 

IBE emission from various impurity complexes in crystalline silicon (Si) has been 
reported for sample temperatures T<200K4"9 The Be isoelectronic impurity can, in many ways, 
be considered the prototype IBE system. Originally discovered in the early 1970s,10 the neutral 
complex is known to consist of a pair of Be atoms that act together to trap first an electron, and 
then a hole via the electron's Coulomb potential, to form a localized bound exciton system.11 

An intense no-phonon line near the wavelength X.=1.149 um (E=1.08 eV) for temperatures 
T<80K is observed as the exciton radiates. Thewalt et al. estimate the oscillator strength to be 
approximately 1.5xl0-3.12 The exciton can be optically or electrically excited; external 
efficiencies as high as 1% have been reported for the former.13 By investigating the properties 
of the Be isoelectronic complex in indirect-band-gap semiconductors, our understanding of the 
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general behavior to be expected of such complexes is furthered. 
We recently demonstrated that the same impurity complex can be formed in Si-rich, 

silicon-germanium (Sii.xGex) alloys14 and SiGe/Si superlattices.15 In the alloys, the no-phonon 
emission wavelength follows a linear trend with the germanium fraction x, over the composition 
range 0<x<0.2. In those experiments, the samples were grown by molecular beam epitaxy 
(MBE) and Be was introduced via post growth ion implantation. With the introduction of 
impurities during MBE growth, it is possible that implant damage may be avoided and greater 
flexibility is afforded in placing the impurities at a desired location. We demonstrate here that 
under proper conditions, radiative beryllium IBE complexes can be formed via codeposition 
during MBE growth both in Si and in the alloy layers in a SiGe/Si superlattice. The optical 
characteristics of the resulting samples are compared with those obtained from implanted 
samples. 

EXPERIMENTAL RESULTS AND DISCUSSION 

The Si and Sii.xGex layers studied in this investigation were grown by MBE. Details on 
the growth technique and the sample quality and characteristics can be found elsewhere. 14>16 

The crystal quality of the samples is shown to be excellent through Rutherford backscattering 
measurements. Be was introduced into one sample through standard ion implantation. For the 
remaining samples, Be was introduced during growth by using a shuttered boron nitride effusion 
cell containing approximately lg of solid 99.999%-pure Be. Several Be outgassing procedures 
and Be cell temperatures Tße were used before finding a set of Be deposition parameters that 
produced acceptably repeatable results. Details about the dependence of the Be concentration 
on the Be-cell temperature are published elsewhere.17 

1.00 

0.80 _ 

g 0.60 - 

0.40 

0.20 

0.00 - 

I i i i i i i i i i | i i i i i i i i i | i i 

No-phonon Si:Be signal 

i   l   l   l—l—r- T 
T=11K 

■''■■■'■■ 

Si:Be TO phonon replica 

i i i i i i t i i i i i i > 

1.15 1.20 1.25 

Wavelength (urn) 

1.30 

FIG. 1. PL spectrum of a Be-doped Si layer grown by MBE. 
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Photoluminescence (PL) measurements were performed on samples mounted in a 
closed-cycle helium cryostat (Air Products) in which the sample temperatures could be 
controlled from T=10 to 300K. The spectra presented in this paper were all measured for a 
sample temperature T~l IK. The samples were optically excited using the 676 nm line from a 
Coherent Kr+ ion laser. Luminescence collected from each sample was chopped at 
approximately 100 Hz, dispersed using a McPherson grating monochromator, and detected 
using a liquid-nitrogen-cooled Northcoast Ge photodetector and a Stanford Research lock-in 
amplifier. 

A typical PL spectrum for a 50-nm-thick layer of Be-doped Si, grown onto an undoped 
Si substrate, is pictured in Fig. 1. During growth, the Be-cell temperature was approximately 
TBe=775°C, as measured by an in situ thermocouple in contact with the outside wall of the 
effusion cell; the growth temperature was T~500°C. This measured spectrum, showing a strong 
no-phonon line near wavelength X.=1.149 (im accompanied by a phonon replica, is essentially 
identical to that obtained when a similar Si substrate is ion implanted with Be. Typically, to 
activate strong luminescence from Si ion implanted with Be, a post-annealing process (10 min. 
at 590°C) is necessary. However, no post-growth annealing was required to observe the 
luminescence from the samples with grown-in Be, indicating that Be pairs are formed during Si 
growth. This formative process is of critical importance for obtaining luminescence. SIMS 
(secondary ion mass spectrometry) analysis performed on the sample of Fig. 1 revealed a Be 
concentration of ~7xl017 cm-3 in the MBE-grown layer. 

Radiative Be complexes have also been incorporated into SiGe/Si superlattices. To 
allow for comparisons with the results of our previous work,15'17 several superlattices (SLs) 
were grown and examined. The first structure, SL50I, is the same structure as reported in Ref. 
15: ten periods of Sio.92Geo.08/Si (50/100 A layer thicknesses), ion implanted with 2x1013 Be 
ions/cm2 at an energy of 40 keV. The next superlattice, denoted SL50, is composed often 
periods, with each period made up of a 50-Ä-thick layer of Sio.92Geo.08 and a 100-Ä-thick layer 
of Si. The alloy layers were grown at a temperature T~450°C, and the shutter in front of the Be 
effusion cell was opened only during growth of the central 17Ä of each alloy layer, during 
which the Be-cell temperature was held at TBe~800°C. The first 20Ä of each Si layer was 
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FIG. 2. Dependence of Be-related no-phonon emission wavelength on germanium 
concentration in ion implanted alloy (open squares) and SL (filled-in circle) samples. 
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grown at a temperature T~300°C, after which the growth temperature was raised to T~550°C to 
complete the Si layer growth. Finally, the superlattice denoted SL20 is comprised of twenty 
periods, with each period consisting of a 20-A-thick Sio.92Geo.O8 layer and a 100-Ä-thick Si 
layer. The growth temperatures were similar to those of SL50, however, the shutter in front of 
the Be effusion cell was opened only during growth of the central 11Ä of each alloy layer. 
Similar to the Si samples previously described, the superlattices with grown-in Be exhibited the 
Be-related emission without post-growth annealing. 

Figure 2 is a comparison of the peak emission wavelength of the Be complex for bulk 
alloys and SL50I. One can note that the position of the Be IBE no-phonon peak for the ion 
implanted SL is blue shifted from that of the bulk alloy. As discussed in Ref. 15, the peak 
wavelength blue shift for SL50I can be understood by noting that implantation produces Be 
distributed throughout the alloy and Si layers. Theoretical modeling reveals that the binding 
energy of the exciton varies with the position in the SL of the Be pair to which the exciton is 
bound. Since the Be distribution is spread out in the SL, the no-phonon line is shifted and 
broadened from that of the alloy. (Actual spectra are pictured in Fig. 1 of Ref. 15.) 

The introduction of Be impurities during MBE growth provides increased control over 
the location of the Be compared to ion implantation. Our attempts to control the position of Be 
atoms by opening the shutter in front of the Be cell only during growth of the central portions of 
the alloy layers were successful. The upper curves in Fig. 3 show that the Be-related no-phonon 
emission line for SL50 and an ion implanted 8% bulk alloy are located at the same wavelength. 
The absence of a blue shift, as observed in SL50, strongly argues that the Be is reasonably well 
confined in the alloy layers of the SL. Additionally, the prediction made in Ref. 15 is confirmed 
by the fact that the no-phonon line from the grown-in SL (SL50) occurs at the same wavelength 
as that from the thick alloy. However, the linewidth has not decreased to that of the implanted 
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FIG. 3. Top: PL spectra from a Sio.92Geo.os/Si SL (500/100 Ä layer thicknesses) Be-doped 
during MBE growth (solid line), and from a thick Be ion implanted (-5000 Ä) Sio.92Geo.O8 
alloy film (dashed line). Bottom: PL spectrum from a Sio.92Geo.os/Si SL (20/100 A layer 

thicknesses) Be-doped during MBE growth. 
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FIG. 4. SIMS measurement of the Be concentration for the Sio.92Geo.08/Si (20/100 Ä layer 
thicknesses) SL doped during MBE growth (lower solid curve in Fig. 3). Tße~800 °C. Ge line 

indicates the location of the alloy layers. 

alloy which implies that other factors are at work in the grown-in samples. 
The lower curve in Fig. 3 is a PL spectrum from SL20, Sio.92Geo.08 (20Ä/100Ä layer 

thicknesses). Again, the photoluminescence was observed without post-growth annealing, 
although the peak signal strength was decreased by a factor of ~2 from that of SL50. Several 
details of this spectrum are of interest. First, there exists an apparent blue shift of the entire 
spectrum, relative to that of SL50. A narrowing of the no-phonon line is also seen. Both of 
these effects suggest possible quantum confinement of the excitons in the alloy layers. The 
degree to which quantum confinement contributes to these experimental observations is 
currently under investigation. 

SIMS analysis of the superlattices provides additional evidence that the Be is localized 
in the alloy layers. Figure 4 shows the results of a SIMS measurement performed on SL20 (Fig. 
3 lower curve). The rapid increase of the Be concentration near the sample surface is caused by 
the expected surface layer of Be (or beryllium oxide). This effect can be reduced by etching the 
samples in either hydrofluoric (HF) acid or a combination of hydrochloric and HF acids prior to 
SIMS analysis. The concentrations labeled on the left vertical axis of the SIMS plot apply only 
to the Be curve. The curve for the Ge data is present only to indicate the locations of the alloy 
layers in the SL. A couple points should be highlighted to aid in the interpretation of Fig. 4. 
First, the Be concentration varies periodically as a function of depth and tracks the Ge 
concentration, indicating that the Be atoms are more highly concentrated in the alloy layers than 
in the Si barrier layers. Second, given that we attempted to introduce Be only into the central 
region of each alloy layer, and that the alloy layers are only 20Ä thick, due to the limited depth 
resolution of the SIMS technique some degree of averaging is produced in Fig. 4. We estimate 
the peak Be concentrations to exceed lxlO18 cm-3, in agreement with the measured integrated 
Be dose per SiGe layer of-8.5x10'* cm-2. 
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CONCLUDING REMARKS 

Radiative Be isoelectronic complexes are incorporated during MBE growth of Si and 
SiGe/Si superlattices. The fact that the no-phonon Be IBE emission is present, with no further 
processing, is clear evidence that the required Be pairs are being formed during the growth 
process. Be-cell temperatures in the range of 700-800 °C produce Be concentrations on the 
order of 1017-1018 cm"3. The absence of a blue shift in the PL spectrum for the grown-in 
superlattice (SL50), compared to an identical ion implanted sample, confirms a previous 
prediction. Both the no-phonon line narrowing and the blue shifted spectrum for SL20 suggest 
possible quantum confinement of the exciton. 

The authors are grateful to Henry Luftman for the SIMS measurements. The authors 
acknowledge the support of the U.S. Air Force Office of Scientific Research. 
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A SYSTEMATIC STUDY OF THE STRUCTURAL AND LUMINESCENCE 
PROPERTIES OF P-TYPE POROUS SILICON 

H. YOON AND M. S. GOORSKY 
University of California, Los Angeles, Department of Materials Science and Engineering, 
Los Angeles, CA 90095-1595 

ABSTRACT 

The structural and luminescence properties of (001) p-type porous silicon samples 
(p~0.1-0.2 fi.cm) fabricated electrochemically under various conditions were investigated using 
high resolution double and triple axis diffraction and photoluminescence spectroscopy. We show 
the sensitivity of the structure of the porous silicon to the current density in the range of 10-50 
mA/cm2, HF acid concentration in the range of 15% - 30%, and the evolution of the structure 
with time. We have found a systematic dependence of the amount of strain in the porous silicon 
layer (PSL) on the current density. The effect of the HF concentration is such that at 25% and 
30% HF, PSLs are formed which are crystalline and strained, but at a lower HF concentration 
(15%), strained layers are not formed. The perpendicular strain in the layer increases linearly 
with storage time but the in-plane lattice constant of the porous silicon remains matched to the 
substrate. Further, we utilized x-ray reciprocal space maps to observe that, with storage time, 
there is an increase in the diffuse scattering from the PSL due to an increase in the range of tilts 
in the layer. Room temperature photoluminescence emission was observed for all 15% and 25% 
HF samples, but not for all 30% HF samples. Higher peak luminescence energy was obtained 
with lower HF concentration. Finally, we note the relationship between the strain in the PSL and 
the luminescence properties. 

INTRODUCTION 

Since the first report of visible light emission from porous silicon (PS) was made in 1990 
by Canham1, much of the research has focused on the optical and electrical properties of this 
material. The possibility of utilizing silicon in optoelectronic applications has a great 
technological importance, and this has driven researchers to gain a fundamental understanding of 
the light emitting properties of PS. Among the several proposed interpretations of the light 
emission from PS, they are mainly based on the quantum size effect,1,2 or by the surface effect.3 

However, in the past few years, little attention has been given to the relationship between the 
structural and luminescence properties of PS. In particular, to our knowledge, no study has 
shown how the strain in the porous silicon layer (PSL) influences the luminescence behavior. 

The PS structure is greatly dependent on the fabrication parameters such as hydrofluoric 
(HF) acid concentration and current density, as well as the resistivity of the starting substrate.4,5 

Young et al.6 investigated the lattice expansion of p-type PS of various resistivities to the HF 
concentration and current density and found no systematic dependence of strain on these 
parameters. They claimed that the resistivity of the substrate mainly determine the amount of 
strain in the PSLs. In other studies, Takemoto et al.7 found that higher current density resulted in 
larger strain in p+ PSLs; Sugiyama et al.8 showed that the PS lattice parameter expands slightly 
with storage time while the crystalline quality degrades (degradation was deduced from their 
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double crystal x-ray study). In this study, we investigate porous silicon produced on moderately 
doped p-type substrates. 

In contrast to Young et al.,6 we found a systematic dependence of the amount of strain in 
p-type PS on the current density and a noticeable dependence on the HF concentration. We also 
investigated the structural change of PS over storage times of several months and find that the 
amount of strain increases linearly with time and that the intensity of the x-ray scattering from 
the PSLs decreases with time. Further, by using asymmetric x-ray reflections, the layers are 
observed to be fully coherent with the substrate. Triple axis x-ray technique has been used to 
determine the origin of the diffuse scattering originating from the PSL. Photoluminescence (PL) 
measurements on these samples show that the HF concentration is the fabrication parameter 
which has the greatest influence on the material's luminescence properties. A slight blue-shift of 
the peak intensity is observed with lower HF concentration. Typical peak luminescence energy 
at room temperature occurs -1.7 eV with a FWHM of about 0.35 eV. 

EXPERIMENTAL PROCEDURE 

Four inch diameter (001) oriented p-type (boron doped) silicon substrates with a  ^ 
resistivity of 0.1-0.2 Q.cm were used. Standard RCA cleaning was done prior to etching. 
Aluminum was evaporated on the back side of the wafers to allow uniform current distribution. 
Samples were prepared in a Teflon cell which exposed an area of about 50 cm . A gold-plated 
cylindrical grid which has the same diameter as the exposed substrate surface was used as the   ^ 
cathode which allowed uniform samples to be fabricated. Current densities of 10 to 50 mA/cm , 
HF (49"/o)-Ethanol electrolyte concentrations of 15% (HF:Ethanol:: 1:3.3 by volume), 25% 
(1-1.4), and 30% (1:0.92), and etching times of 5-15 minutes were used. Samples were rinsed in 
deionized water for -30 seconds after the etching process. All samples were stored in closed 
containers, removed from light, and were exposed to ambient conditions (air, room lighting) only 
during the experimental measurements. Ten samples using the following parameters were 
fabricated and investigated in this study. 

Table I. Fabrication parameters for PS samples used in this study. 

15% HF 25% HF 30% HF 

#1: 10 mA/cm2, 10 min. #4: 10 mA/cm2,10 min. #7: 10 mA/cm2,15 min. 

#2: 30 mA/cm2, 5 min. #5: 30 mA/cm2, 10 min. #8: 20 mA/cm , 15 min. 

#3: 50 mA/cm2, 10 min. #6: 50 mA/cm2,10 min. #9: 30 mA/cm2,15 mm. 
#10: 50 mA/cm2, 15 min. 

A Bede D3 high resolution x-ray diffractometer was used for the structural analysis of 
these samples. This system uses a (111) silicon channel cut collimator and a (111) silicon 
monochromator in a (+,-,-) setting to condition the Cu Kod beam. This beam conditioning axis 
(axis 1) and the sample (axis 2) constitute the double axis x-ray setup. Using this technique, the 
perpendicular strain (Aa/a)x was measured using the (004) reflection while the relaxation, or the 
parallel strain (Aa/a),/, was measured using asymmetric reflections. Triple axis x-ray diffraction 
technique employs a third axis which uses a (111) silicon channel cut analyzer crystal in a 
(+ . +,.) configuration. Using this technique, x-ray reciprocal space maps were made which 
show the amount of scattering due to lattice parameter variation and that due to mosaic spread. 
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A Spectra-Physics Model 2020 Argon ion laser was used for room temperature photo- 
luminescence measurements. All measurements were taken using the 514.5 nm line at 0.3 W. 
The detection system included a frequency chopper, a Stanford Research Systems SR530 lock-in 
amplifier, a Jobin Yvon HR640 monochromator (0.64 m, 1200 gr/mm), and an S-l type 
photomultiplier tube. 

RESULTS AND DISCUSSION 

Figures 1 and 2 show the strain evolution with storage time (samples stored in closed 
containers) for samples fabricated using 25% HF and 30% HF, respectively. The strain is 
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Figure 2. Strain evolution with storage time of porous silicon for 30% HF samples. 

calculated from the angular separation of the substrate and the layer peaks in the (004) x-ray 
rocking curves using the formula (Aa/a)i = -A6cot6B where A9 is the angular separation and 0B is 
the Bragg angle. Samples fabricated using 25% HF and 30% HF are initially strained 
(perpendicular lattice expansion) by approximately 1-2 x 10"3, which is comparable to values 
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obtained by other groups.6'8'10 Samples fabricated using 15% HF, which have the highest 
porosity, did not form strained layers. Young et al.6 also did not observe diffracted peaks from 
PSLs of high porosity. In our study, the strained layers are coherent with the substrates, as 
determined by using asymmetric reflections. 

The amount of strain has been found to increase linearly with time as shown in Figure 1 
(25% HF) and Figure 2 (30% HF). In addition, the rate at which the strain increases varies for 
different samples. For the 25% HF samples, the amount of strain approximately doubles every 4, 
6, and 10 weeks, for the 10,30, and 50 mA/cm2 samples, respectively. For the 30% HF samples, 
the amount of strain doubles every 10-11 weeks for the 10, 20, and 30 mA/cm2 samples, and 
every -17 weeks for the 50 mA/cm2 sample. So clearly, the strain rate is dependent on both the 
current density and the HF concentration. The dependence we observe is such that lower current 
density and lower HF concentration produce higher strain rates. For example, the 30% HF 
samples are more "stable" in that their structure changes more slowly with time compared to the 
25% HF samples. 

An interesting behavior is observed in the relationship between the amount of strain and 
the current density. In other studies, the amount of strain has been found to increase with the 
current density7 and with porosity11; however, the substrates used in these studies were p+ 
silicon  Our results do not show this behavior. As seen in Figure 1, for the 25% HF samples, 
higher current density results in less strain in the layers. For the 30% HF samples (Figure 2), the 
same trend is observed up to a current density of 30 mA/cm2, but reverses at 50 mA/cm . These 
results are consistent with the work done by Herino et al.4 in which porous silicon produced on 
lightly doped p-type substrates exhibited a "U-shaped" behavior in the porosity vs. current 
density relationship. They observed the following values of porosity at various current^densities: 
-64% at 10 mA/cm2, down to -59% at 20 mA/cm2, and back up to -61% at 50 mA/cm . From 
our results (Figure 2), it is seen that at a current density of 10 mA/cm2, the amount of strain is 
relatively high, then decreases for 20 mA/cm2, and further decreases to our "minimum" at 30 
mA/cm2; then at 50 mA/cm2, we observe an increase in the amount of strain. By correlating 
these results, we are able to explain this "anomalous" behavior and suggest that the amount of 
strain in the PSLs of our samples is indeed dependent on the porosity of the PS. 

Using the triple axis x-ray technique, reciprocal space maps (RSMs) were made to 
observe the diffuse scattering from the porous layers. Figures 3a and 3b are RSMs of sample #9 
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Figure 3a. (004) x-ray reciprocal space map of sample #9 two months after fabrication. 
Isointensity contours are plotted, represented by the different levels of grey shading. 
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Figure 3b. (004) x-ray reciprocal space map of sample #9 five months after fabrication. 
Isointensity contours are plotted, represented by the different levels of grey shading. 

for 2 and 7 months after fabrication, respectively. The crystalline quality of the PSL has slightly 
degraded within this time period, as seen by the wider spread in the quo direction (tilt) for the 
scan taken at 7 months. With regards to the strain (lattice constant) variation, we observe the 
following. First, the strain distribution in the layer is more asymmetric at 7 months than at 2 
months, indicating that the PS lattice parameter expands non-uniformly with time. Second, the 
overall strain distribution has decreased at 7 months, shown in Figure 3b by the shorter extension 
in the strain direction. 

Figure 4 shows the room temperature photoluminescence spectra for samples #3, #6, and 
#9. Generally, there was an increasing trend of PL intensity (visibly observable) and peak energy 

position with decreasing HF concentration, 
consistent with other experiments.12 The 
peak intensity occurs at 1.85, -1.7, and 
-1.62 eV for the 15%, 25%, and 30% HF 
samples, respectively. All 15% and 25% 
HF samples display similar PL emission, 
but for the 30% HF samples, only the one 
shown in the figure (30 mA/cm2) and also 
sample #10 (50 mA/cm2) exhibited 
measurable PL emission. The 15% HF 
samples exhibited strong PL emission and 
it remained stable while no significant peak 
shift occurred even after 5 months. So far, 
no significant changes (shape and peak 
position) in the PL emission spectra have 
been observed with storage time for any of 
the samples. There was a slight 
dependence of the peak position on the 

current density only for the 15% HF samples, as higher current density resulted in slightly higher 
PL energy. 

In correlating the PL emission to strain, we have not yet found a distinct and/or 
systematic relationship between the two, as similarly strained PSLs prepared under different 
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Figure 4. Room temperature photoluminescence spectra of 
samples #3, #6, and #9. 
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conditions have different luminescence properties. For example, the initial strain in the 25% and 
30% HF samples are similar but stronger PL intensity and higher PL peak energy are obtained 
from the 25% HF samples. Consequently, there are other factors that influence the luminescence 
of PS. However, the 15% HF samples, which show no strain, exhibit even stronger PL intensity 
and higher energy than the 25% HF samples, indicating that strain (either the presence or the 
absence of it) does indeed influence the PL emission. 

CONCLUSION 

The structural and luminescence properties of various p-type porous silicon samples were 
investigated. HRXRD has been used to determine that there is a systematic dependence of strain 
in the PSL with current density, and that the strain increases with storage time, with the rate 
depending on the initial structure. X-ray reciprocal space maps were used to show that there is 
an increase in diffuse scattering from the PSL due to mosaic tilt in the structure. The HF 
concentration played a key role in both the formation of strained layers and the PL emission. PS 
structures that exhibit no strained layers were formed using a low HF concentration, but the PL 
emission was strongest and most stable for these "unstrained" samples. We also obtained 
different PL properties (intensity and peak energy) for similarly strained PS fabricated using 
different conditions. A slight blue-shift trend was observed with decreasing HF concentration 
and also a small blue-shift trend with increasing current density for the 15% HF samples. 
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SPACE CHARGE LAYERS AT THE POROUS SILICON SURFACE 
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ABSTRACT 

Pulse measurements on the porous-Si/electrolyte system are employed to determine the surface 
effective area and the surface-state density at various stages of the anodization process used to 
produce the porous material. Such measurements were combined with studies of the 
luminescence spectra and scanning tunneling microscopy (STM). Both the effective area and the 
luminescence intensity are found to increase with anodization time, reaching maximum values for 
the same anodization time (1-2 minutes). In most cases, they decrease monotonically with 
further anodization. The surface state density, on the other hand, decreases with anodization time 
from the initial value of ~1012 cm"2 for the virgin surface, down to -1011 cm"2 at the common 
anodization time for which both the effective area and the luminescence intensity are peaked. The 
surface-state density increases upon further anodization, reaching a value of at least 1013 cm"2 

after -10 minutes of anodization. Apart from its intensity, the luminescence spectrum is 
essentially independent of anodization time. The common peak of the spectra is at about 700 nm. 
The STM measurements reveal a pronounced surface roughness. Preliminary results indicate that 
for 1 - 2 minute anodization (maximum effective area), the roughness scale is of the order of 1 - 
2 nm. After 10-minutes anodization, on the other hand, the roughness microstructure becomes 
finer (roughness scale of only 0.5 - 0.7 nm). These findings indicate that the various 
characteristics studied are closely interrelated. Such information may help in understanding the 
luminescence mechanism, but further work is required in order to interpret more fully the results 
presented. 

INTRODUCTION 

Porous silicon,1"4 obtained by certain electrochemical etching procedures applied on 
crystalline Si surfaces, exhibits high luminescence efficiencies in the visible range. Secondary 
electron microscopy (SEM) and transmission electron microscopy (TEM) show3-5 that highly 
luminescent porous silicon has a coral-like structure consisting of a continuous hierarchy of 
columns and pores. Typical lengths of the columns are a few tens of nanometers, while their 
average radius is a few nanometers. It is quite clear now that the visible luminescence originates 
from the band-gap enlargement due to quantum confinement in these structures.4 At the same 
time, the reasons for the high-efficiency luminescence are still under active debate.4-6 Quite a few 
suggestions have been made regarding this issue. Notably, that it is the amorphous7 or 
microcrystalline8 nature of the porous Si that is responsible for the phenomenon, or that the 
formation of silicon compounds such as siloxene (Sig03H6) or other species of Si-H, Si-0 and Si- 
F bonds are involved in the luminescence.9 

Perhaps the most fundamental question in the study of porous silicon concerns the mechanism 
of the luminescence process. One way of gaining further insight into this process is to carry out a 
variety of measurements on samples of different porosity. To that end we have employed 
combined studies of the effective surface area of the porous surface, the surface-state density, the 
luminescence spectrum and the surface morphology. Such studies were carried out at different 
stages of the anodization process and thus for different morphologies of the porous surface. The 
effective surface area and the surface state characteristics are determined by pulse 
measurements10 on the porous-Si/electrolyte system. This system is particularly suitable since a 
capacitative contact to the terrain of the porous surface is best achieved by an electrolyte. The 
luminescence spectra are measured by conventional methods while some features of the 
morphology are derived from STM scans. We find that there is a fairly close correlation between 
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the characteristics derived from these measurements. For example, maximum luminescence 
intensity is associated with maximum effective area and minimum surface-state density. The 
morphology of the surface at this stage of the anodization is characterized by a surface roughness 
scale of 1 - 2 nm. Further anodization reduces the luminescence intensity and increases the 
surface-state density, while the structure of the surface becomes finer (roughness scale of 0.5 - 
0.7 nm). It thus appears that the effective area and the surface-state density play an important 
role in the luminescence process. We believe that the approach used here is promising and that 
further work along these lines should yield more detailed information on the luminescence 
process. 

EXPERIMENTAL 

The starting material was high-grade n-type silicon wafers of resistivity in the range 1 - 5 Cl- 
em. An n+ layer was diffused into one of the faces to form an ohmic contact. The wafer was cut 
into square samples of 0.7x0.7 cm2 in area. Each sample was attached to a cylindrical teflon cell 
via a Kalrez O-ring, the sample constituting the bottom of the cell, with the free surface facing 
upwards. In order to prepare the porous surface,1-4.11 a solution of HF, water and ethanol 
(IT-2) was poured into the cell. A platinum electrode was immersed in the solution and a spring 
contact was attached to the n+ contact. The sample was illuminated (through the transparent 
solution) by a halogen lamp providing a flux of-100 mW/cm2. The anodization of the Si surface 
was performed by a current of 13 mA (100 mA/cm2). 

The characteristics of the porous-Si/electrolyte interface were studied at different stages of the 
anodization process, starting from the "virgin" surface and up to an anodization time of 20 
minutes. To that end, the anodizing solution was replaced after each anodization stage by an 
indifferent (non-reactive) electrolyte (an aqueous solution of KC1). The measurement technique 
applied to the semiconductor/electrolyte (S/E) interface has been described elsewhere,10 and will 
be reviewed only briefly here. A short voltage pulse of duration T = 5 usec, applied between the 
Pt electrode and the sample's n+ contact, is used to charge up the interface region. The voltage 
drop across these electrodes, measured just after the termination of the pulse (T + dT), represents 
to a very good approximation the change 5VS in barrier height across the semiconductor space- 
charge layer induced by the applied pulse. If an insulating layer, such as an oxide, is present at the 
semiconductor surface, the measured voltage drop is 5VS + 5Vg, where 8Vg is the drop across the 
insulating layer. Obviously, SV„ = Qtot/Cg) where Q;ot is the total charge density induced at the 
surface and C„ is the "geometric" capacitance of the insulating layer (per cm2). Qtot is obtained 
from the voltage Vc developed across a large series capacitor C, again at the termination of the 
pulse. Pulses of varying amplitude are applied singly, one per data point taken. In this manner 
possible damage to the porous surface is minimized. 

In general, Qtot is made up of three components: 

Qtot= 5Qsc+ 8QSS + QL , (0 

where SQSC is the change in the free space-charge density, 8QSS is the change in surface-state 
charge density, and QL is the charge density that has leaked across the interface due to imperfect 
blocking of the S/E interface. In order to determine each component of Qtot> the platinum 
electrode is shorted to ground by an electronic switch at T + dT, where dT is very short (0.1 - 0.2 
usec), just sufficient to permit accurate readings of 5VS and Vc right after the termination of the 
pulse' At this point, charge redistribution between C and the S/E interface begins to take place. 
In the first stage, the free charge 8QSC and its equal counterpart in C discharge relatively fast 
through the low resistance of the sample and the electrolyte. The decay constant associated with 
this process is typically several microseconds. As a result, Vc decays to the value 5QSS/C, 8QSS 
being the charge remaining in C after the fast decay process. Thereafter, Vc decays to zero 
usually much more slowly, as electrons trapped in the surface states by the charging pulse are 
thermally re-emitted into the conduction band. The decay time is larger the deeper the surface 
states are located energetically and the lower the temperature.12 If charge leakage exists, Vc does 
not decay to zero but to the level QL/C. Subsequently it remains practically constant since the 
leaked charge has been lost from the interface and the remaining charge QL on C cannot be 
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dissipated. This behavior enables the separate determination of the three components in Eq. (1), 
all as functions of 5Vc In porous silicon QL is insignificant and will not be considered here. In 
what follows, we shall express these components in terms of electron densities: 5NS = -5Qsc/q 
and 8NSS = -8Qss/q, where q is the absolute magnitude of the electronic charge. 

In most cases a space-charge layer already exists at the semiconductor surface, before applying 
any bias. It is characterized by an equilibrium barrier height V?0 and an equilibrium surface 
electron density Nso. If surface states are present, there may also be an equilibrium density Ns?0 
of occupied surface states. VSQ and Nso can be determined quite accurately from measurements in 
the depletion range.I3 The entire plots of Ns and Nss vs. Vs can then be constructed by using the 
relations Vs = Vs0 + 8VS, Ns = Nsp + 5Nc, and Nss = Nsso + 8NSS. So much so in the absence of 
an insulating layer (such as an oxide) at the semiconductor surface. If such a layer is present, the 
as-measured barrier height, i.e., the measured voltage drop between the Pt electrode and the n+ 
contact just after the pulse termination, yields Vs+Vg, where Vg is the voltage drop across the 
insulating layer. 

The luminescence of the porous Si was excited by a 10 mW He-Cd laser beam (X = 442 nm). 
The luminescence spectra at different stages of the anodization process were measured by a 
Controlled Development spectrometer. The surface morphology of the porous sample was 
checked by both SEM and STM. 

RESULTS 

Typical results14 of the free surface-electron density Ns (squares) and the density of occupied 
surface states Nss (triangles) against the as-measured barrier height Vs+Vg as obtained for an 
etched virgin silicon surface, are displayed in the semilog plot of Fig. 1. In the depletion range, Ns 
is negative but, because of the logarithmic scale used, the plot is that of -Ns. The dashed curve 
represents the theoretical dependence of Ns on Vs for an oxide-free surface (C„ = oo, Vg = 0), as 
derived from a solution of Poisson's equation for the value of the electron bulk concentration nb 
marked in the figure. It is seen that this curve does not account well for the data in the 
accumulation range. The best fit, represented by the solid curve, was obtained by assuming the 
presence of an oxide layer of Cg = 2 |iF/cm2, corresponding to an oxide thickness of ~1 nm. (In 
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Fig. 1. Free surface electron density Ns 
(squares) and density of occupied surface states 
Nss (triangles) vs. the as-measured barrier height 
Vs+Vg for a virgin Si surface. The dashed and 
solid curves are theoretical plots of Ns. 

Fig. 2. Ns (circles) and Nss (crosses) vs. 
Vs+Vg for a porous surface obtained after 
the virgin sample of Fig. 1 had been 
anodized for 2 minutes. The surface area 
is assumed to be unchanged. 
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the depletion range, the dashed and solid curves very nearly coincide.) The surface-state electron 
occupancy Nss is seen to rise from a low value up to a saturation level which remains constant 
over a considerable range. The plateau, which corresponds to completely occupied surface states, 
yields a total surface-state density of ~1012 cm-2. Analysis of these data shows also that the 
surface states are essentially discrete in energy, located -0.2 eV below the conduction-band edge. 
The energy separation Wb in the bulk between the conduction-band edge and the Fermi level, and 
the sample area are also marked in the figure. 
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Fig. 3. Comparison of the data of Ns and Ns§ 
for the virgin surface of Fig. 1 (squares and 
triangles) with those for the porous surface of 
Fig. 2 (circles and crosses). The latter data 
were scaled down by assuming the surface area 
to be multiplied by an area factor of 54. 

Fig. 4. Ns (squares) and Nss (triangles) 
vs. Vs+V„ for a porous surface obtained 
after further anodization (10 minutes 
altogether). 

Similar results of Ns (circles) and Nss (crosses) obtained for a porous surface after the sample 
of Fig. 1 has been anodized for 2 minutes are shown in Fig. 2. For this anodization time the 
luminescence intensity was maximal. The solid curve is theoretical, for the nb value (marked) that 
yields the best fit to the data in the depletion range. It is seen that this value is more than three 
orders of magnitude higher than that obtained for the virgin silicon sample. This, in itself, is not 
impossible since the high nb value may possibly reflect a higher free-electron density and/or 
localized bulk-state density in the porous silicon. However, the observation that in the 
accumulation range the experimental points (circles) lie considerably above the theoretical curve is 
much more difficult to reconcile. It can be shown that in order to account for this behavior, one 
must assume the presence of a few times 1020 cm"3 localized states in the porous region, which is 
unlikely. It is more reasonable to suppose that it is the effective area of the porous surface that 
has increased, as is also expected from the high porosity of the surface (see Fig. 7). 

Figure 3 compares the data of Ns and NSo vs. Vs+Vg for the virgin surface of Fig. 1 (squares 
and triangles) and for the porous surface of Fig. 2 (circles and crosses). The latter data were 
adjusted by assuming the effective surface area to be much larger than the original area. The area 
factor, 54 in this case, was chosen in order to scale down the as-measured points (Fig. 2) so as to 
fit best the theoretical curve in the depletion range corresponding to the virgin surface. It is 
immediately seen that by applying this procedure, the Ns data in the accumulation layer are 
accounted for very well by the theoretical curve for Cg = oo. This also indicates that the porous 
surface is essentially oxide free, at least up to the time of the measurement. As to the surface 
states, their density has decreased by about an order of magnitude compared to their density on 
the virgin surface. 
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In Fig. 4, Ns (squares) and N« (triangles) are plotted against Vs+Vg for a porous surface 
obtained after 10-minute anodization of the same sample (minimal luminescence intensity). The 
area factor is now only 1.8. The dashed and solid curves of Ns are theoretical, the former for Cg 
= oo and the latter for C„ = 20 uF/cm2 (oxide thickness of ~1 A). The surface-state occupancy 
(triangles) reaches ~1013 cm"2 but no plateau was attained. This leads to the conclusion that the 
total surface-state density is at least 10'3 cm-2. 

2 min. anodization 

500 600 700 800 
WAVELENGTH (nm) 

Fig. 5. Luminescence 
spectra obtained after 2- 
min. (upper curve) and 
10-min. anodization 
(lower curve). 

Fig. 6. Surface area 
factor (squares) and 
peak luminescence 
intensity (circles) as 
functions of 
anodization time. ANODIZATION TIME (min) 

The luminescence spectra of porous silicon obtained after 2-minute anodization (upper curve) 
and 10-minute anodization (lower curve) are displayed in Fig. 5. These spectra demonstrate the 
decrease in the luminescence intensity from its maximum value as the anodization time is 
increased. The shapes of the two spectra are similar, both attaining a peak at -700 nm. 

In Fig. 6 the surface area factor (squares) and peak luminescence intensity (circles) are plotted 
against the anodization time. The area factors were derived from measurements of the type 
shown in Figs. 1 - 4, while the luminescence data were taken directly from spectra such as those 
displayed in Fig. 5. Note that the two curves passing through the respective points vary very 
similarly. In particular they are peaked at essentially the same anodization time (~2 minutes). 

Fig. 7. STM scans of porous Si taken after 1-minute (left) and 9-minute (right) anodization times. 

Figure 7 displays STM scans of porous Si, taken after 1-minute anodization (left scan), when 
the luminescence intensity is high, and after 9-minute anodization time (right scan), when the 
luminescent intensity is low. The surface roughness scale is in the range of 1 - 2 nm in the former 
case and 0.5 - 0.7 nm in the latter. 
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CONCLUSION 

There is a close correlation between the effective surface area, the luminescence intensity, the 
surface-state density, and the microstructure of porous silicon. It should be stressed, however, 
that the derived effective areas provide only lower limits for the actual areas. For one thing, it is 
possible that the electrolyte does not penetrate all the pores and hence may not contact the entire 
area. In addition, the n(, value in the porous region may be lower than that in crystalline Si, which 
is another reason for the effective areas derived from the space charge measurements to be lower 
than the actual areas. Nevertheless, the observation that the effective area and the luminescence 
intensity vary in a very similar manner indicates that the effective area is a meaningful concept and 
constitutes a good measure for the luminescence efficiency. Moreover, it appears that surface 
states also play an important role in the luminescence process. Our finding that the luminescence 
intensity is largest when the surface-state density is lowest and is low when the surface-state 
density is high suggests that non-radiative transitions via the surface states can partially quench 
the luminescence. 

The observed surface roughness (roughness scale of 1 - 2 nm) at maximum luminescence 
intensity is compatible with the supposition that the visible luminescence is due to quantum size 
effects. The decreased effective area after prolonged anodization, when the surface 
microstructure is finer, is not understood at present. One would expect the effective area to 
increase the finer the microstructure, unless the contact area between the porous surface and the 
electrolyte is drastically reduced. 

We believe that the approach used in this study, in which several characteristics are 
simultaneously monitored on surfaces of varying porosity, is very promising. We expect that 
further work along these lines might shed more light on the mechanism and nature of the 
luminescence process in porous silicon. 
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REVERSIBLE AND IRREVERSIBLE LIGHT-INDUCED CHANGE OF 
PHOTOLUMINESCENCE IN POROUS SILICON 

SUK-HO CHOI AND BYOUNG-HUN MUN 
Department of Physics,  College of Natural Sciences,  Kyung Hee University,  Suwon 
449-701, Korea 

ABSTRACT 

We have investigated the light-induced change of photoluminescence(PL) and its 
recovery in porous silicon. The exposure of the porous silicon to continuous laser light 
in vacuum results in the quenching of the PL intensity, which is almost fully recovered 
by simply keeping the samples in vacuum or in air at room temperature for a few 
days. When the light exposure is done in air, the PL spectra of the samples with initial 
PL peak at 800 nm are blue-shifted to the peak position at 740 nm and the samples 
with the initial PL spectrum peaked at 740 nm shows only a rise of PL intensity 
without any change of its peak position. Fourier transform infrared(FTIR) studies 
suggest that the light-induced change of PL in air is a irreversible process and occurs 
as a result of optically induced replacement of some of the Si-H bonds with O-Si-H 
bonds or adsorption of oxygen with hydrogen loss. 

INTRODUCTION 

Visible room-temperature photoluminescence(PL) observed on electro-chemically 
etched porous silicon(PS)1 has recently received considerable attention because of its 
potential as a promising material for Si-based optoelectronic devices. However, the 
physical mechanism of the strong photoluminescence is not understood yet, although 
several models have been suggested, namely, quantized effects, siloxene derivatives, 
chemisorbed molecules on the surface of porous Si, and the formation of amorphous Si. 
Moreover, many authors have reported on the instability of the PL in PS, especially the 
change of the PL after long time illumination, whose results are sometimes inconsistent 
with one another. For example, it has been reported that the PL degradation by 
exposure to laser light in air is caused by oxygen adsorption2 or hydrogen desorption, 
but Shih et al.4 report on the PL enhancement associated with oxygen molecules 
attached to the Si surface during laser exposure in air. Whether the light soaking 
induces the PL degradation or enhancement is also known to depend on the laser power 
density and the HF acid concentrations for anodization5. A correlation between PL 
spectrum and surface species in PS has been demonstrated by annealing experiments . 
In contrast to the intensive work for the light-induced change of the PL in PS by 
many researchers, there have been few reports on its recovery. In this study, we report 
light-induced changes of PL in air as well as in vacuum and their recovery for PS. 

EXPERIMENTAL 

The porous Si samples were prepared by anodizing (100) p-type Si wafers with a 
resistivity of 20 P. cm in a solution of HF(49 %) : ethanol(99 %) : H2O = 5 : 13 : 15 at 
a constant current density. The samples used in this study are classified into 2 groups. 
The current density and the anodization time are 50 mA/cm2 and 5 min for group 1, 30 
mA/cm2 and 60 min for group 2, respectively. The structure of the electrochemical cell 
used in this work is similar to that described in the literature7. Electrical contact was 
made on the back side of the wafers by evaporating an aluminum thin film at 
a substrate temperature of 150 °C in high vacuum. The anodized surface   layer   in   the 
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Fig. 1. The change of PL spectra after light soaking in vacuum and its recovery for 
porous silicon samples of group 1. 

sample was observed to be 15 - 25 Um thick through cross sectional view of scanning 
electron micrograph. The PL system includes an Ar ion laser with an emission 
wavelength of 488 nm, aim monochromator, a GaAs cathode photomultiplier, and a 
lock-in amplifier. The spot size of the incident laser was about 2 mm. For the 
measurements in vacuum the specimen was mounted on the cold finger in the vacuum 
chamber (base pressure < 10"4 torr) of a closed-cycle refrigerator. All measurements in 
this work were done at 300 K. 

RESULTS AND DISCUSSIONS 

Fig. 1 shows the effect on PL of light soaking in vacuum and its recovery. The PL 
spectrum of as-prepared porous silicon peaks at 740 nm, typical of the samples of 
group 1 prepared as described above. After preparation, the samples were subjected to 
constant 13 W/cm2 illumination in vacuum for 1 hour, which resulted in a 10 - 20 % 
drop in their PL intensity without any change of the peak position. The PL intensity of 
the photo-degraded samples is almost fully recovered simply by keeping them in air or 
in vacuum at room temperature for a few days, as seen in Fig. 1. The incident light 
intensity during the spectral measurements was reduced to as low as 0.5 W/cm for 
minimizing the light induced change of PL. 

Fig. 2 represents the intensity of the peak of the PL spectrum (740 nm) as a 
function of time for the samples used in Fig. 1. The PL signal was monitored under 
exposure to constant light intensity of 13 W/cm2 in vacuum. The PL intensity degrades 
with illumination time, similar to the results of previous authors2,8 After this 1st 
illumination, the sample was kept in vacuum for 3 hours without illumination and then, 
the PL intensity was remeasured as a function of time under same conditions as before. 
The PL intensity is almost fully recovered to the maximum value, but it decays with 
illumination time faster than the 1st PL degradation. The slower decay form of the PL 
degradation was repeated after the photo-degraded samples were kept at room 
temperature in air or in vacuum for a few days. These results indicate that the PL 
degradation in vacuum consists of slow and fast processes, both of which are easily 
recovered at room temperature. 

When the light exposure is done in air, the PL spectra of   the samples   of group   2 
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Fig. 2. Intensity of the peak of the PL spectrum (740 nm) as a function of time in 
vacuum under continuous laser light of 13 W/cm2 for the samples of group 1. 

with initial PL peak at 800 nm are blue-shifted to the peak position at 740 nm, as seen 
in Fig. 3. The samples of group 1 with the initial PL spectrum peaked at 740 nm 
shows only a rise of PL intensity without any change of its peak position after 
illumination in air. The light-induced change of PL in air was not recovered even if the 
samples were annealed in vacuum at 160 °C for 1 hour. Fig. 3 shows an enhancement 
of the PL intensity over the entire range of wavelength by that annealing. 

Fig. 4 shows plots of the PL intensity as a function of time at 700 and 800 nm 
under same conditions of light soaking in air as used above (13 W/cm, 1 hour). The 
PL intensity decreased abruptly during first a few minutes and then, gradually 
increased with time. The 1 hour light-exposure caused a strong increase in the PL 
intensity   at   700 nm, but a   small decrease in the PL   intensity at 800 nm,   which   is 

2.0 
1 : as anodized 
2 : after light soaking 
3: after annealing 

650        700        750        800        850        900 
Wavelength(nm) 

Fig. 3. The change of PL spectra after light soaking in air and annealing in vacuum for 
porous silicon samples of group 2. 
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Fig.  4.  The PL intensity  at 700  and 800  ran  as  a function  of time  in  air under 
continuous laser light of 13 W/cm2 for the samples of group 2. 

consistent with the blueshift of the PL spectrum in Fig. 3. 
The photoirradiation effect was examined through FTIR measurements. Just after 

anodization, clear absorption peaks of the Si-H mode without background oxygen at 631 
cm"1, the 03-Si-H mode at 879 cm"1, Si-H2 scissors mode at 914 cm , and the 
Si-O-Si asymmetric stretching mode at 1065 cm"1 were observed in the samples of 
group 2, as seen in Fig. 5. In the range of wave number above 2000 cm , Si-H2 mode 
at 2110 cm"1 and O-Si-H mode at 2258 cm"1 were also observed. For investigating the 
light-induced effect with the FTIR measurements, a wide area of the sample surface 
should be irradiated uniformly. Therefore, the laser light was set to go through a beam 
expander before reaching the sample surface. 

After light soaking in air, the intensity of the hydride modes at 631 cm and 914 
cm"1 decreased, but the 879 cm"1 peak corresponding to 03-Si-H mode increased 
remarkably, which shows the well-known binding phenomena of Si-H and Si-H2 with 
the O ion in the PS layer. The Si-O-Si mode at 1065 cm" also showed a small 
increase after illumination. The FTIR measurements for the samples of group 1 also 
shows similar behaviors except that Si-H2 peak at 914 cm" was too small initially for 
detection. These results suggest that the irreversible change of PL occurs as a result of 
optically induced replacement of some of the Si-H and Si-H2 bonds with 03-Si-H or 
adsorption of oxygen with hydrogen loss. Annealing the irradiated samples at 160 °C in 
vacuum gave a reduction only in the H-related peaks at 631 cm" and 914 cm with 
almost no change in the Orelated peaks at 879 cm" and 1065 cm . This indicates 
that even the annealing cannot recover the light-induced change of PL in air, instead it 
gives a rise in the PL intensity which seems to be caused by the reduction of some of 
the Si-H and Si-H2 bonds. The FTIR peaks above 2000 cm"1 remains almost constant 
by light soaking or annealing. 

There are many reports about the light-induced change of PL intensity and its peak 
wavelength, which has been commonly explained based on H desorption or O 
adsorption. However, a lot of data contradict one another. Oxidation of the silicon in the 
photo-degraded sample has been confirmed by the growth of the Si02, which instead 
results in the PL enhancement during laser exposure in air according to the data of 
Shin et al.4. Nakajima et al.9 has reported that the increase in PL intensity after 
oxidation is accompanied by a reduction in the Si-H2 band as well as in the Si-H 
band. In contrast, it has been observed that an increase of Si-H by annealing up to 250 
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Fig. 5. The change of FTIR absorbance spectra for porous silicon samples of group 2 
after light soaking in air and annealing in vacuum: (1) as anodized, (2) after light 
soaking in air, (3) after annealing in vacuum. 

°C results in an increase in the PL intensity6. Moreover, the growth of the O-related 
bands on the surface of PS can cause a blueshift6,9 or a redshift ° in the PL spectra. 

Based on the above discussions and our experimental results, we assume that silicon 
oxides and silicon hydrides are related to the emission process of the PL spectra at 
740 nm and 800 nm, respectively. Then, as H-related FTIR peaks (Si-H and Si-H2) 
decrease and O-related peaks (Si-O-Si and 03-Si-H) increase, the PL peak at 800 nm 
decreases and the PL peak at 740 nm increases. Whether the light soaking in air 
induces an enhancement or a degradation of PL depends on the degree of oxidation or 
hydride formation on the surface of as-prepared PS, which equally applies to the 
change of PL after annealing or oxidation of PS. From these considerations, it is 
possible to explain the previous reports of PL enhancement or degradation. 

In contrast, all peaks observed in the FTIR spectrum are almost similar before and 
after illumination in vacuum for the samples of group 1 as well as group 2, which 
suggests that the reversible degradation of PL is not related to chemical adsorption or 
desorption. Chemical adsorption is a chemical reaction accompanied by an activating 
process with an activation energy, while physical adsorption usually needs no activation 
energy and so, the physical adsorption and desorption arise more easily. The origin of 
PL degradation in vacuum and its recovery is not clear at present, but it seems to be 
related to the physical adsorption and desorption of rarefied gas molecules in vacuum. 
We are not able to make FTIR measurements of the sample after irradiation in vacuum 
to see if some molecular complex changes arise because the FTIR and the PL systems 
are so apart from each other. 

CONCLUSIONS 

It has been shown that the light-induced change of PL is reversible in vacuum, but 
irreversible in air. The degradation of PL during light soaking in vacuum consists of 
slow and fast processes, both of which are almost fully recovered at room temperature 
with the latter much faster than the former. Light soaking in air reduces the intensity 
of the PL spectrum peaked at 800 nm, but enhances that peaked at 740 nm, which is 
not recovered even by annealing at 160 °C for 1 hour. The FTIR spectra suggest that 
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the irreversible change of PL in air occurs as a result of optically induced chemical 
adsorption of oxygen or hydrogen loss. The reversible change of PL in vacuum seems 
due to physical adsorption or desorption, judging from almost lack of any changes in 
FTIR spectra after light soaking in vacuum. 
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CHEMISTRY OF POINT DEFECT IN SILICON AND ITS APPLICATIONS IN 
SEMICONDUCTOR TECHNOLOGY 

S.PIZZINI, S. BINETTI, M. ACCIARRI 
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Abstract 

The chemistry of the interactions between point defects and impurities is discussed 
by considering first the general thermodynamic and kinetic aspects of these reactions, 
deserving major attention to the identity of of the stable chemical species eventually 
formed and to the boundary conditions for diffusion controlled and reaction controlled 
interaction processes. 

The second part of the paper is instead dedicated to the analysis of the chemistry 
of carbon, oxygen, hydrogen and point defects in silicon, which is a system of major 
technological interest. 

We postulate that at low enough temperatures, when homogeneous nucleation pro- 
cesses are slow, spinodal decomposition assists oxygen aggregation phenomena. We 
postulate, also, on the basis of the existing knowledge, that carbon and hydrogen favour 
alternative reaction paths for oxygen in the due of clustering processes and discuss the 
hydrogen-enhanced oxygen diffusivity in the frame of a conventional trapping model. 

Introduction 

While in Semiconductor Physics studies about the interaction between defects are a 
relatively recent issue, they have been for years one of the most relevant topics in Solid 
State Chemistry. 

Among others, studies which dealt with the thermodynamics and kinetics of point 
defect interactions in non-stoichiometric transition metal (TM) oxides indicated that point 
defect clusters of increasing complexity and of well defined configuration are formed in 
the course of oxidation or reduction processes [1]. These clusters are considered to be the 
precursors of the stable, stoichiometric phases which are the final result of the chemical 
reaction. 

These kinds of processes are reminiscent of those occurring during the decomposition 
of metastable oxygen-silicon solid solutions or during the association of iron with 
acceptors in iron doped p-type silicon, where some of the polyatomic species formed 
during the early stages of defect-defect interaction are considered in hundreds of papers 
[2], [3], [4] the direct or indirect forerunners of the final equilibrium segregating phases. 

As emphasized by Sumino [5], however, most of the work in Semiconductor Physics 
has been concentrated so far on the characterization of isolated defects and impurities or 
of grown-in clusters. Much less attention, with some notable exceptions [6], has, instead, 
been paid to the study of the chemical identity of the complex formed, to the reactivity 
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of isolated defects or/and impurities as well as to the kinetics of the defect-defect 
interactions even in systems of technological interest. 

Thus, the interaction of defects in covalent semiconductor lattices is still an intriguing 
question, not only for the reasons given above and for intrinsic experimental difficulties, 
but also for the large number of independent variables which must be considered and 
for the need of individuating exactly the chemical identity of the complexes formed. 

A typical example of this last problem deals with the configurations of the interstitial 
defect couples [7][8] in semiconductors with the diamond structure, where the interstitials 
might be covalently bound (split, bond centered, delocalized) or non-bonding and 
possibly ionized when sitting in tetrahedral or hexagonal sites. In this last case there is, 
moreover, increasing evidence of spin density redistribution from TM impurities located 
in an interstitial position to the silicon lattice [9]. 

Here, the specific bond character influences also the thermodynamic stability of the 
complex with the metal in different oxidation states, and therefore its stability dependence 
upon changes of the Fermi level. 

In fact, while electrostatically bound, charged-defect pairs [7][10] can easily change 
their charge state, with relatively little influence on their stability, a covalently bound 
defect complex, with all electrons shared, would require bond reconstruction in order to 
perform equivalent charge-state changes. 

Considering that the main aims of a chemical study about defect-defect interactions 
are to determine the type of bonding, the equilibrium configuration, the thermodynamic 
stability of the complex species found and the kinetics of reactions, we will concentrate 
first our attention on the thermodynamics and kinetics of defect-defect interactions in 
semiconductors. 

The second part of this paper will be deserved, instead, to the discussion of one single 
case of defect-defect interaction in silicon, where sufficient accumulated experience exists 
and where silicon which can be depicted as a diluted, multinary phase where impurities 
and point defects behave as chemical species distributed in a covalently bond silicon 
atoms matrix. 

Thermodynamics and kinetics of point defects interactions 

Thermodynamics 

A first key feature of the thermodynamic behavior of condensed phases, even in the case 
of complete equilibrium conditions, is that point defects and impurities add an unknown 
number of chemical components to the system. Thus, not only the degrees of freedom 
of the system are not "a priori" necessarily determined, but the chemical potential of a 
specific solute, and then its equilibrium concentration as an isolated chemical species in 
the homogeneous phase, depends on the occurring of chemical interactions between that 
solute and the other impurities and/or the point defects. 

As the chemical potential of an impurity is also depending on the local stress associated 
to size misfit and the charge state is affected by the Fermi potential and then by the 
dopant concentration, the solubility and then the segregation coefficient of an impurity 
between two homogeneous phases, or between a bulk phase and a subsurface phase of 
different composition, as it happens in the case of a p-n junction, is an a priori undefined 
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function of steric and chemical factors. 
The so called "enhanced solubility model" often used, in spite of many chemical 

naiveties, to explain impurity gettering [11] or the "solute drag model", used to deal 
with the segregation of impurities at extended defects [12] relies at least in part on these 
factors. 

Last, but not least, the presence of equilibrium or non-equilibrium concentrations of 
point defects (vacancies and interstitials) might strongly affect the thermodynamics of 
the system, as a consequence of defect-impurity interactions. In fact, not only the bound 
impurity-point defect pair might induce a local relieve of the mechanical stress associated 
to size misfit, but the incorporation of point defects might favor the coherent growth of 
an impurity-defect cluster in the solvent matrix. 

Eventually, local stresses associated to inhomogeneous cooling induce a non-homo- 
geneous distribution of the mechanical potential 

P = {jy)sm...«i 0) 

within the solid phase and local fluctuation of temperature during growth might induce 
local density fluctuations in the silicon phase. 

It is therefore well understandable that even in the case of thermodynamically stable 
and homogeneous solutions, containing one or more solutes in very diluted conditions, 
they might not necessarily behave as ideal solutions. In fact the impurities can interact 
with themselves or with point defects as well as with the lattice atoms forming pairs or 
more complicated clusters, when their mobility is sufficiently high and the interaction 
enthalpy AHint is large enough to get a Boltzmann factor "ffi"' > 1. 

The interaction enthalpy, or the binding energy Ek, determines therefore the thermal 
stability of the defect clusters, with the obvious consequence that electrostatically bound 
complexes, like the H-B or the'Fe-B pairs, with binding energies of the order of 0.5 
eV [7] are thermally labile, while covalently bounded complexes, like the C-O or the 
VSi - O ones, with binding energies of the order of few eV should be stable in a largest 
temperature range. 

More complicated features can be exhibited by supersaturated, metastable or unstable 
solid solutions [13], [14], see fig.l. 

Here, depending on the composition, the homogeneous phase transformation can 
be initiated, respectively, by a nucleation process, which involves local density or con- 
centration fluctuations of large amplitude or by a spinodal decomposition, which involves 
long-range composition or density fluctuations of small or infinitesimal amplitude in the 
case of unstable solutions. 

As an example, as metastable solid solutions of oxygen in silicon lye well inside the 
miscibility gap, defined by the coexistence curve of fig.l, spinodal decomposition might 
play a crucial role in the segregation features of oxygen and carbon, as we will show in 
the next Section. 

Additional complication arise in this case, as it is known that vacancies and interstitials 
might assist not only the precipitation of the silica and silicon carbide in a conventional 
nucleation, growth and coarsening process, by supplying the needed excess or defect 
volume [15], but could also assist the homogeneous growth of coherent clusters of the 
second phase during a spinodal decomposition, if we assume that long range density 
fluctuations are associated to point defect density fluctuations. 
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Composition, c 

Figure 1: a)Schematic free energy versus composition curves at temperature T\-, b) Phase 
diagram of a binary model alloy with constituent A and B. F'(c) represents a "constraints 
free energy" which should be overcome in any decomposition processes. 
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Kinetics: reaction rates and capture processes 

As emphasized already by Hu [16] in 1969, and later by Estreicher [17] the attractive 
interaction of impurities and point defects plays a crucial role in many physical properties 
of semiconductors, including the impurity diffusivity. 

On the other hand, the formation rate of a stable defect pair, which might be considered 
the simplest kind of a complex species, and which occurs according the reaction A+B -»• 
AB, might be either reaction or diffusion limited. 

In the first case, the absolute rate constant kr for the defect complex formation is given 
by the equation: 

kr = uexp{-^) (s-1) (2) 

where the activation enthalpy AH is the saddle point enthalpy in a configurational 
coordinate (CC) diagram [8] and, then, the reaction rate Rr is much smaller than the 
supply rate R, of reactants diffusing from the bulk towards the reaction site. 

The saddle point enthalpy in the configurational space contains all energy terms 
associated to bond breaking or reconstruction, local stress set-up, charge state changes, 
etc,, when we displace, as an example, one atom (or defect) and its reaction partner from 
the initial, non bonded configuration to the bonded, pair configuration. 

Considering that the pair dissociation rate Rd can be calculated using eq.l, with an 
activation enthalpy AH + AHb (where AHb is the binding enthalpy), the fraction/of the 
paired species is simply given by the relation 

/ = ! = -p(-^) (3) 

Depending on the kind of interaction (electrostatic, covalent) the binding enthalpy 
AHb can be estimated to range within 0.5 eV to few eV. 

When the bimolecular reaction is, instead, diffusion limited, the formation of a stable 
pair can be discussed using the model formulated by Waite [18]. This model postulates, 
under the radiation boundary conditions, that when the pair separation is smaller by 
an amount Ar0 of the critical collision distance r0 the reaction is not longer diffusion 
controlled but proceeds according to a first-order chemical kinetics with a rate constant 
fc*. When the pair is instead at a distance r = r0 - Ar with Ar -» 0, an increasing 
possibility exists that a reflection process might occur in parallel to the capture. 

Under these conditions, when mt -+ oo, the reaction rate is 

"■-^-^^'WTJV^- (4) 

where t is the time, ß = k'^,m = D^^ and D=DA + DB 

while for values of mt -» 0 and for r0ß < 1, the rate is simply given by 

- ^J4 = -^r = **ter0k*cAcB (5) at at 
Both rates are simply second order rates, but in the first case only the reaction is 

diffusion limited. Apparently, the absolute value of the diffusion coefficient D and that 
of the chemical reaction constant k*, and then the values of m and ß play the major role 

917 



in determining the reaction kinetics. Furthermore, when one species is a fast diffuser, D 
coincides with the diffusion coefficient of the fast diffuser and the value of r0ß satisfies 
easier the condition ßr0 < 1, for which the reaction is no more diffusion controlled. 
We will use these considerations when discussing the oxygen aggregation reactions in 
silicon in the following Section. 

In the presence of charged defects, and therefore of long range electrostatic fields , 
the capture radius r0 is a large multiple of one interatomic distance, and in this case the 
capture rate is never diffusion controlled. 

Aggregation of oxygen to oxygen clusters and interaction of 
interstitial oxygen with defects 

Kinetic features of the oxygen segregation at low temperatures in a silicon 
matrix 
Oxygen is one of the most studied impurities in silicon. As an interstitial impurity, 
forming a bent-bridged bond between two lattice silicon atoms, it is optically active in 
the IR and its concentration, which ranges within 1017 and 1018orr3 in Czochralski (CZ) 
silicon, is conventionally measured from its room temperature absorbance at 1106 cm"1, 
using a calibration factor deduced from chemical and nuclear absolute measurements 
[19],[20]. 

Oxygen in CZ silicon is always in supersaturated conditions and, therefore the system 
tends to drift spontaneously to equilibrium conditions in the absence of mechanical or 
configurational constraints. Being a very reactive impurity, oxygen it is also potentially 
capable to saturate dangling bonds and to form oxygen-impurity complexes. 

However, when we take as a qualitative measure of the reactivity the values Er=- 
AGf/e, where AGf is the free energy of formation of a compound in Kcal/atom at 273 K 
and e is the static dielectric constant of silicon, we could see, as an example that carbon, 
with a value of 0.56 eV competes with oxygen having a value of 0.37 eV in bonding with 
silicon and that C-O complexes, with ET = 0.95 eV seem to compete with Si-O and Si-C 
clusters having the silica or the SiC structure, respectively. 

We expect, therefore, a strong effect of carbon in the chemistry of oxygen in silicon, as 
in fact is experimentally well shown. 

Moreover once suitably precipitated as oxide from the solution, oxygen is eventually 
capable to getter metallic impurities and to segregate preferentially at grain boundaries 
and dislocations, alone or together with other impurities. In this last case, heterogeneous 
nucleation might compete with the homogeneous one, thus affecting the subsequent 
oxide growth processes [21]. 

For all these reasons, the chemistry of oxygen in silicon is one of the most challenging, 
but complicated, cases we might deal with for illustrating some chemical aspects of 
defect-defect reactions of technological interest. 

As it is well known that above 650 °C heterogeneous oxygen nucleation processes 
begin to play a major role [22], while there is instead no upper temperature limit for 
carbon, which is known to be very difficult to be segregated from a Si-C solution [23], 
we will restrict our interest to temperatures up to 450-500 °C, where the Si-O-C system 
could be treated as a pseudo-homogeneous solution. 
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The first problem we encounter above approximately 350 °C ' in carbon free Si-O 
solutions is relative to the kinetics of the process of oxygen segregation , which, in spite 
of more than 20 years of intensive research, still represents a puzzling question [24]. 

In fact, if we assume that: 
a) the initial distribution of oxygen is almost completely uniform while neglecting the 

small oxygen concentration fluctuations associated to turbulence convection during the 
growth process [25] 

b)the loss A[0] of the IR-active oxygen is associated to an oxygen clusterization process 
in the homogeneous phase, 

c) the formation rate of higher polymers is fast and presumably not diffusion controlled, 
considering that the calculated diffusivity of the dimer is some 108 times larger than that 
of Oi [17], [26] 

the formation of the smallest polymers (dimers) and than of the overall process in its 
initial state should be rate determined by the oxygen diffusivity via a capture process 
(see Section 2, eq.4). 

However, instead of measuring an activation energy of 2.56 eV, which is the activation 
energy for the oxygen diffusion, the experimental value of the activation energy for the 
oxygen polymerization amounts only to 1.76 eV. 

Similar conclusions can be deduced following the simultaneous formation of a small, 
but constant fraction of EPR-, IR- and electrically- active complex species [27], which 
present the character of shallow donors and which are conventionally called thermal 
donors (TD). The process of TD formation occurs in fact with an activation energy of 1.76 
eV [17]. 

However, as the ratio —^p- is constant and independent of the time and of the initial 
concentration of oxygen 2, and, therefore, the major amount of oxygen segregates under 
a form which is not IR-active, it appears that TD are by-products of the main process of 
segregation of oxygen and that their formation rate of formation is faster with respect to 
the main process of oxygen segregation. 

Considering that the initial reaction rate depends approximately on an n power of the 
Oi concentration (where n varies between 4 for low oxygen samples to about 2.4 for high 
concentration samples) [30],[31] but that n tends asymptotically to a value of 2 at low (T 
< 400 °C) temperatures [27], this discrepancy in the activation energy is associated to a 
discrepancy in the segregation rate of oxygen and in the initial formation rate of TD. In 
fact, using a value of 5 10"8 cm for r0, a value of 10_20cm2s_1 for the oxygen diffusivity 
and 1018cm-3 for the oxygen concentration, one gets from equation 4, written as 

d-^l^^r0D0M (6) at 

with D = 2 D0i, r0ß > 1, Ar„ = 10~9 cm, and k* > Is"1 

values of oxygen losses of the order of 1010cm_3s_1. Instead, from the initial values of 
the TD formation in as grown silicon containing an initial oxygen concentration of 1.06 
1018cm-3 [31] we have oxygen losses of the order of 5-61012cm~3s-1, a factor of 500 larger 
(see fig.2) 

Hhis is not the lowest temperature limit, but the temperature at which kinetic hindrances make the 
system very difficult to be studied 

2it takes in fact a value within 8 and 10 [28] [291 

919 



Annealing Time (min) 

Figure 2: Effect of a dispersion treatment on the behavior of thermal donor generation a) 
before dispersion, b) after dispersion 

Therefore, we have to evocate either an enhanced oxygen diffusivity or we must 
assume that some spatial correlation exists among isolated interstitial oxygen atoms, 
such to decrease locally the interatomic distance or/and that a sufficient amount of 
preexisting dimers exists in solution. 

These last might be responsible of the high-initial rate of oxygen clustering, being the 
fast- moving species. 

A remarkable indication that some spatial correlations do exist within isolated oxygen 
atoms is given by the results of measurements of the recovery of stress induced dichroism 
in as-grown CZ silicon carried out by Stavola et al. [32], considering that stress induced 
dichroism measures a local effect. 

They found in fact an enhanced diffusivity of oxygen in a range of temperatures 
between 270 and 400 °C, which well corresponds with our range of interest. From these 
measurements an activation energy for the diffusivity of 1.96 eV was determined. 

Some enhancement of the oxygen diffusivity can be deduced, also by recent oxygen 
loss measurements carried out by Newmann [27]. 

Instead, after an high temperature (T= 1350 °C) treatment for 20 h in vacuum, stress 
dichroism recovery measurements turn out to diffusivity values which are in extremely 
good agreement with the earlier Mikkelsen [33] values. 

Considering that at 450 °C homogeneous nucleation occurs at a negligible rate [22] 
the only way to get spatial correlations in an homogeneous, impurity supersaturated 
matrix is the occurring of a spinodal decomposition. We come to then to the conclusion 
that the enhanced oxygen diffusion of oxygen in silicon in the temperature range of TD 
formation is an artifact due to oxygen concentration fluctuations, which disappear only 
after a long annealing at high temperatures. Apparently, the activation energy found is 
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that of the chemical reaction which should be in fact, rate determining. 
This conclusion well agrees with the measurements of Kamiura [31], which showed in 

fact that the initial TD formation rate decreases of a factor 6 after an oxygen dispersion 
treatment at 1350 °C in Ar (see fig.2 b). 

Effect of hydrogen on the diffusivity of oxygen 

A possible explanation of the enhanced oxygen diffusivity comes from the recent 
discovery that not only hydrogen enhances dramatically the TD formation in CZ silicon 
[17] but also that the oxygen diffusivity is enhanced by about three orders of magnitude 
in undoped silicon by the presence of hydrogen [34]. 

One of the consequences of this enhancement is that the activation energy for oxygen 
diffusion drops from 2.56 eV to 2 eV, close enough to the activation energy values found 
for the rate of formation of TD. 

Incidentally, these results are in very good agreement with previous theoretical 
anticipations [17], which led to the conclusion that hydrogen present in silicon at a 
concentration of 1015 cm'3 enhances by a factor of 3.5 109 the oxygen diffusivity and 
with our present knowledge about the possibility that hydrogen might be a systematic 
contaminant of CZ silicon. 

The model proposed by Estreicher [17] to explain these results starts from the conside- 
ration that OH bonds are weaker than Si-0 bonds (see as an example the bond strengths 
in SiO and OH, which amount 8.29 and 4.43 eV, respectively). Thus, the formation of 
OH bonds is not involved in the fast oxygen diffusion and the fast diffusion step consists 
in the capture of an hydrogen sitting in a Td position by a interstitial oxygen, with a 
configuration at the transition point consisting in one hydrogen close to the BC position 
initially occupied by oxygen, while the interstitial oxygen sits as a nearest neighbor to a 
BC position. 

We suppose, therefore, that hydrogen, being an highly mobile species, provides a 
faster reaction channel for oxygen aggregation processes, which are therefore not limited 
by normal oxygen diffusivity. 

We can suppose that in presence of hydrogen the diffusion coefficient of oxygen is 
actually an effective diffusion coefficient which can be calculated using the following 
expression [35] 

Deff = -— K (7) 
1 — 2x + 2xv*exp*T 

where D0-H is the hydrogen-enhanced diffusion coefficient of oxygen, x is the atomic 
fraction of oxygen atoms sitting in normal interstitial positions, u' is the ratio of the 
frequency factors of oxygen sitting in hydrogen "bounded" positions and in normal 
interstitial positions and Eb is the binding energy of oxygen trapped in a normal 
interstitial position, taken equal to 2.56 eV. 

In turn, D0-H according to Estreicher[17] is given by 

S 
D0-H=4nrcNHDHj (8) 

where d is the net displacement of oxygen associated to the capture of an hydrogen 
atom (calculated as 2.07.10_8cm), NH is the concentration of hydrogen in solution, rc is 
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the capture radius (taken equal to 5.1(r8cm) and DB is the normal diffusivity of hydrogen 

m In thTcase of a solid solution of hydrogen in silicon with NH = 101 W3, iVo =}f^ 
and DH = 9.410-3e*p(=»mV, we can estimate for D0_H a value of 1.710    cms 
and an activation energy of 2,08 eV if we take for the product u'x a value of 10"8, which 
indicates that almost all oxygen diffuses via hydrogen assistance. 

These results are in quite good agreement with those measured by McQuaid [34] in 
CZ silicon annealed for two h in an atmosphere of hydrogen at 900 °C 

Effect of carbon and point defects 
The oxygen segregation and the TD formation is not only influenced by the presence 
of hydrogen, but also by the presence of carbon [36], which strongly depresses the 

formation of TD at 450 °C. ^„«„^lw 
From IR measurements, moreover, we know that in the presence of substitutionally 

dissolved carbon, a fraction of carbon sits in next nearest P°f *°n to an °Wn atom' 
giving rise to a satellite of the main oxygen band at 1106 cm    [37], [38] at 4 K. 

Using a deconvolution procedure, we have carried out a systematic search of tins 
band in the FTIR-spectra measured at 100 K on 18 different as-grown samples presenting 
different carbon to oxygen ratios. On some of these samples, presenting a carbon to 
oxygen ratio ranging from 1.70 to 0.18 we have done the same measurements at 100 K 
after a 100 h annealing at 723 K. _. 

The results are reported in fig.3, which shows that the absorbance at 1104 cm is 
proportional to the product of the C and O concentration in the samples treated at 450 
°C This dependence, which obeys the conventional chemical equilibrium conditions can 
be taken as an indication of the formation of a stable C-O complex, or better of a O-Si-C 
complex of unknown concentration. 

Incidentally, this kind of dependence of the absorbance at 1104 cm-' ru es out the 
hypothesis advanced by Lindstrom et al. [39] that the band at 1104 cm- might be 
associated to thermal donors, as it appears independent of their presence. 

It is however interesting to observe not only that the critical amount of carbon needed 
to suppress the TD formation is almost equivalent to the stationary concentration of IDs 
after a sufficiently long annealing period at 450 °C (see fig.4), 

but also that in solutions containing relatively large amounts of both oxygen and 
carbon carbon does increase significantly at T>400 °C the oxygen clusterization [39],[40], 
as it is also shown in fig.5 [41]. 

There is therefore, a conclusive evidence that carbon provides a route for alternative 
oxygen aggregation processes [39], which might imply the partial co-segregation of 
carbon as IR-active C-O complexes and/or IR-inactive SiC [40],[41]. 

Thus the question which arises is whether in the temperature range 350-550 C 
a complete thermodynamic equilibrium exists within TD and Csi - 0{ complexes in 
solution or the TD formation in oxygen-rich solutions is depressed by carbon for kinetic 
or configurational reasons and, further one, whether the process is assisted by point 
H PTGCtS 

In order to discuss this last question, we have first to recall that the C-O complexes 
giving rise to the absorbance at 1104 cm~' are very labile species, which can be 
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Figure 3: Dependence of the absorbance at 1104 cm'1 on the product of the carbon and 
oxygen concentration 

decomposed at temperatures above 500 °C, but that Ct - Of complexes begin to be stable 
in this temperature range. 

Additionally, we have to remind that TD are not the direct precursors of the stable 
phase which segregates at high temperatures. In fact, they might be destroyed by a very 
short treatment at 650 °C, when nucleation processes begin to run at a sufficiently large 
rate [22]. 

Eventually, it seems reasonable to rise the hypothesis that TD originate from the 
collapse of an oxygen dimer to a pseudo-molecular oxygen in a substitutional position, 
associated to an interstitial in a neighbor Td position. This configuration is almost 
equivalent to that theoretically studied by Deak et al. [43] and used by Lindstrom et 
Hallberg [42] to explain the effect of carbon on the clustering of oxygen atoms at 450 °C. 

Then, if the electrical activity of TDs depends on the presence of a bound (02)Si - Sit 
couple, carbon represents an ideal mean for their deactivation. It provides in fact the 
conditions for the formation of stable C( - 0{ complexes and of SiC nuclei, according to 
the following reactions: 

{(02)si - Si{] + Csi ^ {02)si + SiC; SÜ + Csi ^ [Ct - O,] + VSi (9) 

which also account for our previous observation about the stoichiometric amount of 
carbon needed to suppress the electrical activity of TD. 
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Figure 4: Concentration of TDs after a long annealing at 450 °C versus the concentration 
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Figure 5: Co-segregation of oxygen and carbon in a sequence of 24h annealing steps in 
argon at increasing temperatures 
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Conclusions 

In our attempt to discuss the features of the interactions among some ad hoc selected 
defect species in an homogeneous phase consisting of impurity-doped semiconductor 
silicon, we have shown, as expected, that the reactivity, the local configuration, the bond 
strengths and the diffusion coefficient of impurities play the major role in the reaction 
kinetics. 

We have found that the classical Waite model helps in discussing the kinetics of 
reactions occurring in these solid, homogeneous phases, showing that they can be 
parameterized in terms of a chemical rate constant, k*, of the diffusion coefficients D, of 
a collision radius r0 and of an effective capture radius r0 - Ar. 

Eventually, we have tried to give a comprehensive view of the chemical synergies 
among oxygen, carbon and hydrogen, which look, at least qualitatively in good agre- 
ement with most of the literature data available, if we assume that the enhanced oxygen 
diffusivity needed to account for the homogeneous oxygen clustering processes origi- 
nates either from hydrogen-assisted oxygen diffusion or from the presence of spatial 
correlations. These last are supposed to come from the spinodal decomposition of the 
unstable solid solutions of oxygen in silicon during the post-growth cooling process. 
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Abstract 

The DX center in AlGaAs alloy is reviewed as an example of bistability of defects in 
semiconductors. Also presented is some technological importance of the defect bistability. 

Introduction 

Imperfection or defect, by word itself, is undesirable but sometimes it plays a key role in 
controlling the property of material. The DX center in AlGaAs alloy was undesirable in that 
this defect induces strange phenomenon such as persistent photoconductivity, PPC, at low 
temperatures, and it also induces technological problem of device instability and doping 
problem in this alloy system. Defect or impurity bistability has been known for a long time for 
many cases but people believed, and in many cases this was, due to atomic rearrangement of a 
complex defect. For a complex it is easy to think the transformation of relative location of 
constituent atoms which is induced by charge state change. But a single substitutional impurity 
has long been thought to be quite stable. 

Less than ten years ago, it has been shown from the hydrostatic pressure experiment that the 
DX is composed of single substitutional donor impurity and has bistable character. Since then 
accumulating experimental evidence, and theoretical prediction give the picture now that the 
bistable behavior of single substitutional impurity is quite common even in the tetraherdally 
coordinated semiconductors, which have the strong directional bonding or hybridization 
character. This phenomenon leads in some cases to drawback in technologically important 
properties of the material. But, in certain case, this defect bistability itself can be useful. 

DX problems in AlGaAs alloy 

N-type impurities such as Si, Ge, S, Se in GaAs are known to form effective-mass donor 
states with very little central cell effect. In ALGa,.xAs, however, the donor state becomes deep, 
for alloy composition x exceeding ~0.25. Chand et al. reported a comprehensive study of the 
alloy dependence of binding energy for a Si donor in AlGaAs alloy system". The donor state 
becomes exceedingly deep in AlGaAs which cannot be extrapolated from simple increase in 
conduction band parameter (electron mass). This leads to problem of doping , for which 
maximum attainable carrier concentration severely decreases for higher x due to an increase in 
activation energy. Furthermore, the DX behavior can be thought as one of the carrier saturation 
mechanism in this alloy system2'. 

At the same time from this alloy composition range, a strange effect, the so-called persistent 
photoconductivity (PPC) starts to appear3'. This phenomenon has been known in the direct gap 
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AlGaAs, but later the same PPC effect was observed in the indirect region4'. The mechanism or 
condition for the PPC is also related technological problem of device instability; I-V collapse, 
which occurs at low temperature in the HEMT structure, can recover under the condition which 
induces the PPC5>. 

These led to the model of the large-lattice relaxation for the DX by Lang6', however, the 
corresponding defect was assumed to be a complex, such as donor and unknown defect X, 
which originally thought to be Arsenic vacancy. The DX is thus named. At this point the story 
was self-explanatory and no question arouse. We had been studied this alloy system and had a 
question whether it is possible to have almost 100% donor becomes complex on alloying ? 
This can be tested by pressurize GaAs since conduction band structure and its indirect-direct 
order can be simulated by an application of pressure. 

Pressure experiment reveals that shallow effective mass donor in atmospheric pressure 
GaAs can be converted to the DX deep level in alloy-analogue system". Since donor doped in 
GaAs can not convert to be a complex with any other defect at room temperature, the important 
conclusion is that the DX is composed of a substitutional impurity, in one case acting as a 
shallow effective mass state, in the other, the deep DX center. The experiment can be viewed 
that the deep level is originally embedded or resonant with conduction band and this can be 
pulled down (relative to the Fermi level or edge of conduction band) by alloying or pressure so 
that the deep level can accommodate appreciable number of electron upon injection. In normal 
pressure GaAs, shallow effective mass like level is ground state and the resonant deep level is 
excited state. This shallow-deep instability can occur in AlGaAs, but in this case the energy 
location of two levels is interchanged: the ground state of the donor is the DX and effective 
mass state is the excited one. After optical excitation at low temperatures, existence of the 
effective mass state is experimentally confirmed and steady change of electron population to 
shallow state is the PPC so that the PPC itself can be regarded as deep-shallow transition. 

Shallow - deep instability of a substitutional donor 

Shallow-deep instability can be thought quite general phenomenon: all the impurity has its 
characteristic core derived deep level and if this level is separated, for some reason, by a 
thermal barrier from shallow effective-mass like level, the center should show shallow-deep 
instability. The question is how these two states are possible for a single substitutional donor 
and what is the cause of thermal barrier. The main course of understanding was still along with 
the large lattice relaxation model given by Lang. 

Recent first principles theory predicted the doubly electron captured DX state (negative-U 
state) and the corresponding the broken bond configuration8'. 

2d° —   d+ + DX" 

This can be viewed as pseudo-Jahn-Teller effect as that antibonding T2 state of the impurity 
atom lifted to Aj which becomes the ground state upon two electron capture and consequent 
<111> direction (C3v ) lattice distortion, for which energy loss due to electron-electron 
repulsion is compensated by energy gain by Jahn-Teller distortion or lattice relaxation. This 
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naturally explains the lack of any signal from paramagnetic resonance measurements which 
have been tried rigorously without success. Several important experimental results have been 
reported in support for the negative U model. Simultaneous doping of Si to GaAs:Ge facilitates 
source for second or additional electron capture to the Ge DX so that quantitatively one Ge DX 
captures two electrons". Local Vibrational Mode (LVM) spectroscopy results show that the 
new LVM, corresponding to the DX, appears beyond a certain pressure and also verify that 
shallow donor (d) still exists even beyond the threshold pressure in equal concentration to the 
DX1 . Here, two electron nature was positively identified although a rigid experimental 
verification of bond breaking configuration is lacking. 

More general view of bistability is represented as sp3-sp2 transformation. Since for the 
shallow state, an impurity is regarded as tetrahedrally coordinated (sp3). Upon broken bond 
configuration, an impurity Si is 3-fold coordinated (sp2). An interesting analogue of 
transformation between sp3-sp2 transfer is diamond-graphite system, although the activation 
energy is too high to induce real material transformation at room temperature. Also recently 
found carbon nanotube11' and fullerene (or C60) are also within the same system. Nanotube is 
more sp2 like and Cm is more sp3 like from their shapes. But in more detailed view, the stability 
of dangling bond p n -orbital is always fulfilled by delocalization; for graphite and carbon 
nanotube or even C60, the conduction band of these materials is composed of n orbital12'. At 
single defect like the DX, however, energy gain due to the delocalization cannot be expected, 
so that p-orbital is stabilized only through sp3 hybridization which is achieved either by 
breathing mode relaxation (this is basically unchanged sp3) or by bond breaking type relaxation 
(<111>) at a position far beyond the <111> Arsenic plane until lattice elastic energy loss stops 
the motion. Therefore the sp3 - sp2 transformation is somewhat oversimplified view. Saito et al. 
considered the situation and found even in broken bond configuration p K bond still tends to 
hybridize to gain energy13'. Actually an important chemical trend of the DX properties are 
understood in this hybridiztion concept: the DLTS activation energy can be estimated by the 
total energy difference between sp2-position and final displaced position (sp2+°). This clearly 
explains the large activation energy for Si (sp2*4), small for Sn (sp2402), and the same activation 
energies for group VI donors for which host As displaces instead of donor itself, since group 
VI donors is difficult to make sp-hybridization. This agreement has the importance for the 
origin of microscopic mechanism of thermal barrier for the bistability, i.e., the barrier is for Si 
to pass through sp2 configuration where p n -nonbonding state is quite unstable; the sp2 

configuration is close to Si being at (lll)Arsenic plane. 

Remaining problem in the DX mechanism 

For capturing electrons to the DX, simultaneous two electron capture is highly unlikely. The 
existence of intermediate one-electron state is crucial although this intermediate state (which 
would be picked up by spin resonance technique) was not detected. This is also important issue 
for device problems like HEMT I-Vcollapse. So far the ground state DX is undetected by 
paramagnetic resonance and this is reasonable considering negative-U nature of the DX. For 
the case of Sn donor, however, a paramagnetic center is detected and thought as one electron 
state, D° or original A, state14'. However, in experiments, it always requires light irradiation for 
detecting the paramagnetic center and this is somewhat different from what naturally expected 
from A,( DX°) state. 
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For Sn impurity it is peculiar that DLTS always detects two peaks even for GaAs, both of 
them show the DX character. One can think coexistence of the DX and D°(A,), but from 
pressure dependence of DLTS behavior (Fig. 1), high temperature peak B (due to D° ?) actually 
lies lower than the normal DX (Fig. 2). Then, the lack of paramagnetic signal under dark can 
not be understood. Form the above discussion, the high temperature peak B could also 
represent two electron state, for which it may be the host-atom displaced configuration from 
small sp hybridiztion nature of Sn, or other possibilities may be breathing mode relaxation or 
bond-breaking relaxation other than <111> direction. In any case Sn is quite interesting case 
for looking into the details of the DX mechanism. 
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Figure 1 
DLTS spectra for LPE GaAs:Sn under various 
hydrostatic pressures ((a) - (d)). Also shown in (e) 
is for AlGaAs:Sn (x=0.3). 
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Figure 2 
DLTS signal intensity as a function of pressure. Energy 
levels are determined assuming the pressure coefficient 
of the levels as 3.8meV/Kbar. 

The DX center in other materials 

In the above, the DX in AlGaAs is described as most extensively studied case but single 
atom bistability can now be found in many semiconductors although the mechanism and 
involvement of single impurity are not necessary definitive15'. An interesting case is acceptor 
type impurities, AX center ? In MgZnSSe the PPC like phenomenon has been observed16'. This 
is important issue in considering heavy p-type doping in these II-VI compound semiconductors 
required for light emitting devices. 
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Bistability for an application 

A known example of technological use of defect bistability is F-center formation in alkali 
halide, used in an imaging plate, an X-ray or electron beam written storage device. The 
mechanism of F-center formation is similar to the DX mechanism but in this case the defect is 
intrinsic in nature in ionic crystal. Recent experiment utilizing the DX PPC effect to introduce 
localized carrier plasma is found to be potentially promising for optical storage or 
interconnection switching device application1". The DX in PPC state produces shallow 
effective mass state or degenerated free carrier depending on donor concentration. This change 
is stable at least at low temperatures and also the spatial resolution of carrier plasma region is 
quite small due to Coulombic attraction from the ionized donor. The resultant refractive index 
change( A n) has been shown to be very large, as high as A n reaching ~ 1%. Room 
temperature operation should have strong impact in technology. 
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ABSTRACT 

The interaction between EL5 and EL6 in the n-type bulk GaAs have been observed by using 
isothermal constant-capacitance voltage transient spectroscopy (CCVTS). Each CCVTS 
spectrum of EL5 and EL6 was broader than a theoretical one expected for a single level, and 
was found to be consistently interpreted by two main trap components. With the increase of the 
filling pulse duration in a wide range, one component of EL6 decreased to about 50 % of its 
initial value, while one component of EL5 increased and saturated. This variation in peak 
heights could be reversed by controlling electron occupation fractions of EL5 and EL6 by 
application of two adjacent filling pulses. Such interaction between both levels was commonly 
observed in n-type bulk GaAs independent of carrier density. 

INTRODUCTION 

The knowledge of deep levels in compound semiconductor materials is important for both 
device application and physics. Especially, the control of both spatial distributions and 
concentrations of deep levels is a serious problem in device fabrication and crystal growth. In 
the case of GaAs, a great deal of efforts have been devoted to understanding properties of the 
midgap donor EL2 which plays an important role in semi-insulating characteristics. In contrast 
to this, other deep levels in GaAs have drawn much less attention. Properties of medium-deep 
levels (EL5 and EL6) in GaAs materials have been studied by some authors [1,2,3,4,5]. 
However, the detailed behaviors such as the electron emission and capture kinetics of these 
levels have not been clarified. 

In this work, we describe the observation of interaction between EL5 and EL6 in the n-type 
bulk GaAs grown by three different methods. The electron emission and capture kinetics of EL5 
and EL6 were studied by using the isothermal constant-capacitance voltage transient 
spectroscopy (CCVTS) instead of the conventional constant-voltage capacitance transient 
method. The reversible defect reaction between both levels was commonly observed in n-type 
bulk GaAs independent of carrier density. 

EXPERIMENTAL 

N-type GaAs samples were prepared from crystals grown by three different growth methods : 
horizontal Bridgman (HB) method, liquid encapsulated Czochralski (LEC) method, and arsenic- 
pressure-controlled Czochralski (PCZ) method [6,7] in which a GaAs crystal was grown under 
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an arsenic pressure in a hot wall chamber without any encapsulant on the melt surface. Net 
shallow donor concentrations (NSDA) 

in the samples, which were determined by capacitance- 
voltage (C-V) measurement at 80 K, ranged from 1.6 x 1014 cm"3 to 4.5 x 1016 cm"3. 

The CCVTS measurements were performed isothermally on Au-Schottky diodes fabricated 
on the chemically etched (100) surfaces by using the combination of a 1MHz capacitance meter 
and a feed-back circuit. Au-Ge/Ni ohmic contacts were made on the back surface of the samples. 
Changes in the applied voltage of the diode while the capacitance is kept constant were 
measured at selected temperatures for long time duration following a filling pulse. Then the data 
were processed with a computer into CCVTS spectrum by using rate window scan method with 
a bipolar rectangular weighting function [8,9]. If the carrier emission from a trap level takes 
place in an exponential, the voltage transient is exactly exponential without any approximation in 
the constant capacitance method. This technique is also free from the distortions due to the 
change in the depletion layer thickness during the transient. 

RESULTS AND DISCUSSION 

Figure 1 shows typical DLTS spectra for a HB sample recorded with six different rate 
windows. As shown in Fig. 1 (b), the peak height of EL6 decreased remarkably by using a 
longer filling pulse duration. This kind of change in DLTS spectra was observed in all n-type 
GaAs samples used in this study. However, there is an inevitable ambiguity with the 
conventional DLTS measurement whether the decrease of the EL6 peak height is only due to the 
long filling pulse duration, because temperature was swept during the measurement. Therefore, 
we investigated the electron emission and capture kinetics of EL5 and EL6 in detail by using the 
isothermal CCVTS method. 

Typical isothermal CCVTS spectra for three samples with various net shallow donor 
concentrations are shown in Fig. 2. If each of the trap EL5 and EL6 consists of a single level, 
the CCVTS spectra have to be described well by two individual levels. But, both spectra 
corresponding to these traps were broader than the theoretical spectrum expected for a single 
trap level. This fact means that both EL5 and EL6 consist of multi-components. Then, we tried 
to determine necessary components of the measured spectra using the method of least-squares 
fitting. As a result, the CCVTS spectra were found to be described well by six trap levels 
labeled Ai, A2, A3, A4, A5, and A5. These components were represented by solid lines in Fig. 
2. Each CCVTS spectrum of EL5 and EL6 in all samples was found to consist mainly of two 
trap components. 

150 200 100 150 
TEMPERATURE (K) TEMPERATURE (K) 

Fig. 1. Conventional DLTS spectra of a HB sample measured with filling pulse duration of (a) 
0.01 and (b) 1.0 sec by using six different rate windows. 
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To obtain the activation energies for thermal emission of the six traps, the CCVTS 
measurements were carried out at seven temperatures. From Arrhenius plots, the activation 
energies were determined to be 0.24, 0.32, 0.36, 0.37, 0.40, and 0.38 eV for traps from Ai to 
Ag, respectively. 

Figure 3 shows three typical CCVTS spectra of EL5 and EL6 measured at 160 K with the 
filling pulse duration varied. As the filling pulse duration increases, the component A5 of EL5 
increases, while the component A4 of EL6 decreases. Other components remained almost 
constant. Similar results were obtained for other samples. The peak height of a trap is 
independent of filling pulse duration, if the capture rate is large enough. If a trap level is caused 
by defects associated with lattice relaxation, the peak height increases and saturates, as the filling 
pulse duration increases. Therefore, the change in the A4 peak height as seen here cannot be 
understood straightforwardly. Figure 4 shows the filling time dependence of the CCVTS peak 
heights of the four individual components ( A3, A4, A5, and Ag as seen in Fig. 3 ) at 160 K. 
The peak heights of A4 and A5 remained almost constant in the filling pulse duration less than 
0.1 sec. In a long range of filling pulse duration, however, the peak height of A4 which 
gradually decreases to about 50 % of its initial value, while the peak height of A5 increases and 
saturates. 
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Fig. 2. Isothermal CCVTS spectra of three samples   Fig. 3. Isothermal CCVTS spectra of a HB 
with various net shallow donor concentrations sample measured at 160 K with filling pulse 

measured at 160 K with filling pulse duration of duration of 0.1, 1, and 10 sec. 
0.1 sec. Open circles represent experimental 
spectra, and solid lines are calculated components. 

937 



If the concentration of a trap is higher than the carrier concentration, the carriers emitted 
from the level play an important role in capture kinetics. Under such a condition, the capture 
rate of the trap decreases as the filling time increases. If the emission rate becomes larger than 
the capture rate, trapped electrons can be reemitted from the level to the conduction band, which 
should lead to the decrease in the concentration of observable defects. However, the 
characteristic behaviors of A4 and A5 were commonly observed in all samples independent of 
net shallow donor concentration. Therefore, the decrease in the A4 peak height cannot be 
understood within the framework of charge redistribution model [ 10,11,12]. 

On the other hand, assuming that the trap A5 has an activation energy for electron capture, 
the electron capture cross section of trap A5 is estimated to be smaller than a few times 10"24 

cm2 from the experimental data at 160 K in Fig. 4. As a result, the activation energy for 
electron capture of trap A5 is nearly equal to that for electron emission. This means that the net 
thermal depth of A5 disappears in the configuration-coordinate description. Therefore, the 
dependence of the peak heights of A4 and A5 on the filling pulse duration is anomalous and 
cannot be explained within the framework of normal emission and capture kinetics. 

In order to explain the characteristic behaviors of A4 and A5, it is necessary to take account 
of some interaction among them. Because the reemission process mentioned above can be 
ignored, one possibility is that part of trapped electrons are transferred directly from the trap A4 
to A5. Another possibility is that a part of the trap A4 is transformed into the trap A5. In other 
words, the component A4 of the trap EL6 and the component A5 of the trap EL5 are two states 
of a bistable center. 

01 
10-2 10-1 100 101 102 

DURATION OF FILLING PULSE, tD (sec) 

103 10-1 10" 101 102 

INTERVALTIME,tr (sec) 

103 

Fig. 4. Filling time dependence of CCVTS 
peak heights of the four individual traps. 

Fig. 5. Plot of double-pulse CCVTS peak heights 
heights of the four individual traps as a function 

function of interval time between two correlated 
pulses. The inset illustrates the pulse sequence 
used in this study. 
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To clarify whether these traps are of bistable nature or not, we performed CCVTS 
measurements with two adjacent filling pulses. We selected the pulse width t„j of 10 sec for the 
first pulse with which the trap A4 and A5 could reach their "steady-states". The pulse width tp2 
of 0.1 sec was selected for the second pulse with which only A4 could capture electrons from 
the conduction band. We performed CCVTS measurements as a function of interval time tr 

between two correlated pulses. The electron occupation fractions of A4 and A5 could be 
controlled by selection of the interval time tr. As a result, we can obtain the concentration of the 
filled A4 trap just after the second pulse application and the concentration of the filled A5 trap at 
the end of the selected interval time. We named this method "double-pulse CCVTS". 

Figure 5 shows the interval time dependence of the double-pulse CCVTS peak heights of the 
four individual components measured at 160 K. The trap A4 and A5 remained in their "steady- 
states" for the interval time less than 0.2 sec. As the interval time increases, the peak height of 
A4 gradually increases to about twice its initial value, while the peak height of A5 decreases and 
saturates. 

It is noticeable that the variations in peak heights of A4 and A5 as seen in Fig. 4 could be 
reversed by controlling electron occupation fractions of these traps just before the second pulse 
application. According to the carrier transfer model mentioned above, the peak height of A4 
should remain at its saturated value by electron capture during the second pulse application 
independent of the interval time tr. Therefore, this reversible behavior is the direct evidence that 
the interaction between A4 and A5 is not due to the carrier transfer from one trap level to 
another one, but due to an electronically controlled bistable reaction. Further investigation of 
the interaction between EL5 and EL6 is in progress. 

CONCLUSION 

We investigated the electron emission and capture kinetics of EL5 and EL6 in the n-type bulk 
GaAs by using isothermal CCVTS and C-V measurements. Each CCVTS spectrum of EL5 and 
EL6 was found to consist of two trap components. Anomalous filling time dependence of 
CCVTS peak heights for these components was observed in a long range of filling pulse duration, 
i.e., one component of EL6 decreased to about 50 % of its maximum, while one component of 
EL5 increased and saturated. This variation in peak heights could be reversed by controlling 
electron occupation fractions of EL5 and EL6 by controlling the interval time between two 
adjacent filling pulses in the application of isothermal double-pulse CCVTS method. The 
interaction between these two levels was commonly observed in n-type bulk GaAs independent 
of carrier density and growth method. It was proposed that these components of EL5 and EL6 
are bistable levels each other. 
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THE KINETICS OF CAPTURE AND EMISSION OF DISCRETE DX RELATED CENTERS IN 
SILICON DOPED AlGaAs USING TIME ANALYZED TRANSIENT SPECTROSCOPY 

SANDEEP AGARWAL*AND  Y.N.  MOHAPATRA** 
Dept. of Electrical Engineering 

**Dept. of Physics, Indian Institute of Technology Kanpur - 208 016, INDIA 

ABSTRACT 

The kinetics of multiple DX related emission centers are studied using 

the isothermal Time Analyzed Transient Spectroscopy (TATS) of constant 

capacitance voltage transients. Four distinct emitting centers have been 

obtained using higher order TATS in the same silicon doped Al  ....As. „As 
0.33  0.67 

sample without use of hydrostatic pressure. Accurate identification of the 

multiple DX states has allowed a better understanding of the charge 

redistribution process during capture. Improved resolution due to increase 

in order of spectroscopy has enabled quantitative fitting of spectral 

lineshape and thus accounting for degree of nonexponentiality associated 

with each of the four discrete centers. The capture kinetics of these 

centers are studied over six orders in magnitude of filling time. The 

resulting quality of kinetic data makes possible detailed quantitative 

comparison with kinetics predicted by positive U and negative U models of 

DX centers. We show that our data is in agreement with positive U model of 

DX center. 

INTRODUCTION : 

Gallium arsenide and related III-V compound alloys, when doped with 

commonly used donor impurities from group IV and VI, give rise to the well 

known ' deep level defect called DX centers. Though there has been 

extensive studies on these centers using capacitance transient techniques 

such as deep level transient spectroscopy (DLTS), limitations inherent to 

this technique has inhibited a thorough quantitative understanding of 

trapping phenoemna, specially in relation to the occurrence of multiple 

emission states associated with the same donor impurity. Though earlier 

studies on silicon related DX centers in AlGaAs has led to an 

identification of four silicon related donor states ascribed to alloy 

induced disorder , it has so far not been possible to test the model using 
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relative concentrations of these multiple levels. Moreover it is also known 

that these multiple levels are not independent centres and insufficient 

understanding of their coupling mechanism has led to severe problems both 

in interpretation and experimental observation of DX phenomena. 

In addition, there is controversy regarding the charge state of these 

deep levels. Absence of EPR signal and recent ab initio calculations ' has 

led to a widespread belief that the Hubbard correlation energy of these 

centers is negative and therefore bind two electrons spontaneously instead 

of one. A study of time evolution of the multiple states has the promise of 

resolving this controversy as well. 

In this work, the multiple DX related emission centers are studied 

using the isothermal Time Analyzed Transient Spectroscopy (TATS), which is 

demonstrated to be better suited for resolving multiple states and for 

detailed line-shape analysis. Four distinct features have been obtained 

using higher order TATS in the same silicon doped Al^ ^As^^As sample. A 

systematic observation of these levels has helped us in studying the 

kinetics of capture and emission of these multiple levels. This in turn 

enables us to test the statistics predicted by nearest neighbour alloy 

disorder models of multiplicity and more importantly the charge state of 

the DX centre. Our results are surprisingly in good agreement with positive 

U models of Si related DX centre in AlGaAs. 

*.  TIME ANALYZED TRANSIENT SPECTROSCOPY(TATS) 

Since DLTS is a temperature scanning technique, the temperature 

dependence of the strength of transients and coupling between multiple 

states lead to a severe lineshape distortion of the spectrum even in the 

case of constant capacitance DLTS in which there is no non-exponentiality 

on account of high donor concentration. In general the lineshape of the 

DLTS spectrum depends on the activation energy and capture cross-section of 

the trap5. The difficulties inherent in DLTS processing of the DX emission 

transient have led us to explore spectroscopic methods which (a) do not 

involve temperature scanning, (b) do not have dependence of lineshape on 

trap parameters and (c) have sufficient resolving power to distinguish 

between closely spaced peaks. In this study we have used an isothermal 

method, termed time analyzed transient spectroscopy (TATS) , which is 

based on the following general definition of n order spectroscopy (S^) of 

an exponential transient: 
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(-£-)" exp (- -^-) (1) 
T T 

where (T) is the time constant of the transient. TATS is implemented by 

finite difference realizations of differential operators, which in the 

limit At—>0 give eqn.(1) . Out of many possible realizations of TATS we have 

constructed our spectra as: 

n 

S (ln(t))  =  ) A. V (ln(t) + na) (2) £A V 

where V is the transient signal in ln(t) and a is a fixed difference in the 

ln(t) scale. For n = 1, and with a choice of A = 1, A= -1, S (ln(t)) 
o 1 1 

becomes the finite difference version of first order differentiation of the 

transient with respect to ln(t). In this case the TATS spectrum reduces to 

what is popularly referred to as rate window scan method. In general, n>l 

corresponds to higher order spectroscopy. Increasing the order of 

spectroscopy leads to smaller linewidths of the peaks thereby resulting in 

higher resolving power at the cost of signal to noise ratio and longer data 

storage. We have used several TATS realizations, each with a different 

trade-off between noise, resolution and data storage. For convenience we 

present our results in this letter using a TATS signal constructed as in 

eqn. (1) with a set of coefficients {A } used for n  order filtering of 
i 

transient signals by Crowell and Alipanahi 

EXPERIMENTAL DETAILS 

We have made constant capacitance transient measurements in silicon 

doped, MBE grown, Al Ga As Schottky diodes. The doping concentration 

estimated by C—V measurement was 4x10 (cm) . The experimental setup 

consisted of PC controlled acquisition of transients with capabilities for 

DLTS and TATS analysis. The capacitance was monitored using a Boonton model 

72B Capacitance Meter. A Keithley 194A High Speed Voltmeter was used for 

digitization of voltage transients. Approximately 3x10 data points were 

acquired for each transient.Pulse filling was performed by zero-biasing the 

Schottky diode for the desired duration. 
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RESULTS AND DISCUSSION 

Fig.l shows a second order TATS spectrum of a transient acquired 

in a x=0.33 alloy sample, with a first order spectrum in the inset for 

comparison. The transient was obtained at a temperature T=180 K after a 

filling time of 50 /is. The broken lines in the figure are simulated 

curves for individual centres each with a Gaussian distribution of 

activation energy of only 20 meV and the solid line is fitted to the sum of 

all the four such centres. Our results suggest that (a) there are four 

discrete DX related states, observable in the same sample even in high 

composition alloys, and (b) there is a small Gaussian distribution of 

activation energies of each of these states. The activation energies of the 

states were determined to be 0.305, 0.395, 0.447 and 0.479 eV and details 

of critical comparison with data collated from the literature will be 

given elsewhere7. The small broadening observed increases to a maximum of 

30meV for x=0.5 composition indicating that its origin related to long 

range disorder. 

FIGURE 1: Second order TATS 
spectrum of DX center measured 
at 180 K with a fill pulse 
duration of 50/is. Inset depicts 
the corresponding first order 
TATS spectrum. Solid and Dashed 
lines are the fitted curves (see 
text). 

The relative concentrations of the four peaks are dependent on the 

time for which capture is allowed to occur. From fitting of TATS curves of 

the for each filling time, we obtain the time development of relative 

concentrations of the four states. Figure 2 shows a typical set of curves 

for two different temperatures and compositions. Note that the time axis 

is in log scale and changes occur over six orders of magnitude in time. The 

time evolution of the concentrations are non-monotonic . This effect has 

been attributed to charge distribution10 among the multiple levels. The 

occupancy of the shallower states increase initially, losing out their 

carriers to the deeper ones through emission to the conduction band. 
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FIGURE 2:  Time Evolution of 
occupancies of the  four DX 
states  as  a  function of 
logarithm of filling time. 

The origin of four distinct centers has mostly been attributed to the 

existence of four distinct second nearest neighbour (nn) alloy 

configurations of the deep donor ' . It is claimed that the peaks A , A, B 

and B* correspond to four different nn configurations of Gallium and 

Aluminum, i.e. (3 Ga, 0 AD, (2 Ga, 1 Al ) (1 Ga, 2 Al) and (0 Ga, 3 Al) 

respectively. One of the crucial issues in the study of DX center has been 

the validation of this hypothesis. The time evolution of occupancies of the 

four levels would according to this hypothesis be controlled by the 

statistics predicted by the nearest neighbor alloy and the the number of 

elctrons involved in the transitions. 

Since each silicon atom can relax to any of the four possible 

interstitial sites there can be 35 different distributions associated with 

each stae. Hence this demands solution of 35X4 coupled kinetic equations. 

However not all interstitial configurations are present in each 

distribution and the set of equations reduces to 80. The set of ordinary 

first order coupled differential eqauations have been solved numerically 

with the assumption that all electrons in the sample are coming from 

silicon donors. Only those density of states are included in the 

computation which are more than 0.05% of the total defect concentration. 

Hence the number of equations used varies from 7 at x=0.04 to a maximum of 

80 at x=0.5. The experimentally obtained values of emissiion rates are 

used. Hence only the capture coefficients and realistic values of 

compensation are used as fitting parameters. The solid lines in Fig.2 

correspond to the solution obtained from such a calculation assuming that 

DX is a positive U state. We find that the nature of coupling is such that 

time evolution of occupancy cannot be reconciled to negative U model of 

the defect. Specially if realistic values of compensation in these sample 

is taken into account the statistics of negative O fails to explain the 
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experimental data miserably. Note that model distinction is stark around 

the composition range x=0.3 since all the four states have significantly 

noticeable change in occupancy with filling. 

It is important to point out that though large number of equations are 

involved in model calcualtions, the coupling between the states over such 

wide range of time, temperature and composition put severe restrictions on 

fitting. It is in fact remarkable that such good fits to four variables 

over 5-6 orders of magnitude can be obtained in spite of such severe 

constraints of statistics. We also find that our fitting is extremely 

sensitive to composition and hence our results provide the first 

quantitative test of nearest neighbor alloy disorder origin of multiple 

states. 

In summary, we have presented evidence for the existence of four DX 

related centers, all observed in the same high composition aluminum gallium 

arsenide sample using an isothermal method termed TATS. The time evolution 

of the occupancies of the four states can be reconciled to a positive O 

model of the defect in conjunction with statistics predicted by nearest 

neighbor alloy disorder of multiple levels. 
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DX-LKE CENTERS IN IV-VL 

DMTRIY R. KHOKHLOV 
Physics Department, Moscow State University, Moscow 119899, Russia 

ABSTRACT 

Up to the recent times it was believed that observation of the DX-centers is restricted to the 
rather wide-bandgap III-V and II-VI semiconductors. However it becomes obvious now that 
some of the narrow-gap IV-VI semiconductors doped with the group HI elements reveal the 
features of DX-centers. A range of features, such as negative-U behavior, large lattice relaxation, 
metastability of the local excited states, narrow bandgap - make the effects resulting from the DX- 
like behavior much more complicated than in the "classical" materials with the DX-centers. We 
review the most unusual recent results obtained in the field that originate from the specifics of the 
DX-like centers in IV-VI. 

INTRODUCTION 

The problem of DX-centers in semiconductors attracts a lot of experimental and theoretical 
efforts for more than 15 years. The main feature of these centers is a strong electron-lattice 
coupling leading to formation of a barrier in the configuration-coordinate space between the states 
of a system with the different number of localized electrons. Besides, strong polarization of a 
lattice in the impurity environment results in some cases in the negative-U character of impurity 
centers. This combination leads to the appearance of a range of unusual effects due to the 
impurity subsystem, such as Fermi level pinning, persistent photoconductivity and 
photomemory'. 

Specific features of the DX-centers are extensively used in the modern physics of 
semiconductors. Until recently investigation of the DX-centers was restricted to the rather wide- 
bandgap HI-V and II-VI semiconductors. The microscopic structure of the DX-centers in III-V is 
quite well established now both experimentally and theoretically u. 

Impurity states in the mostly narrow-gap IV-VI semiconductors reveal a lot of specifics. 
Huge values of a dielectric constant and small effective masses make the binding energy of the 
hydrogen-like states extremely small, and all of the observed levels of impurities or defects are 
deep3. 

Up to the recent times it was believed that the DX-centers are absent in the narrow-gap 
semiconductors, in particular, in the IV-VI materials. However it turned out that the properties of 
impurity centers arising in the group Ill-doped IV-VI semiconductors are quite similar to the 
features of the DX-centers. For instance, the Fermi level pinning and the persistent 
photoconductivity have been observed3. On the other hand there is a considerable difference from 
the effects due to the "classical" DX-centers in the relatively wide-gap HI-V and II-VI 
semiconductors. 

First of all, the characteristic energies of the photoconductivity spectra are much smaller than 
in the III-V and II-VI materials with the DX-centers, and are comparable with the value of the 
LO-phonon energy. It results , first, in a considerable experimental difficulties since it requires an 
extremely thorough screening of a sample from the background infrared radiation. Any part of the 
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experimental setup with the temperature above 10 K may be the source of such a radiation. 
Secondly, this circumstance does not allow to separate in energy the effects defined by the 
electron and the lattice subsystems. 

Besides that, the long-term relaxation processes and the metastable electronic states may be 
observed in IV-VI irrespectively on the position of the impurity level3, in contrary to the DX- 
centers in III-V and II-VI, for which this kind of effects arise in most of the cases when the DX- 
state energy level lies within the gap '. 

Finally, the excited one-electron impurity states are shallow for the "classical" DX-centers, 
whereas they are deep and metastable for the IV-VI3, i.e. they are separated by a barrier in the 
configuration-coordinate space from both ground impurity states and the extended electron states. 
It is the most crucial circumstance that results in the appearance of a range of strong and unusual 
non-equilibrium effects. The most interesting of them are reviewed in the this paper. 

PHENOMENA RELATED WITH THE DX-LKE CENTERS IN IV-VI 

Giant negative magnetoresistance 

If Pbi.xSnxTe alloys are doped with indium in an amount exceeding the concentration of other 
electrically active impurities or defects, then the Fermi level EF becomes pinned by the deep "DX- 
like" level. The position of this pinned EF with respect to the conduction and the valence band 
edges is defined by the alloy composition. For x < 0.22 EF lies within the conduction band, in the 
tin content range 0.22 < x < 0.28 it crosses the gap, and enters the valence band at x > 0.28 giving 
rise to the free hole concentration 4. When the Fermi level is pinned within the gap, the dielectric 
state of a system is realized. In this state the free carrier concentration in thermal equilibrium is 
defined only by the thermal excitation from the DX-like level. It results in an extremely high alloy 
resistivity p > 106 Q«cm at the liquid helium temperatures since the ground impurity states are 
very well localized, and the conductivity via the impurity level is practically absent. In these 
conditions the sample conductivity becomes non-Ohmic, it is defined by the monopolar electron 
injection5. 

The effect of giant negative 
magnetoresistance has been observed 
for this kind of alloy 
Pbo.75Sno.25Te(In) where the Fermi 
level is pinned in the gap, at ~ 25 
meV below the bottom of the 
conduction band 5. The sample was 
cooled down to T = 4.2 K. Then the 
DC voltage was applied to the 
sample contacts, and the sample 
current I was measured as a function 
of the magnetic field applied H. The 
experiment results are shown in 
Fig.l. It turns out that there is a 
pronounced maximum of 
conductivity at H,™ ~ 0.5 T, i.e. the 
negative   magnetoresistance   effect. 

100 T                           ^—^ 
90 
80 
70- /                            ^^\^ 

<  60- 
1 50- 

/         n3                        ^^\ 

-  40 J 
/ /              12       ^~^\ 

30 i ///^"~         ^-^        >s\ 
20 11/      1'          ^\         \. 
10 JJC^t*   ~~^~~_^v^>^- 

0                   5                  10                 15                 20 
H, kOe 

Fig.l.  Dependence   of  the   sample   current   on   the 
magnetic    field    applied    for    Pb0.75Sno.25Te(In)    at 
T = 4.2 K 5. The figure near the curve is the voltage 
applied to the sample (in V). 
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The effect amplitude is really giant: the ratio I(HnKyi(H=0) may exceed 10  depending on the 
voltage applied. 

The above-mentioned effect was the first observed manifestation of the metastable impurity 
states in the galvanomagnetic effects in the group Ill-doped IV-VI. The explanation proposed in 
the paper 5 to account for the effect is the following. Application of a voltage to the cooled 
sample results in the injection of electrons from the contacts. The injected electrons become 
trapped to the metastable excited local states that lie in energy lower than the conduction band 
bottom. These states are separated by a barrier in the configuration-coordinate space from both 
ground impurity states and extended electron states. Application of a magnetic field pushes the 
metastable local level above the conduction band bottom, and the trapped injected electrons 
transfer to the conduction band giving rise to the sample conductivity. 

Selective photoconductivity 

The gallium-doped PbTe reveals the Fermi level pinning and the persistent photoconductivity 
effects, as well as the indium-doped lead telluride-based alloys 6. However there are some 
differences from the case of indium doping. First of all, the Fermi level is pinned in PbTe(Ga) only 
in some definite gallium content range N£f < NGa < N££". Outside of this range gallium acts as 
a donor impurity, and the Fermi level lies in one of the allowed bands. When 
N£f < NGa < NJJf the Fermi level is pinned close to the middle of the bandgap providing the 
semiinsulating state of the semiconductor. The Fermi level pinning effect was reported to exist in 
some other gallium-doped lead telluride-based alloys Pbi.xMn„Te(Ga) and Pbi.xGexTe(Ga)7'8. The 
persistent photoconductivity effect in all of the Ga-doped lead telluride-based alloys is observed at 
T < Tc = 80 K. The features of this effect look quite analogous to the case of the indium-doped 
materials, so it is reasonable to consider the origin of the DX-like behavior to be the same. 

A peculiar feature of the photoconductivity in PbTe(Ga) is the appearance of the selective 
far-infrared photoresponse at (Do ~ 155 cm"1 (Fig.2) 9. This effect is very unusual and quite 
surprising. Indeed, the energy corresponding to the photoresponse wavelength is much smaller 
than any characteristic energy of the electronic spectrum, i.e. the energy gap and the thermal 

excitation energy of the ground impurity 
state. On the other hand, coo is quite close 
to the energy of the LO-phonon in PbTe 
©Lo = 11° crn1- Therefore it looks 
reasonable to consider this 
photoconductivity line as originating from 
the optical excitation of a local vibrational 
mode. The mechanism of the 
photoresponse could be the following. 
The background radiation excites one 
electron from the ground two-electron 
impurity state, and the impurity center is 
transferred to the metastable one-electron 
local state lying nearby the bottom of the 
conduction band. If then the local 
vibrational mode is excited by the incident 

far-infrared radiation, the electron localized on a metastable impurity state may overcome small 

<^fV>^MA*^favftW N^AJ^M»WWVKM^V^4IAAWMIIII 

100 200 300 

Wavemimber, cm"1 

Fig. 2. Photoconductivity spectrum of PbTe(Ga) in 
the far-infrared taken at T = 60 K 9. 
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barriers separating it from the conduction band and thus may take part in the photoconductivity. 
As the excitation of a local mode is resonant in frequency, the photoresponse should be resonant, 
too9. 

Microwave effects 

Strong photoresponse observed in the In- and Ga-doped lead tin tellurides has made very 
attractive the idea to construct the infrared detector based on these materials. Using of the 
persistent photoconductivity effect for the purpose of radiation detection has a considerable 
advantage: the incident radiation flux in internally integrated in the photodetector. On the other 
hand, one needs to know how to return the sample quickly to the initial "darkness" state in order 
to be able to operate in the regime of periodical accumulation and successive fast quenching of 
the photosignal. 

The problem of the persistent photoconductivity quenching in Pbi.xSnxTe(In) was most 
effectively solved by application of the strong and short microwave pulses to the sample 10. The 
complete and stable quenching of the accumulated photosignal for 10 us was possible with the 
help of this technique. The microwave frequency in the pulse was ~ 300 Mhz with the power of 
0.9 W. All the applied aspects of the problem and the parameters of a respective photodetector 
are summarized in n. Here we will concentrate mostly on the new effects appearing under the 
action of the microwave radiation. 

Application of a short microwave 
pulses not only quenches the persistent 
photoconductivity, but affects also the 
photoresponse after the end of the pulse. It 
was shown in 10, that if the persistent 
photoconductivity is quenched by the 
pulses of minimal necessary length and 
amplitude, the quantum efficiency \\ of a 

photoresistor increases up to ~ 10^, 
whereas out of this regime of quenching r| 
~ 1 (Fig.3). 

The qualitative scheme of the 
processes involved proposed in 
following. Application of the 
microwave pulse leads to the transition of 
electrons from the conduction band to the 
metastable state. The barriers separating 

these states from the extended and the ground ones are rather small (W ~ 1 meV 12), that is why 
the longer microwave pulse returns all previously excited electrons to the ground local state. So 
the short microwave pulse results in the excess population of the metastable states. Some of the 
metastable centers may form a cluster with strong internal interaction. Under these conditions 
excitation of one electron from this cluster to the extended state leads to reconstruction of the 
center crystalline surrounding and to the avalanche transition of electrons localized on the 
metastable centers in the cluster to the conduction band. The result is the increase of the quantum 
efficiency. 

Fig.3. Dependence of the photoresponse on the 
time after the end of the microwave pulse. Figures 
near the curves correspond to the microwave 
pulse length in \is '".  

10 is the 
short 

950 



The microwave quenching of the persistent photoconductivity is due to the direct interaction 
of the microwave radiation with free electrons. Indeed, no lattice heating after the microwave 
pulse has been observed 13. One of the possible explanations of the microwave quenching effect is 
heating of electron gas not accompanied by the lattice heating. In this case one would expect 
independence of the quenching efficiency on the microwave frequency. However there exists 
some evidence that this effect is resonant in frequency. The following experiment has been 
performed in I4. A Pbi.xSnxTe(In) sample cooled down to 4.2 K was included in two electric 
circuits. The first one was used for the DC measurements of the sample conductivity, the second - 
for the microwave "pumping" of the sample. The microwave generator could sweep the frequency 
in the range (0-500) MHz. The pumping power was ~ 50 mW, which is much lower then the 
minimal power necessary for quenching ~ 900 mW. The dependence of the sample DC 
conductivity o as a function of a pumping frequency co has been measured. In the initial 
"darkness" state there was no conductivity in all frequency range (fig.4). As the infrared radiation 

2500 
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Fig.4.  Evolution of the curve of the sample resistivity versus the microwave pumping 
frequency co as the exposure to IR radiation is increased (curves 1-3) and after the relaxation to 
metastable state (curve 4)li. 

exposure increased, a sharp peak on the a(a) dependence appeared on the background of a total 
conductivity rise. After the infrared radiation source was switched off, the conductivity slowly 
relaxed to the initial state, but the rate of this relaxation was much higher out of the peak, then in 
the peak region. So one could reach the state when the sample conductivity was absent for all the 
frequencies except for the region of a peak. It is interesting to note that there was no zero- 
frequency DC conductivity. Position of this peak did not depend on the electric field applied, but 
depended strongly on magnetic field. Sensitivity of the sample conductivity in the region of the 
peak to the action of the infrared radiation was much higher then for the initial "darkness" state of 
a sample. It is clear that though all of the electrons are localized, as it is evidenced from the 
absence of the DC conductivity at a> = 0, the state of the system is different from the initial 
"darkness" one. The authors ofI4 do not give any clear interpretation of the effect, but there is 
some evidence to believe that it is related with the quantum efficiency stimulation effect. Indeed, 
both of them are observed in the same microwave frequency range. One can expect that the 
relaxation to metastable impurity states plays an important role in both these effects. 
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SUMMARY 

The unusual non-equilibrium effects observed in the group Ill-doped IV-VI semiconductors 
are not restricted to those reviewed in the present paper, their range is much more wide. The idea 
of this paper is to demonstrate that the features of the impurity centers appearing in the above- 
mentioned materials are in many respects similar to the DX-centers in III-V and II-VI. However 
the physics of the DX-like centers in IV-VI is much more complicated, mainly due to the fact that 
the metastable impurity states play an important role in the non-equilibrium processes. 
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ABSTRACT 

Results are reported of a Deep Level Transient Spectroscopy (DLTS) study of the 
conversion of the divacancy, with energy level at Ev+0.19eV, to a level at Ev+0.24eV 
after anneal at temperatures below its dissociation temperature (300 °C). In literature 
both levels have been associated with the donor level of the divacancy. 
Diodes processed on p-type Float Zone (FZ) and Czochralski (Cz) silicon wafers with 
boron concentration between 0.2 and 3E15 cm"3 are irradiated with 2 MeV electrons. 
Before and after anneal (200 °C and 250 °C) DLTS spectra are recorded to get a full 
electrical characterisation of the induced defects. 
The observed conversion is proposed to be a gradual transformation of the 
divacancy to a divacancy-oxygen complex. 

INTRODUCTION 

The silicon divacancy has been extensively studied by using a wide range of 
experimental techniques. Three deep levels in the silicon bandgap are identified to 
belong to the divacancy: a donor level in the lower half of the bandgap and two 
acceptor levels in the upper half (V='~ at Ec-0.23eV and V^0 at Ec-0.42eV). However, a 

dispersion of experimental values for the energy position of the donor level (V^*) is 

found in literature with values reported around either Ev + 0.20eV1_3 or 

Ev+0.24eV.4-6Londos measured an activation energy of 0.19eV for the 80K 
irradiation induced divacancy and assumed that this lower value is due to a Si self- 
interstitial which is loosely bond to the divacancy.7 During heating to room 
temperature, he observed an increase of the activation energy as the complex 
dissociates, liberating the Si self-interstitials. In n-type silicon an anomalous 
annealing behaviour of the divacancy was reported by Wang and co-workers.8 A 
two step annealing process was proposed, whereby the divacancy partially converts 
to another complex at low temperature (240-300 °C), while at higher temperatures 
the dissociation process dominates. 
In the present paper the thermal behaviour of the divacancy in p-type silicon at 
temperatures below its annealing temperature is investigated by means of the DLTS 
technique. DLTS is well-known to be a very sensitive electrical characterisation 
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technique, presenting however the drawback that only the signature (activation 
energy and capture cross-section) and the concentration of the deep levels are 
deduced, without giving any structural or chemical information. For defect 
identifications one has therefore to rely on literature or on correlation with other 
techniques. 

EXPERIMENTAL RESULTS 

Two types of n+p diodes were investigated, processed on Cz and FZ p-type silicon 
wafers, with measured interstitial oxygen content after diode processing of about 
1018cnr3 and less than lO^cm"3, respectively. The background boron concentration 
is 2.6xl015cnT3 for the Cz specimen and 1.8xl014cm"3 for the FZ ones. The 
irradiations are performed with a 2-MeV electron beam at fluences ranging between 
5xl0l4 ancj 2xl016cm-2. During the irradiation the samples are kept below 50°C by 
means of water- and forced air-cooling. Anneal treatments are performed at 200 and 
250 °C, with the samples encapsulated in vacuum quartz tubes or within an argon 
environment to minimise contamination during anneal. 

Figure 1 shows a typical DLTS spectrum obtained on an irradiated p-type Cz diode 
before (full line) and after (dotted line) the low temperature anneal. 

Figure 1 
A typical DLTS spec- 
trum (rate window = 
223s"1) of a 2-MeV el- 
ectron irradiated p-type 
Cz diode before (full 
line) and after (dotted 
line) anneal at 200 °C 
for 10 days. The typical 
reverse voltage and the 
filling pulse height 
were 5V and 4.5V, 
respectively. H refers to 
hole traps with the 

150 200 250 emission energy given 
in eV between brackets. 
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Each DLTS band corresponds to an energy level in the silicon bandgap. The 
activation energy of the defect level can be deduced by following the capacitance 
transient resulting from the thermal emission of trapped carriers from the deep 
energy levels within a depletion region towards the energy bands, as a function of 
temperature. In principle the capture cross-section is obtained from a semilog plot of 
the fraction of traps remaining empty at the end of the filling pulse versus the 
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filling pulse duration. The slope of the theoretical appearing straight line is 
proportional to the capture rate. However, due to capture in the carrier tails, 
deviations from the straight lines are observed. A first order correction can be 
performed following Meijer et al.9, by subtracting the edge region contribution from 
the measurement data, as shown in Figure 2. However, the fact that the fitted 
straight line through the data does not contain the point (0,0), indicates that the 
influence of the edge region has not completely vanished. 
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Figure 2 
Capture cross-section of the hole levels a) H(0.19) and b) H(0.36): measured DLTS 
band height S(tp) at 120 and 205K, respectively. The inset shows the edge region 

contribution. The experimental data after subtraction this contributing are plotted in 
the main graph. 

The H(0.36) band is a majority carrier trap with an activation energy (0.360 ± 
0.005)eV and a hole capture cross-section O"h=3.6xl0"l6cm2. This deep level is 
associated with a QOi-complex in the Cz substrates and with a QCs-complex in the 
FZ ones, based on correlation with photoluminescence measurements.10' n The 
defect band with an energy level at Ev+(0.192 + 0.005)eV and capture cross-section 
O"h=3.8xl0~16cm2 is reported in literature to be the donor level of the divacancy. 
After anneal the H(0.36) level remains almost unchanged as the QOi complex is one 
of the most stable complexes (stability: 400-425 °C) of all the observed interstitials- 
related deep levels in silicon.1 A new level H(0.29) is observed, correlated by 
Kimerling and co-workers with the BiCs-complex.12 This complex is formed at 
150 °C, following the dissociation of the BiOi complex, which acted as a minority 
trap in p-type silicon before anneal. The most surprising observation however, is 
the apparent gradual transformation with increasing anneal time of the H(0.19) 
band to a new DLTS band with activation energy 0.24eV and oh~10"l4cm2. This 
defect level has also been associated in literature with the donor level of the 
divacancy. 
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DISCUSSION 

The conversion from H(0.19) to H(0.24) during the low temperature anneal does not 
happen at once. The p-type FZ diodes show the appearance of intermediate DLTS 
bands after anneal times between 5 and 10 days at 200°C. The H(0.19) band is still 
present in the FZ diodes after a 5 day anneal at this temperature. In 8 days annealed 
samples the DLTS band replacing the H(0.19) level corresponds to an energy level at 
Ev+0.22eV. Only after 10 days at 200°C we observe a final band H(0.24). Annealing of 
20 days at 200 °C reveals no further effect. For anneals performed at 250 °C the 
transformation time is of the order of hours. On the other hand the H(0.19) band 
was still present in the DLTS spectrum after storing the samples at room 
temperature for more than 1 year. 
In Cz substrates a similar conversion behaviour is observed, but after much shorter 
anneal times. After an anneal of only 5 days at 200 °C the H(0.19) level is already 
completely converted into the H(0.24) level. The isothermal anneal behaviour at 
250 °C of the divacancy in Cz diodes has been followed in detail and the result is 
shown in Figure 3. Again the gradual evolution is observed from 0.19eV to 0.24 eV 
but only after passing trough a minimum after an anneal of 20 minutes. A similar 
minimum is also observed during isothermal anneal treatments at 240 and 270 °C. 

60 *-< 

w 
c o 

> 

0.24 
i          i 

I 
i        A 

J6         ~{) 

0.22 - 

0.20 
i 
I in 

- 

I 

0.18 
D T=240°C 
O T=250°C - 

i          i 
A T=270°C 

niA I                   I 
2000        4000        6000 8000 

Anneal Time (s) 

Figure 3 

Changes in activation 
energy of H(0.19) due to 
isothermal annealing at 
240, 250, and 270 °C. 

It is unlikely that the observed gradual evolution from H(0.19) to H(0.24) is due to a 
continuous transformation of the defect structure. An alternative explanation is 
that two different defect complexes are involved. The proposed mechanism is that 
during thermal treatments the initial (I) band will gradually anneal out, 
accompanied by the gradual appearance of the final (F) band. The observed 
intermediate DLTS spectra result from the superposition (S) of the DLTS bands 
related with the initial and the final defect structures: S=Ii-x+Fx with x the fraction 
of the initial state which has already annealed out. However, due to the insufficient 
resolution of the DLTS system on the one side and to the specific defect parameters 
of the initial and final state on the other side, it is not possible to observe two 
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different well-resolved DLTS bands. The linear relationship between the activation 
energy, extracted from the isothermal anneal experiment, and the anneal time 
(Figure 3), suggests that the initial defect structure might have a lower activation 
energy than 0.19eV. Extrapolation of the straight lines through the data gives (0.167 
+ 0.002)eV. The average of the experimentally determined activation energies after 
long enough anneal times equals (0.236 + 0.005)eV. Corresponding capture cross- 
sections can be determined in a similar way yielding (0.8 ± 0.1)xl0"16cm2 and (1.1 ± 
0.5)xl0~14cm2 Using the above determined signatures for the initial (I) and final (F) 
defect, the simulation shows that one always obtains one DLTS band with an 
apparent activation energy and apparent capture cross-section between 0.16eV and 
0.24eV and between lO'^^cm^ and lO'l^cm^ respectively. By comparing the 
performed simulations with the experimental observations, the remaining fraction 
of the initial state as a function of the anneal time is determined (Figure 4). 

Figure 4 
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Fraction of ini- 
tial state as a 
function of an- 
nealing time at 
various tempe- 
ratures. In the 
inset: the an- 
nealing rate of 
the initial state 
as obtained 
from the main 
figure, versus 
inverse tempe- 
rature. 
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The annealing reaction in the considered time interval is likely to be first order and 
may be fitted by a simple exponential expression of the form: N(t) = Nnexp(-t/x), 

giving the thermally activated annealing rate l/i=2xl03exp(-0.85eV/kT)s~l. Wang et 
al. reported an annealing rate of 3xl03exp(-0.86eV/kT)s~l dominating in the tempe- 
rature range from 240 to 300 °C for the divacancy in n-type silicon.8 

The most important still remaining question is the nature of both (initial and final) 
defect structures. Recently, Londos assumed an interaction with a Si self-interstitial 
to explain the lower energy value.7 In his opinion the Ev+0.24eV level corresponds 
thus with the divacancy. Observations reported in previous work indicate that 
oxygen plays a role in the transformation.13 In oxygen rich wafers (Cz) much shorter 
anneal times are required to reach the Ev+0.24eV level, compared with the oxygen 
poor ones (FZ). 
Based on these observations it is proposed that the observed defect conversion is a 
transformation of the divacancy into a V2O complex (H(0.24)). Oxygen is present in 
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much higher concentration in the Czochralski wafers leading to the observed faster 
conversion. 
Furthermore the high temperature isochronal (from 250 to 400 °C, during 15-min.) 
annealing behaviour of the final H(0.24) level is consistent with results reported in 
literature for V2O complexes as reported by Lee and Corbett.14 

There are also some indications from the performed isochronal anneals that the 
complex formation has still not come to an end. Activation energies are determined 
of Ev+0.24eV, Ev+0.26eV and Ev+0.29eV after a 15-min. anneal at respectively 
200 °C, 300 °C and at 360 °C. These DLTS bands might originate from the formation 
of multivacancy-oxygen complexes. 
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ABSTRACT 

We have found that the measured diffusivity can be quite different than predicted by recent 
models of multiply-charged defects. Key problems dealing with the measurement and the 
interpretation of diffusion mechanisms are discussed. Using a few common variations in GaAs 
epilayer growth, we have obtained diffusivities which range over several orders of magnitude at 
the same temperature. Making use of the relatively weak In-As bond, we have used In as a marker 
to measure group III interdiffusion, Dm- Dm is consistent with the results of others using Al as a 
marker in n-type GaAs, but orders of magnitude smaller than predicted by the triply charged Ga 
vacancy, V3"Ga. model of Tan and Gosele.  Although diffusion can be attributed to a negatively 
charged vacancy in n-type GaAs, In is found to often move by a kick-out mechanism in p-type 
GaAs. It appears likely that many early experiments with n- and p-type GaAs-AlAs interdiffusion 
were affected by large concentrations of Ga interstitials, fca. caused by Fermi energy pinning at the 
growing surface. We present the first direct experimental evidence for the existence of a positively 
charged Ga interstitial. Our results, combined with those of others, suggest that Vca has a single 
negative charge associated with it. Because epilayer growth conditions appear to cause the point 
defect concentrations to deviate substantially from equilibrium, we conclude that the exact charge 
states of VGa and iGa still remain to be determined. 

INTRODUCTION 

Conclusions are often made about diffusion mechanisms after analyzing diffusion data with 
thermodynamic mass action expressions. For a system consisting of two phases, say, a GaAs 
wafer in contact with gas, and three components, Ga, As, and a dopant, the Gibbs phase rule 
demands that exactly three degrees of freedom be controlled. The degrees of freedom which are 
typically controlled are the temperature, T, and the As and dopant partial pressures, PAS4 and Pdop. 
When these are controlled, then all other thermodynamic parameters (dopant solubility, 
concentration of point defects, etc.) are well defined at equilibrium and an experiment will be 
reproducible if the point defects can approach equilibrium quickly. Diffusivity may then be written 
as a function of the three controlled variables, D=D(T,PAS4 Jdop)- However, only when the 
dopant concentration in the wafer, Ndop. is close to equilibrium with Pdop, may one express D in 
terms of the Fermi level, Ef, i.e., D=D(T,PAS4Ä). We have demonstrated1 that N^p almost never 
approaches equilibrium with Pdop during organometallic vapor phase epitaxy (OMVPE), and that 
the use of D=D(T,PAs4,Ef) can be very misleading. We have shown elsewhere1^ that Fermi level 
pinning at the surface is the major reason why Ndop and Pdop do not equilibrate during OMVPE 
growth. 

These details are critically important for the interpretation of diffusion mechanisms because 
point defect models almost always assume that the point defect concentrations are at their 
equilibrium values prior to the start of diffusion. Assuming, for simplicity, that diffusion occurs 
on the Ga sublattice via Ga vacancies, VGa. one expects that the ratio of the diffusivity measured in 
the extrinsic crystal (e) to that measured in the intrinsic crystal (i) is related to the vacancy 
concentrations, [VGa]. via De/Dj = [VGa,e]/[

vGa,i]-ff me vacancies all have a negative charge of 

magnitude, ß, then it is easy to relate [VGa,e]/[VGail to electron concentration, n, and the intrinsic 

electron concentration, n;, [VGae]/[VGai] = (n / n^ and thus Dg/D, = {n / n^. This is the 
essence of the model proposed by Tan and Gosele,3 i.e., D=D(T,Ef) in GaAs. Based upon a 
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report of Mei et al.,4 which indicated DAi-Ga~n3 in a Si-doped GaAs-AlAs superlattice, Tan and 
Gosele concluded that ß=3. 

To date, no one appears to have addressed the question of whether the point defects in Mei's 
structure could ever have approached equilibrium. The AlAs-GaAs superlattice was grown by 
molecular beam epitaxy and consisted of six adjacent layers (each 0.3 um thick) differing in their 
Si concentration. It was assumed that the vacancy concentration in each layer quickly approached 
its equilibrium value during high temperature annealing with a GaAs proximity cap. It can be 
shown that only a small amount of sublimation is required to provide a well defined PAS. P(Ja. and 
even PSJ above the sample surface. However, it is physically impossible for the charged point 
defects in the adjacent layers to be in equilibrium with each other and with the ambient partial 
pressures. For example, when the characteristic diffusion length of the VGa is comparable to, or 
larger than, the epilayer thickness, the dopant concentration will be essentially constant throughout 
the epilayer.  Conversely, if the characteristic diffusion length of the Voa was short compared to 
the 0.3 um thickness of each layer, then the diffusivity will not depend upon the partial pressures 
during annealing, i.e., the [VGal in each layer is a strong function of the growth conditions and 
independent of the annealing ambient pressures. In this paper, we show that nonequilibrium point 
defect concentrations may persist in GaAs well after growth, i.e., into later annealing cycles, and 
that the diffusion resulting from those anneals may be strongly influenced by the growth 
conditions. 

EXPERIMENTAL 

GaAs epilayers were grown by atmospheric pressure OMVPE on Si-doped GaAs substrates 
(Nsi=5-10xl017 cm"3), (lOO)-oriented and cut 2° off toward (110). Growth was performed in a 
rectangular OMVPE quartz reactor with a cross section of 2x5 cm. Sources used include 
tertiarybutylarsine (TBAs), trimethylgallium (TMGa), dimethylzinc (DMZn), dimethylditelluride 
(DMDTe). H2, of 5N purity, was passed through a commercially available metal hydride filter to 
obtain a purity of better than 7N (with respect to 02 and H2O). Electronic mass flow controllers 
were used to accurately control gas flows, and an electronic temperature controller was used to 
keep the sample temperature constant An IR lamp was used to heat a graphite susceptor during 
growth. During annealing or diffusion studies, the susceptor was replaced with a graphite block 
which fit snugly inside the quartz. As described elsewhere, ^ the samples and their GaAs 
proximity caps were placed in a slit cut in this block for annealing. Epitaxial layers of thickness 
1.2 um were grown for the interdiffusion studies. A nominally rectangular In profile was grown 
in the top 0.3 um to minimize the effects of any point defect outdiffusing from the substrate. For 
the pnpn structures, dopant concentration was maximized by using a growth temperature of 
Tg=650 °C for the n-type layers and Tg=575 °C for the p-type layers. Characterization included 
electrochemical capacitance-voltage (ECV) profiling, and secondary ion mass spectroscopy 
(SIMS). SIMS profiles were made with a Cs+ primary ion beam at an impact energy of 14.5 keV 
for In and Te, and 5.5 keV for Zn. Concentration values were determined by comparison with ion 
implanted standards. The depth scale was obtained by stylus profilometry of individual craters with 
an estimated uncertainty of +3%. 

RESULTS AND DISCUSSION 

Four In-doped, n-type, samples were simultaneously annealed using T=900 °C and 
PTBAS=1-6X10-

2
 atm for t=l hr. The surface morphology was mirror-like after annealing under 

these conditions. The In concentration profiles are shown before (shaded line) and after (solid 
line) annealing in Fig. la-Id. Sublimation of the sample appears to be small. In has been used as 
an interdiffusion marker because the In-As bond is much weaker than the Ga-As bond, and it is 
expected to be an excellent marker to indicate a vacancy mechanism.  Samples WL160 and WL177 
were grown at Tg=600 °C with a constant Nxe=6xl018 and 2xl018 cm"3, respectively.  Samples 
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WL159 and WL176 were grown at Tg=700 °C with a constant Nxe=l-7xl018 and 1.5xl019 cm"3, 
respectively. 

20 T 

Z 
M 
O 

19 

18 

17 

r 
(b) 

0.1 0.2   M-m    0.3 

(im  0.3 

Fig. 1. Log Nin (cm-3) vs depth (um) before (shaded lines) and after (solid lines) annealing at 
T=900 °C for (a) WL159, (b) WL177, (c) WL160, and (d) WL176, which were grown with 
n=1.7xl018, 2xl018, 6xl018, and 1.5xl019 cm"3, respectively. 

Din was calculated assuming that the starting Nin profile was perfectly rectangular. 5 The solid 
symbols in Fig. 2 summarize Din vs Nje for these samples, and there is no significant difference 
attributable to the growth temperature. The shaded line shows the predictions of Tan and Gosele 
for a triply charged Vca-^ Triangles show the results of Mei et al.^ for Si-doped GaAs-AlAs 
interdiffusion at T=900 °C. Later results from Mei et al.6 for interdiffusion in Te-doped GaAs- 
AlAs at T=900 °C are shown by open circles. The result of 69Ga-71Ga interdiffusion reported by 
Tan et al7 at T=900 °C in nominally undoped GaAs is shown by the shaded square at 

ni(900°C)=2xl017 cm"3. These data have also been divided by P^4 to account8 for the different 

PAs4 used in the different experiments: =1 atm in the isotopic interdiffusion, =4xl0"3 atm in our 
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experiments, and =3xlO"7 aW in the Mei 
experiments.  The adjusted data is shown by 
open squares (except for the one isotopic 
result) and together they represent the expected 
Din for a Ga vacancy mechanism at PAS4=1 

atm and T=900 °C, assuming that the vacancies 
have equilibrated. A dashed line with unity 
slope is shown for comparison. The slope of 
the line passing through the data points is 
expected to provide^ the charge state of the 
Vca (if the point defect concentrations have 
equilibrated with the ambient vapor). We 
believe that such equilibration could not have 
occurred in multilayer samples such as those 
used by Mei, and, as discussed below, 
equilibration in our uniformly doped layers 
may not have been reached. Thus, we regard 
any assignment of a single negative charge to 
the V<3a as preliminary. 

We have also grown pnpn structures and 
annealed them under various conditions. The 
as-grown concentration profiles for Zn, Te, 
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Fig. 3. Log N (cm-3) of In, Zn, and Te vs 
depth (|im) taken for the as-grown sample, 
CY132B. The width of the buried Zn-doped 
layer has doubled during growth of the two 
following layers because of trapped lGa+- 

Fig. 2. Log Din-Ga(900 °C) (cm2/s) vs Log 
donor concentration (cm-3). Our results for 
epilayers grown at Tg=600 and 700 °C are 
shown by the filled squares and diamonds, 
respectively. The dashed line illustrates a slope 
of unity, and the shaded line a slope of three. 
DAi-Ga measured by Mei et al. using the dopants 
Si4 or Te6 is shown by open triangles or circles, 
respectively. ÜAi-Ga measured by Tan et al7 in 
a nominally undoped sample is shown by the 
shaded square. 

and In markers are shown for sample 
CY132B in Fig. 3. The profiles are slightly 
different than shown previously ™ because 
the SIMS measurements shown in Fig. 3 
have been run a second time to improve the 
resolution of the In profile. The most striking 
feature in Fig. 3 is the extended diffusion of 

Zn out of the buried Zn-doped layer during 
the growth process. It is worth 
emphasizing that Zn was turned on when Te 
was turned off, and Te was turned on when 
Zn was turned off. As discussed 
elsewhere,2'10 the large Dzn is the result of 
positive Ga interstitials, lGa

+. trapped in the 
Zn-doped layer after having been generated 
at the surface during growth of the second 
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n-type layer. Changes in the In markers in the 
buried Zn-doped layer suggest that a little self- 
diffusion has occurred via any mechanism. 
The magnitude of the positive charge on the 
interstitial remains unknown at present. 

It is worth pointing out that one may 
obtain unusually large diffusivities at low 
temperatures. Fig. 4 shows the profiles of 
another piece of the original sample after 
annealing at T=650 °C, PTBAS=2.1X10-

3
 atm, 

and P2n=5. lxlO-3 atm for t=2 hr. The SIMS 
conditions used to take the data for Fig. 4 were 
the same as those used to take the data of Fig. 
3. The Din~10-15 cm2/s in the top layer is 
approximately an order of magnitude larger 
than it was at T=800 °C using essentially the 
same partial pressures.^ Din<10"17 cm2/s in 
the Te-doped layers, and this is approximately 
lOOx lower than predicted. 3 This discrepancy 

Fig. 5. An energy vs reaction coordinate 
diagram illustrating die generic Frenkel reaction, 
Gaca—»Ica+VGa- An important implication of 
this is that any excess iGa entering GaAs is 
likely to reduce the [VGa] quickly, but because 
of the larger energy required to increase the 
[VGa]. a relatively long time is required to return 
the crystal to equilibrium. 

Fig. 4. Log N (cm-3) vs depth (|xm) after 
annealing a piece of CY132 for t=2 hr with a 
nominally equilibrium Pzn and PAS4 at 
T=650 °C. Even though the substitution^ Nzn 
in the top p-type layer is close to equilibrium 
with the ambient used, Izn+ enter from the 
vapor, move to the pn junction, kick out lGa+. 
and the lGa+ diffusing back to the surface kick 
out In and enhance the marker diffusion. 

does not appear to be accounted for simply by 
the fact that the Te-doped regions eventually 
become p-type. However, any thermodynamic 
interpretation of this data would be 
inappropriate because all of the experiments are 
fundamentally far from equilibrium even though 

three degrees of freedom were controlled. 
We have proposed that the rapid Zn 
diffusion out of the buried Zn-doped layer is 
caused^.lO by (1) a grown-in excess 
PGa+L which (2) kicks out Zn into 
interstitial sites in the buried layer, (3) the 
resulting Izn+ diffuses into the pn junction, 
kicking out Ica

+ which (4) drifts back into 
the buried layer because of the electric field 
and repeats the kick-out process. This kick- 
out mechanism continually widens the In 
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spikes and is relatively insensitive to temperature (compare Fig. 4 to result of T=800 °C anneals 
reported in Ref. [2]). Further details are discussed elsewhere. 10 

Of key importance in n-type layers is the generation of lGa+ during OMVPE (and presumably 
other forms of VPE) and its effect on the Voa concentration. Assuming a simple model, we write 
GaGa—>lGa++VGa- and see that the interstitial and vacancy concentrations scale inversely through a 
mass action relation, i.e., K=[lGa

+]IVGa_]. As shown elsewhere,2 the Fermi level pinning during 
growth of n-type GaAs may enhance [lGa+] by as much as -104. This implies that [Voa] (in any 
charge state) will be sharply lower than its equilibrium value after growth. This concept is 
illustrated by the configuration coordinate diagram shown in Fig. 5. This figure is intended to 
show that a relatively large energy is required to convert a substitutional Ga into an lea, but a 
relatively small amount of energy is required to go in the other direction, i.e., to plug up vacancies 
whenever lea is in excess. The figure also emphasizes that the reaction rates are inherently 
different, i.e., [Voa] will drop relatively quickly when an influx of iGa occurs, but a relatively long 
time is required for [VGa] to recover to its equilibrium value after an excess [IGa] disappears. It is 
largely for this reason that further work is needed to determine the extent to which the results 
summarized in Fig. 2 were affected by the growth conditions. 

In summary, Din-Ga (900 °C) has been found to be similar to Dm previously estimated using 
Ga-Al and 69Ga-71Ga. The dependence of D~n rather than D~n3 suggests that a single electron 
(rather than 3) is associated with Vca- However, it is unclear whether the VGa concentration has 
equilibrated, and thus whether any interpretation of the charge state is appropriate. We are 
presently investigating this. Present experiments provide the first experimental evidence that IGa is 
positively charged and can be trapped by the electric field of adjacent pn junctions. This has been 
shown to lead to enhanced diffusion via the kick out mechanism, and cause the so-called emitter 
push effect. At present, the magnitude of the positive charge on the IGa must be regarded as 
unknown. 

Support from NSF through contract number DMR-9024848 is gratefully acknowledged. 
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SOME PECULIARITIES DURING CREATION AND DESTRUCTION OF THE 
NATIVE DEFECTS WITH THE NEGATIVE CORRELATION ENERGY IN 

SEMICONDUCTORS 

SEMYOND. SAVRANSKY 
Physics Department, The City College, The City University of New York, 
New York, NY 10031, USA        E-mail: sds@scisun.sci.ccny.cuny.edu 

ABSTRACT 

The creation of negative-U defects (NUD) is a spin-dependent process, that could be 
used for getting information about NUD themselves; and the NUD destruction is 
accompanied by the Coulomb's repulsion between charge carriers. 

THE SPIN-DEPENDENT NUD CREATION 

The concept [1] of the native defects having the effective negative Hubbard correlation 
energy (NUD) well describes properties of various semiconductors [2-4]. The entirely-filled 
singlet NUD creation takes place at some atomic potentials during the successive self-trapping 
of two similar charge carriers (e.g., electrons) that must have opposite spins according to Pauli's 
exclusion principle. 

One can consider the two electrons and one atomic potential finite size's system of a disor- 
dered semiconductor for simplification. As the mean free path of excess electrons is very small 
(or the radius of charge carrier's wave-function is short), they can interact effectively only with 

few neighboring localized states at each moment. Let the "first" electron, with the spin si; 

occupy the bare localized state of a half-filled NUD and form an exchange-bound pair with the 

"second" electron, with the incorrelated spin S2; in another neighboring localized or extended 
state. The probability of this is W. The evolution of this pair may be developed either by its 
destruction or by the self-trapping of the "second" electron at the same potential which the 
"first" electron has occupied, i.e., by the creation of the entirely-filled NUD at some atomic 

potential during time tL.   After life-time trj ~ t0exp(|U|/kT), the NUD destroyed and again 

created after a period of about trj/W, where k is Boltzmann's constant and 1/to is the vibration 
11      13 -2 

frequency in correspondent atomic potential, 1/to ~ 10   -10    Hz, W-5-10    and |U| ~ 0.5 eV 
[1-3]. At the period of to/W the NUD are created and destroyed in other potentials. Let us 
stress that native NUD are metastable at all temperatures T, and the NUD concentration N 

1/2 
fluctuates at the value N 

Spin-dependent processes are caused by the spin selection rule and the singlet-triplet 
transitions in the electron pairs [4-8]. An interaction of unpaired electrons with small magnetic 
fields leads to the singlet-triplet transitions during NUD creation.    The mechanism of the 
magnetic field effect on the spin dynamics cannot be associated with the changes in the energetic 
of the NUD creation. The energy of any magnetic interaction in the spin system under 
consideration is several orders of magnitude lower than the thermal energy 1.5kT. The influence 
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of low magnetic fields H is reduced to the change of the singlet-triplet transition time tsT in 

processes with pairs of particles with non-zero spins s; (i =1,2). The following relations occur if 
the spin subsystems are isolated from other subsystems for a time comparable to the spin 

relaxation time tr and tsi is shorter than the process's characteristic time: 

tST<tL,tST^tr. (1) 

Therefore, the creation of NUD is a spin-dependent process [4] similar to the spin-dependent 
chemical reactions [5,6] and/or to the spin-dependent electron - hole recombination in 
semiconductors [7,8]. 

The time of NUD creation from the similar charge carriers' pairs tL ~ t0exp(E/kTD) is 
determined by the multiphonon process of self-trapping at the localized level, where E is the 

bare energy ~ 0.1 eV, TD is the Debye temperature ~ 100 - 400 K. Usually tL is about 10 

second and tr ~ 10"4 - 10" second in the semiconductors with NUD [4,9]. The time to is 
determined by the thermal velocity of the "second" charge carriers in the extended states and by 
the localization radius for the "first" charge carrier, or this time is determined by the energy E 

for the charge carrier in the localized states. In the former case to is about 10    second, while in 
7 -9 

the latter case to ~ 10"   second. Usually the values of tsx are about (3 - 5)-10    second [6-8]. 
Therefore, relations (1) are valid in the typical semiconductors with NUD the charge carrier's 
spin-relaxation time is longer than the singlet-triplet transition time and the latter is shorter than 
characteristic time of the NUD creation from two similar charge carriers in the localized states. 

For an investigation of the magnetic fields influence on dynamics of charge carriers one 
need to solve the following set of equations for spin-density matrices p: 

dp(t)/dt = -iLp(t) - Fp(t) + Gp(t) - Rp(t),   (2) 

where L is the Liouville superoperator; F is a superoperator of the NUD formation in the 
Liouville space, G and R are dynamic and relaxation operators. The action of the time- 
independent superoperator L is given by: 

Lp(t) = Htp(t)-p(t)Ht,       (3) 

and the action of the time-independent superoperator F may be written in two forms: 

Fp(t) = L[Psp(t) + p(t)Ps]/2     or        Fp(t) = Psp(t)Ps. (4) 
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The action of the relaxation operator leads to tr variations in a magnetic field H, and the dynamic 

operator describes stochastic effects of the pairs' creation and destruction. Here Ht is the total 

spin-Hamiltonian and Ps = |S><S| is the singlet projecting operator. Generally the total spin- 
Hamiltonian may be written as: 

Ht = Hhf + ^ + HZ = h Z Sj Z Bjjljj - hJ(2sis2 + 0.5) + asH Z gs; > (5) 
i      j ' 

so it describes the hyperfine interaction, the exchange interaction of charge carriers' spins, and 
the Zeeman interaction of these spins with the external magnetic fields. Here h is Planck's 
quantum of action, x is Bohr's magneton, J = J0exp(-r/a) and J0 is an exchange interaction 
constant, g is Lande's splitting factor, r is the intercharge carrier distance, a is the shortest radius 
of a localized charge carrier wave-function, and B is constant of hyperfine interaction with 
nuclear spin I. 

For investigation of this influence one needs to solve the following set of evolution 

equations for spin-density matrices of electrons pe, their pairs pee and the donor-like NUD pjj: 

dpe/dt = -i[Ht,pe] - (p°e - pe)/tr - Wpe ® pe + pee/tD + WPU/ tU;        (6) 

dpee/dt = -i[Ht,pe] + Wpe ® pe - Pee /tD " (PspeePs)/tL, CO 

dpu/dt = (PspeePs)/tL - Wpu/tu, (8) 

where p e is the electron spin-density matrix in the zero magnetic field. One can write similar 

equations for holes, their pairs and the acceptor-like NUD. 
The general quasi-stationary solution of the equations (2)-(8) depends on the features of the 

charge carriers' kinetic during the NUD creation. Since the latter is not known at present, one 
can treat the problem by considering the different mechanisms of the low magnetic fields 

influence on the self-trapping at the NUD, i.e., using a simplification of the Hamiltonian Ht. 

The mechanisms of the magnetic field influence on the NUD creation 

The hyperfine interaction mechanism is based on the interaction between the spins of the 

electron's pair and magnetic nuclei due to the term H hf of the total spin-Hamiltonian. When H = 

0 the singlet (S) state is mixed with all triplet (T0, T. and T+) states and the probabilities of the 

NUD creation from each of them are equal: 
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,0 
1/1  L =1/1 L(S) + 1/1 L(T0) + 1/1 L(T.) + 1/1 L(T+)   = 41/1 L(S).      (9) 

The S-T0 and T+-T. levels are splitting if H > 0. The transition between S and T0 is realized, 

but S-T. and S-T+ transitions are suppressed if the level splitting energy Es (H) is greater than 

the energy of a level's width y. In this case 

1/ tH L = 1/1 L(S) + 1/1 L(T0) + b[l/1 L(T.) + 1/1 L(T+)] = 2(l+b)/1 L(S), 0 < b < 1.    (10) 

As the inequality 1.5<g>ae/<r> < Hs is satisfied, one can neglect the dipole-dipole 
interaction during self-trapping at the NUD with the mean radius <r> that is not larger than 25 Ä 

[4,10]. The parameter b is equal to zero if Es » 7, which is realized in the saturating magnetic 
fields Hs about 100 Oe. In accordance with the equations (9) and (10), the applied DC magnetic 
fields suppress the NUD creation. The concentration beside the impurity atoms of the NUD 

becomes in the K times lower in Hs: 

K = (l+b)(l/tD +1/ tH L )/2(l/tD + 1/1° L) (11) 

The Zeeman mechanism is based on the difference between the Lande splitting factors for 
the electrons in pairs. The wide spectra of the localized and extended states exist in any 
disordered semiconductor with NUD [4]. This feature leads to the g-factors dispersion by 

relatively high values 8g about 10" [9], and to the importance of the Zeeman mechanism. In the 

framework of this mechanism the NUD creation is possible if si and S2 are in a singlet state 
when H = 0 for a really slight spin-orbit interaction in semiconductors, which yields to 

l/t°L=l/tL(S). (12) 

When H > 0, the singlet state is mixed with the triplet T0 state because Larmor spin's precession 

frequencies are different due to the term Hz of the total spin-Hamiltonian. Hence the probability 
of NUD creation reads as 

1/ tH L = 1/1 L(S) + 1/1 L(T0) = (1+c)/1 L(S),   0 < c < 1. (13) 
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In accordance with the equations (12)   and (13) the external magnetic fields H stimulate the 
NUD creation, and their concentration becomes in the Q times higher in the saturating magnetic 

fields Hs~3kOe: 

Q = (l+c)(l/tD +1/1° L )/(l/tD +1/ tH L). (14) 

The exchange interaction intensively affects the electrons' dynamics during their self-trapping 
due to the strong localization of the electrons' wave-functions and intimate-range attractive 
potentials of the half-filled NUD. The exchange interaction takes off the degeneracy of singlet 

and triplet energy levels, which makes S-T0 transitions more difficult. Then the characteristic 
DC magnetic fields that stimulate the spin-dependent self-trapping on the NUD increase up to 

H*~{4Jtr+[2+tr(2/tD+l/tL- W/tu)]}1/2/a3|gi-gj|-[3+tr(3/tD+l/tL- W/tij )]1/2. (15) 

At H = Hs the exchange interaction not destroys the spin-dependent process. The 
characteristic DC magnetic fields that stimulate the spin-dependent self-trapping on the NUD 
increase due to the exchange interaction J. 

The relaxation mechanism is capable of working only when the relation tsi ~ tr is valid, i.e., 
it occurs solely in a short temperature interval. The relaxation mechanism can be realized if the 
Lande splitting factor has some anisotropy and, then, the longitudinal and/or transverse 
relaxation times vary in H. Usually this mechanism is not important for semiconductors [4,7,8]. 

THE EQUILIBRIUM NUD DESTRUCTION 

The non-equilibrium destruction of NUD is connected with the Auger recombination 
[11,12]. 

Interpretation of the quasi-stationary capacitance - voltage characteristics of the Schottky 
barrier at the metal-semiconductor interface [13], AC conductivity in As2Te3 and GeSe2 

amorphous films [14] time-of-flight experiments with As2Se3 glass [15] and in some   other 

experiments leads to the very high pre-exponential attempt-to-escape frequencies f ~ lO* ' Hz 
connected with charge carrier's thermalization out of NUD. Sometimes these f explained by 

very high (0.1 eV) electronic overlap integral [15], but this integral is about 4-10-3 eV [9], and, 
in fact, this interpretation is incorrect. In the conventional solid state theory the correlation 
between f and the typical phonon frequencies F is based on the negligible electron-lattice 
interaction [16], but this interpretation is invalid because of the strong electron-lattice and 
electron-electron interactions at NUD in correspondent semiconductors. 

These anomalous high f observed in the experiments [13-15] are connected with the 
Coulomb repulsion between charge carriers in the pairs during the equilibrium     NUD 

969 



destruction. When the polaronic shift W decreases at some i-site occupied by a native NUD due 
to thermal atomic vibration, the Coulomb repulsion C between two electrons or two holes added 
to the phonon energy. Since the typical size of the native NUD is about 3Ä [3,4], this 

mechanism can provide f up to 1018 Hz, because C/F ~ 103 - 105. Note, that the repulsion 
between the similar charge carriers at the thermal destruction of a NUD (or a bipolaren) could 
lead to high fin other similar materials. 

These results have demonstrated that the application of the NUD's concept provides a 
powerful tool for understanding some new processes in correspondent semiconductors. 
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CLASSICAL AND RAPID THERMAL PROCESS EFFECTS ON 
OXYGEN AND CARBON PRECD?ITATION IN SDLICON 

K.Mahfoud, M.Loghmarti, J.C.Muller and P.SifFert. 
Lab.PHASE (UPR du CNRS n°292), BP20, F-67037 Strasbourg Cedex2, FRANCE 

ABSTRACT 

We report observations on the effects of rapid thermal annealing on oxygen and carbon 
content of different single and multicrystalline silicon materials. 

From the comparison between the resulting effects of conventional and short thermal 
annealing, we can deduce that the increase of the concentration of interstitial oxygen after a 
rapid thermal annealing (RTA) is due to the dissociation of some microprecipitates in silicon, 
which is significantly affected by the initial oxygen content, thermal history, defects and 
impurity content such as carbon. 

1. INTRODUCTION 

The study of oxygen precipitation in silicon continues to be a topic of considerable current 
interest. It has been investigated extensively because of its role in hardening of the silicon 
lattice and in impurity gettering during device processing [1-6]. 

In general, oxygen precipitation behaviour in silicon is governed by interstitial oxygen 
concentration and processing temperatures, especially by the supersaturated oxygen content at 
these temperatures. The secondary factors involved are related to the impurity content, defects 
and crystal thermal history [7- 9], 

Many fundamental aspects of nucleation and growth of oxide precipitates have been 
studied, the amount and morphology of oxygen precipitates is a very complex problem. Up to 
now, the interactions between oxygen, carbon and metal impurities, point defects, aggregates 
responsible of the changes in silicon electrical properties during a thermal processing are not 
completely understood [10- 16]. 

In this work we have compared the effect of conventional and rapid thermal annealing on 
the oxygen precipitation in different silicon materials. 

Our motivation in this experiment is the understanding of the oxygen concentration 
evolution and of the mechanism of its precipitation in bulk silicon. 
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2. EXPERIMENTAL PROCEDURE 

Single crystal and polycrystalline silicon samples were used in our experiments. The 
polycrystalline material "Polix" was provided by Photowatt, and issue from different ingots, 
"P" type boron doped, identified by the letters A, B, C and D in the table and figures. 

The sample thickness ranged between 400u.m and 1mm, and both surfaces were polished 
(Double Side Polished DSP). The infrared absorption measurements at 1107 and 605 cm-1, 
corresponding to the interstitial oxygen and substitutional carbon bands respectively, were 
carried out with a Perkin-Elmer 983G double beam grating infrared spectrophotometer. All 
spectra were recorded at room temperature using air in the reference beam. The calibration 
factors were (3.03 + 0.19)x 1017cm"2 for interstitial oxygen and (1.00 + 0.03)x 1017cm-2 for 
substitutional carbon [17- 18]. Special attention was taken in order to perform infrared 
absorption measurements exactly at the same position within the samples to avoid effects of a 
possible inhomogeneous distribution of impurities. 

The Rapid Thermal Process (RTP) unit used here was a FAV4 model of JIPELEC 
(Grenoble, FRANCE), with temperature monitored by an infrared pyrometer . 

The resistivity was measured by the four-point probe method. It is to be noted that before 
each treatment the samples were carefully cleaned in 25% FIF for 2 min. 

A first group of samples was subjected to successive isochronal 25sec heating steps from 
450 to 1050°C whereas a second set of samples was used to study the dissociation and 
precipitation of oxygen. For this purpose the following two steps annealing were performed: 

- CTA (1050 °C / 6 hours) + RTA (1050 °C / 25 sec) 
- RTA (1050 °C/ 25 sec) + CTA (1050 °C / 6 hours). 

where CTA and RTA are Classical and Rapid Thermal Annealing respectively. 

3. RESULTS and DISCUSSION 

The concentrations of interstitial oxygen and substitutional carbon found in the different 
materials used are summarized in table I which give also the resistivity values. 

Table I: Oxygen, Carbon and resistivity of the different materials used in the experiment. 

Sample [Oi] (ppma) [Cs] (ppma) P 
(n.cm) 

CZ 13.0 <0.5 10 
Polix A 20.0 12.0 2.5 
Polix B 13.0 10.0 1.5 
Polix C 15.0 11.0 2.0 
Polix D 5.4 18.0 1.2 
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It should be noted that Polix material presents a significant grain boundary (GB) 
recombination activity [19]. 

Figure 1 gives the evolution of the interstitial oxygen content in the different materials 
versus the annealing temperature for a 25 sec RTA. We can observe that, in the Polix 
sample "A", oxygen concentration is constant in the lower temperature range and increases 
for the highest temperatures. In both the other Polix samples, the evolution seems to be 
more complicate as a precipitation step seems to appear. 

The evolution of the minority carrier diffusion length was witnessed by Surface 
PhotoVoltage (SPV). Figure 2 shows the evolution of the minority carrier diffusion length 
as function of the rapid thermal annealing temperature during 25 sec. We have observed a 
systematic degradation of the Lj) values for all the materials. This strong degradation is due 
to the activation of defects, which can be related to the dissociation of complexes or to a 
subsequent contamination with quick diffusing metals [20]. The degradation in Polix "A" 
which contains more oxygen is more pronounced compared to Polix "D" which contains a 
large excess of carbon compared to oxygen. 
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Figure 1 Evolution of interstitial oxygen concentration as function of the rapid 
thermal annealing temperature 

We think, that a clear correlation between the oxygen content and the Lj, evolution 
versus the annealing temperature can be found. 

For the second point of our study we have tried to evidence the precipitation or 
dissociation process by using two kinds of annealing. First the classical one (CTA) with a 
slow cooling rate (2C/mn) which facilitates the precipitation and secondly the rapid one 
(RTA) characterized by a very fast cooling rate (>300C/sec) which inherently induces a 
quenching effect. During this step dissociation of precipitates and activation of impurities 
can occurs [21]. 
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Figure 2 Degradation of bulk minority carrier diffusion length after 
a rapid thermal annealing during 25 sec 

We have processed the wafers in this way, and also in the reverse way (RTA followed by 
CTA). We have taken, in particular, the samples from the previous study, the Polix "A" 
which have the highest oxygen content, the Polix "B", "C" and Polix "D" which has a 
largely lower oxygen content (see table I) and as reference the same CZ material. 

Figure 3 and Figure 4 summarize the results of this two steps annealing. It appears that 
the amount of precipitated oxygen after CTA varied considerably with the material applied. 
We can observe for sample "A" that the oxygen concentration decreases significantly after 
the conventional annealing confirming that the precipitation occurs for this sample with 
high-oxygen content (=20 ppma). After a subsequent RTA some dissolution of these 
precipitates seems to occur, which induces an increase of the oxygen concentration. 

RTA + CTA 

Figure 3 Interstitial oxygen content variations after a two step anneal RTA-CTA 
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When performing, first, a 25sec RTA at 1050C we found an increase of the [Oi] content 
in the Polix "A", indicating that some precipitates, can already exist at the initial state and 
were dissociated by RTA. Secondly, as before we have a strong reduction of the [Oi] 
concentration after a subsequent CTA processing confirming the efficiency of the slow 
cooling rate to promote the precipitation of oxygen and probably of other residual 
impurities as well. 

For sample "D", which presents a low oxygen content (<5 ppma) and high carbon 
nothing occurs after the different annealing cycles. For an intermediate oxygen content (13 
to 15 ppma) corresponding to the Polix "B" and "C" samples and to the CZ one, we did not 
find systematically the same evolution as seen before for the Polix "A" sample. The effect is 
less pronounced than in the high-oxygen sample "A". The precipitation shown for Polix "B" 
and "C" (fig 3) and the dissociation for the CZ and Polix "C" are much more lower that in 
polix "A". 
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Figure 4 Changes of interstitial oxygen concentration after the two-step annealing 
CTA-RTA. 

4. CONCLUSION 

The results up to now obtained can be so summarized as follow: 
1- Rapid Thermal Annealing can dissociate some oxygen precipitates existing in silicon 
material. This dissociation is accompanied by a degradation of the bulk diffusion length. 
2- The effect of RTA on oxygen precipitation is strongly depending on the thermal history 
of the material, the initial oxygen content and the existing precipitates in the material. 
3- In summary, the CTA-RTA and reverse annealing cycles were very useful in order to 
evidence the precipitation and dissociation effects in silicon. 
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ABSTRACT 

In order to investigate the basic properties of radiation-induced defects in ZnO crystals, 
positron annihilation lifetime and Doppler-broadening measurements were performed on crystals 
sinterd for 18 hours at 1200 °C and irradiated with 3 MeV protons at 223 K. The irradiation 
induced a colour change of the specimens from the original yellowish-white to dark orange or 
even brown. Isochronal annealing experiments showed three annealing stages, centred at about 
150 °C, 500 - 550 °C, and 750 °C, respectively. These stages are related to the annealing of 
variously sized vacancy complexes. 

INTRODUCTION 

ZnO has been the subject of a variety of investigations due to its unique physical properties and 
applications in commercial devices such as, as a phosphor for display panels and as varistors for 
electrical surge suppression. There also exist a few studies on defects in this material and 
especially the effects of particle irradiation on the properties of ZnO [1-8]. These investigations 
were done mainly by EPR and optical measurements. Nevertheless, basic properties of radiation- 
induced defects in ZnO are not yet fully understood, but it is believed that the radiation-induced 
colour changes originate from radiation-induced oxygen vacancies [2, 4, 9], which are in the 
singly-positive charge state. 

Positron annihilation spectroscopy (PAS) is an effective tool to investigate defect systems in 
semiconductors [10]. In recent years, PAS has been applied in several cases to investigate the 
defect system in polycrystalline semiconductors. Quite a few of these investigations adressed ZnO 
and ZnO-based ceramics [11-19] and single crystals as well [20,21]. 

In this contribution, we report the results of a PAS study on proton irradiated polycrystalline 
ZnO. The study focusses on the annealing behaviour of radiation-induced defects and defect 
clusters formed during the annealing. 

EXPERIMENTAL DETAILS 

High purity ZnO (at least 99.999% by weight), obtained from Johnson Matthey (AESAR) 
Ltd., was pressed into pellets, 10 mm in diameter and 1-1.5 mm in thickness. Each pellet was 
pressed under the same pressure of 10,000 psi. The details of the sintering procedure are 
described elsewhere [19]. The specimens sintered at 1200 °C for 18 hours were irradiated with 
3 MeV protons to a dose of 1.2xl018 p/cm2. The temperature of the specimens was kept below 
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- 50 °C during irradiation. The 30 min isochronal annealing from room temperature up to 1250 °C 
was carried out in air. 

The positron annihilation lifetime and Doppler-broadening measurements were performed at 
room temperature. For the lifetime measurements, a conventional spectrometer was used with a 
time resolution of 190 ps full width at half maximum (FWHM). The positron source itself was 
used in the well-known sandwich configuration and was prepared by deposition of about 10 uCi 
of 22NaCl on a 0.81 mg/cm2 Al foil. Each lifetime spectrum was accumulated over a 24 hr period 
which resulted in at least 7xl06 counts. This is necessary in order to be able to properly resolve 
defect related defect components, and up to three spectra were collected per data point. 
Numerical analysis of the data was performed by the PFPOSFIT program [22] with a source 
correction to take into account the annihilations in the Al-foil containing the positron source. This 
program fits a number of lifetime components and their respective intensities together with the 
resolution function of the measuring system to the measured spectrum. The value of an individual 
lifetime component is determined by the positron state at the site of the annihilation (i.e., bulk or 
defect states), while the corresponding intensities are related to the number of positrons 
annihilating from this state. In this investigation, all the lifetime spectra could be decomposed into 
three or four components. The longest of these was, however, an essentially constant term of 
about 1.5 ns with not more than 0.3 % intensity. This term could easily be separated from the 
actual spectra and will not be discussed further. 

The Doppler-broadening of the annihilation line was measured using an intrinsic Ge detector 
with a resolution (FWHM) of 1.18 keV at 497 keV (close to the 511 keV annihilation y energy^ 
Digital stabilization on the annihilation peak and on a reference peak ( Bi) was employed. Each 
measurement lasted 3000 seconds and was repeated at least 10 times. A total of about 4x10 
counts were recorded for each spectrum. The numerical analysis of the Doppler spectra was 
performed by determining the shape parameter, S, defined as the ratio of the amount of counts in 
a fixed central portion of the spectrum and the total amount of counts. 

RESULTS AND DISCUSSION 

Table 1 shows the positron lifetimes and intensities together with the values of the S parameter 
before and after proton irradiation, and after annealing at 1250 °C. The values before irradiation 
are in very good agreement with earlier measurements [19]. The lifetimes T™ and i„ are the mean 
lifetime   and   the   bulk   lifetime,   respectively,   as   calculated   by   the   positron   two-state- 

Table 1: Observed positron lifetimes and intensities, the calculated values of the 
bulk and the mean lifetime, together with the S parameter for ZnO samples before 
irradiation, after irradiation with 3 MeV protons to a dose of 1.2xl018 cm", and after 
annealing at 1250 °C. 

Ti [ps] i!   [%] *i [ps] I2 [%] tb [ps] tm [ps] S 

before irr. 164 60.4 230 39.6 185 190 0.4208 

after irr. 173 47.8 273 52.2 214 225 0.4304 

after ann. 167 64.1 224 35.9 184 187 0.4214 
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trapping model [23]. The bulk lifetime is of particular importance since it refers to annihilations 
from the "perfect" crystalline regions of the crystal and hence is a material constant. Earlier 
measurements [18] gave a value of xb = 183 ± 4 ps, which is in excellent agreement with the value 
given in Tab. 1. 

Recently it was shown [18], that the two lifetimes in well sintered samples ("before irr." in Tab. 
1) result from annihilations in the nearly perfect lattice and defects therein. It was also shown that 
for such samples the influence of the grain boundary and the surface regions is very small or even 
negligible. A direct assignment of the observed defect lifetime to a specific type of defect is 
complicated by the fact that at the present time, no theoretical estimates exist for positron 
lifetimes in ZnO and that the defect configurations in sintered samples might be strongly 
influenced by the quality of the basic material [18, 19]. If one takes the ratio XD/XB to characterize 
a defect, our value of 230 ps yields, with a bulk lifetime of 185 ps a ratio of XD/XB = 1.24, in 
excellent agreement with the proposed value of 1.1-1.3 for monovacancies in compound 
semiconductors [24]. Lifetime and Doppler-broadening measurements down to 10 K show nearly 
no temperature dependence, an indication that the observed defect is in a neutral charge state [10, 
25]. This also suggests that this defect is rather a vacancy complex than a monovacancy, since 
monovacancies are negatively (Va,) or positively charged (V0) at room temperature [8]. 
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°°0o    ° o0°° °o0o Fig. 1: Lifetimes Xi (O) and x2 (□) and 
corresponding intensities as a 
function of isochronal annealing 
temperature obtained by a two- 
term analysis. Typical errors are 
± 2 ps for Xi, ± 7 ps for x2. The 
errors for the intensities are about 
+ 1.5-2.0%. 
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After irradiation, the lifetime of the defect component increases to 273 ps (Tab. 1). The ratio 
XD/XB now amounts to 1.49, which is in good agreement with the proposed value of 1.46 for 
divacancies [24]. The observed lifetime therefore, is a strong indication for the existence of the 
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(VzhVcentre, a defect which also has been seen after irradiation with rather high electron doses 
[6]. It is worth noticing that the bulk lifetime, xB, increases to a value of 214 ps after irradiation, 
which is much longer than the value of 185 ps in the well annealed sample. Changes in this 
parameter are often an indication for the introduction upon irradiation of non-vacancy defects - 
sometimes in large concentrations. Such defects can constitute so-called shallow positron traps 
with lifetimes close to the bulk value. More detailed data analysis of temperature dependent 
measurements down to 10 K are in progress and will be reported elsewhere. The deviation of tB 

from the true bulk value makes the simple trapping model inapplicable and we therefore, cannot 
make any assessment of the concentration of the defects. 

The annealing data first were analysed with two significant lifetime components. Figure 1 
shows these lifetimes and the corresponding intensities as a function of isochronal annealing. As 
one can see, the longer lifetime component T2, which is attributed to positrons annihilating from 
the defect state is, for annealing temperatures between 200 and 1050 °C significantly longer than 
273 ps. Actually, the lifetime values increase from 270 ps after annealing at 150 °C to 378 ps at 
550 °C. This shows that this lifetime component consists of at least two contributions, one 
stemming from the divacancy-type defects, with a lifetime of 273 ps, and the other from even 
larger complexes. 

In a next step, we tried to split the longer lifetime component into two components: one with a 
lifetime of x2 = 273 ps and the other one with T3 = 370 ps. This value was chosen from the data 
after 500 and 550 °C annealing and from the proposed ratio for larger defect clusters Xn/xB = 1.9 
- 2.0 [24]. Fig. 2 shows the intensities of the three lifetime components as a function of isochronal 
annealing. In Fig. 3, the changes of the S parameter and the mean lifetime are shown. It is evident 
from this figure that there exist three distinct annealing stages: at 150 °C, 500 - 550 °C, and 750 
°C, respectively. 
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Fig. 2: Intensities I2 (A) and I3 (Ö) of 
the defect related components of 
a three-term analysis with fixed 
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The intensity of the second component (I2), which has been attributed to divacancy-type 
defects, shows a steady decrease from 150 °C up to 550 °C, at which temperature the component 
disappears entirely. At the same time the intensity of the third component (I3) increases and 
reaches a maximum value of about 30 % after annealing at 500 °C. At 600 °C, the intensity of this 
component drops to about 10 % up to 950 °C and vanishes thereafter. After annealing at 1100 °C 
the longest lifetime component has disappeared. 
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After annealing at 600 °C, the second component appears again, and the intensities I2 show a 
steady decrease up to 950 °C. At the moment it is not clear if the same defects are appearing 
again or if there are other defects with a lifetime close to to 273 ps. For annealing temperatures 
between 600 and 750 °C, an additional longer component, with an intensity of about 2 % appears 
indicating that even larger complexes are formed at these annealing temperatures. For annealing 
temperatures above 1100 °C there are only two lifetime components left, eventually attaining the 
values for the well sintered samples at 1200 °C. Interestingly, the annealing behaviour of the 
radiation-induced discolouration of the samples is considerably less complex. The samples lose 
their colour quite continuously over a broad temperature range until, after annealing at 800 °C 
they have entirely reverted to their original yellowish-white appearance. Comparing this with the 
annealing curves of the positron data (Figs. 1 and 2), one can conclude that the colour centres are 
not directly related to the defect structures seen by the positrons. Similar conclusions were drawn 
earlier [18] regarding the correlation of vacancy-type defects and luminescence centres in ZnO. 
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DEFECT REACTION AND ELECTRICAL PROPERTIES OF 
IRON IN N-TYPE SILICON 

HAJIME KITAGAWA AND SHUJI TANAKA 
Department of Electronic Materials Engineering, Fukuoka Institute of Technology, Wajiro- 
Higashi, Higashi-ku, Fukuoka 811-02, Japan 

ABSTRACT 

Since the first report by our group in 1992, iron-related defects in n-type silicon has been 
found to exhibit unusual in-diffusion and annealing properties. We review in this paper the 
recent progress in understanding the electrical and diffusion properties of iron-related defects in 
n-type silicon. We have shown from DLTS and Hall effect that iron in n-type silicon is electri- 

cally ionized and introduce one donor level at Ec-0.41 eV (level C) and, at least, one acceptor 

level at £c-0.21 eV (level B).   The donor character of former level has been confirmed by a 
13 

Poole-Frenkel effect.   The concentrations of two centers introduced are in the order of 10 

cm"3 at maxima. In-diffusion behavior of levels B and C show that these levels are intermediate 
states in a consecutive reaction of iron-related complex formation. Low-temperature isothermal 
annealing experiments from the room temperature to 200°C suggest that iron-related donor is 
formed, in part, by the electrostatic attractive force between two point charges. 

INTRODUCTION 

Diffusion and electrical properties of iron in n-type silicon has less been paid attention com- 
pared with in p-type silicon mainly because it has been generally believed that iron does not 
ionize in n-type silicon [1, 2] except several reports [3-7]. However, the consistency between 
researchers remains poor. We have shown from DLTS and Hall effect [6] that iron in n-type 
silicon is electrically ionized and introduce a donor level at £c-0.41 eV (hereafter referred to as 
the level C) and, at least, one acceptor level at £c-0.21 eV (hereafter referred to as the level B). 

The multilevel introduction by iron implies that positively charged and negatively charged 
iron states coexist in n-type silicon. Introduced concentrations of the levels B and C decrease 
with increasing the diffusion time. In addition, these iron-related defects turn into other differ- 
ent defects during storage at room temperature or upon low temperature annealing. Such in- 
diffusion and annealing behaviors suggest that these defects are due to iron-related complexes, 
especially that the electrically active complexes are intermediate states in the iron-related con- 
secutive reactions. 

The purpose of the present paper is to review our results obtained up to date for the diffusion 
and electrical properties of iron in n-type silicon. At first, the level confirmation of iron will be 
made by means of Hall effect and deep level transient spectroscopy (DLTS). In-diffusion and 
low-temperature isothermal annealing characteristics will then be presented to characterize the 

iron-related defects. 
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EXPERIMENTAL 

Phosphorus-doped n-type, float-zoned and dislocation-free silicon crystals were used 
throughout the present study. Both faces of the silicon crystal slices were coated with evaporat- 
ed iron to attain the well-defined diffusion. The sample was heated for the diffusion in a flow- 
ing nitrogen gas atmosphere. The diffusion heat treatment was terminated by pulling out the 
slice to the cool region of the quartz furnace tube. DLTS and steady-state capacitance were 
measured on a Schottky barrier diode made by the gold evaporation. The concentration of the 
iron-related defects was evaluated by the DLTS peak height and the steady-state capacitance. 
Isothermal annealing was performed in the temperatures between the room temperature and 200 
°C. One control sample was always prepared for each iron-diffused sample under the same 

conditions as those of the iron diffusion. 

RESULTS 
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Four levels related to iron have 
been confirmed through a series of 
the present studies. Donor or accep- 
tor characters of these levels and 
concentrations have been determined 
using combined analyses of Hall 
effect and DLTS [6]. Fig.l shows 
the typical DLTS spectra of iron- 
doped n-type silicon and its control 
sample. Electron traps A and B are 
acceptors and C donor [6]. The 
another acceptor labeled X emerges 
in the low-temperature annealing or 
the room-temperature storage for 
period longer than one month [6] 
(see Fig.4). 

The level C exhibits a Poole-Frenkel field emission effect as expected for donors in n-type 
silicon which was measured by DLTS [8]. We used three kinds of silicon samples containing 

phosphorus of 4.0 X 1013, 2.0 X1014 and 4.0 X1015 cm"3. Electron emission rate of the level C 

is proportional to F1/2, where F is the electric field. Any other iron-related traps did not exhibit 

the Poole-Frenkel effect. 

150       200 
Temperature T(K) 

Fig.l.   DLTS spectra of n-type silicon as 
doped with iron and the control sample. 
Iron was diffused at HoOT^ for 15 min. 
The measuring condition: reverse bias -5 V, 
rate window 0.5/5.0 ms, and injection pulse 
width 500 pis. 

In-diffusion Process of Levels B and C 

The introduction of levels B and C was comprehensively examined.   The concentrations 
introduced at diffusion temperatures of 1160 and 1190°C as functions of diffusion time t  are 
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shown in Fig.2 . Until about t =50 min, the concentrations increase with the increase of t  , 

and about 10   cm" of level B and 1.7X10   cm" of level C are introduced at maxima. On the 
other hand, the concentrations introduced decrease with the increase of t in the heat treatment 

13 longer than 50 min. It should be noted that (1) the concentration higher than the order of 10 

cm" cannot be introduced even at the elevated diffusion temperature, (2) the introduction seems 
to be irreversible, i. e., the concentration decreased with longer heat treatment does not recover 
even if following evaporation and diffusion processes for iron are applied and (3) the in-diffu- 
sion behavior of levels B and C is qualitatively identical. Therefore, the thermal equilibrium 
concentration of iron-related defects cannot be defined. 

Isothermal Annealing 

The donor state (level C) decays even during the room temperature storage [6,7]. Fig.3 
shows concentrations of iron-related defects as a function of storage time at room temperature. 
In addition to levels B and C, the level X emerges and found to increase the concentration with 
a room-temperature storage time while concentrations of levels B and C decay. It should be 
noted that, as shown in Fig.3, the decay rate of the level C is about four orders of magnitude 
lower than that observed for interstitial iron Fei in p-type silicon [9]. 

For a longer storage, defects were found to turn into other different states and become in- 
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Fig.2.   Concentrations of levels B and C 
introduced 1160T3 as functions of diffusion 
time. 
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Fig.3. Concentrations of each iron-related 
level as functions of storage time at room 
temperature. 

985 



DISCUSSION 

The acceptor and donor characters of 
iron-related levels indicate the presence of 
negatively charged iron states and positive- 
ly charged iron states. In addition, the 
anomalous in-diffusion behavior of levels 
B and C shown in Fig.2 cannot be ascribed 
to a simple one-atom species. The prob- 
able explanation is based on the consecu- 
tive reaction model of the iron-related 
complex formation. Consider some com- 
plex a of a combination of an interstitial 
iron atom (Fei) and other defect U. 
Assuming that a turns into another state ß 
which is electrically inactive, one can see 
that the concentration of a has a maxi- 
mum value at t = [In (fc / k )] I (k^kj, 

where k and k are the rate constants of the 

reactions Fei + U -*• a and a -»- ß , 
respectively. Although this is only 
hypothetical, the in-diffusion results sug- 

u 

H      0 c 

Q 

-1 

active eventually. Fig.4 shows DLTS spectra for the as-diffused sample (a) and for samples 
which have been storaged at room temperature for 10 days (b), 100 days (c) and 220 days. 
Solid curves are the experimental DLTS spectra and broken curves are the results calculated for 
resolving the overlapped DLTS signals. While the electron traps B and C decay, the trap C 
splits into 2 electron traps as shown in Fig. 4(d) in the 220-days storaged sample. For more 
longer annealing (for example 1 year), more traps appear and eventually they tend to turn into 

electrically inactive species. 
The concentrations of level C 

decay exponentially in the low- 
temperature annealing, indicating 
that the level C dissociates. The 
decay constant r of the level C is 
plotted against the reciprocal of the 
annealing temperature 1/TA in Fig.5 
with the open circle. The least 

squares fit gives r =1.2X10" exp 
(0.65eV/£r) (s), where k is the 
Boltzmann's constant. 

(a) as-diffused        \J Level C 
-\ 1 r——<  

(c) 100 days 

(d) 220 days 

100 200 
Temperature T(K) 

300 

Fig.4. DLTS spectra for as-diffused sample 
(a) and for samples storaged at room tem- 
perature for 10 days (b), 100 days (c) and 
220 days (d). Dotted curves show the calcu- 
lated results for resolving the overlapped 
DLTS peaks. 
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Fig.5. Decay constant r in the isothermal 
annealing of level C as a function of the 
reciprocal of annealing temperature. 

gest that the observed B and C defects are 
intermediate states of iron-related com- 
plexes produced by a consecutive reaction. 

Such an interpretation is in accordance 
with the low-temperature annealing 
behavior of the level C shown in Fig.5. 
The decay of level C means the transfer of 
the level C to electrically inactive defects. 
Furthmore, as shown in Fig.4, the transfer 
accompanies the production of several new 
defects and they tend to become inactive 
during long-time annealing. The activation 
energy, 0.65 eV, of decay constant r of 
level C is comparable to an electrostatic 
pair binding energy which should be about 
0.5 eV for two point charges in silicon 
located at the tetrahedral interstitial sites 
and nearest substitutional sites. 

For the positive charge, ionized phosphorus atoms are probable candidate for pairing. How- 
ever, we have found that the in-diffusion characteristics as well as the decay constant do not 
depend on the phosphorus concentration in the silicon crystal. 

Therefore we take the view that the donor state associates and dissociates by the defect reac- 
tions of iron atoms with impurity atoms other than phosphorus. 

On the other hand, the negative charge is difficult to be modeled in iron-doped n-type silicon. 
If substitutional iron atoms are present, the existence of the negatively charged iron atoms may 
be possible as a results of tetrahedral bonds at the substitutional sites. However the presence of 
substitutional iron atoms has not yet been confirmed experimentally in spite of the prediction by 
Weber etal. [10]. 

Although it is premature to determine the composition of the iron-related complexes from the 
present work, the EPR results will provide some suggestion for probable pictures. Van Kooten 

etal. [11] have concluded from EPR measurements that Fei-Feipair and the Fei4complex are 

the intermediate states in the thermal clustering process of Fei. They [11] observed the disap- 

pearance of Fei-Fei center around the room temperature, indicating that there is a strong prefer- 
ence for further iron aggregation at this center. This mentioning for the iron aggregation pro- 
cess is qualitatively in good agreement with the consecutive reaction model of iron-related 

defect formation. If Fei-Fei pairing is possible and the bonding consists partly of an electrostat- 

ic attractive force, this means that Fef and Fei+ states can coexist in silicon. Even if the Fef 

state is present and the iron-related defect state is related to the Fef state, this charge state will 
be only a small fraction of total iron because the iron-related defects can be introduced in the 

order of 1013 cm"3 within the present experimental conditions while the solid solubility of iron 

should be in the order of 1016 cm"3 at 1150r. 
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CONCLUSION 

Some understanding of the introduction of iron-related defects in n-type silicon has obtained 
from the in-diffusion and annealing studies. The small fraction of iron atoms dissolved into n- 
type silicon is ionizable and forms some electrically active complexes. These complexes will 
be the intermediate states of the progressing defect reactions during the iron aggregation forma- 
tion process.   However, further work is needed to complete the picture. 
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ABSTRACT 

Temperature-dependent (80 ... 300 K) measurements of dislocation recombination activity 
by the electron-beam-induced-current (EBIC) technique are reported. Controlled Cu 
contamination (ppb to ppm range), chemomechanical polishing and hydrogenation treatments 
were applied to alter dislocation properties. Increasing Cu level is found not only to increase the 
electrical activity of misfit dislocations in SiGe/Si structures at 300 K, but also to change its 
dependence on temperature. At low contamination, shallow centres control dislocation activity 
while deep centres are characteristic at higher Cu levels. Heavy Cu contamination results in 
very strong recombination activity which is attributed to precipitates. Chemomechanical 
polishing has an effect which is analogous to medium Cu contamination. Hydrogenation was 
found to passivate recombination activity at 300 K, but did not show pronounced effects on 
activity at low temperature. 

INTRODUCTION 

The electrical properties of dislocations have been the subject of investigations for a long 
time already. Understanding of dislocation properties is not only of practical interest from the 
point of view of devices, but is a fundamental issue as well. Although substantial amount of 
experimental data has been collected, there is still a lot of open questions (e.g. III). 

Electron-beam-induced-current (EBIC) investigations have largely contributed to the 
current state of knowledge about dislocations. In particular, EBIC imaging and measurements of 
contrast c in dependence on temperature T and beam current Ib (initiated by an early work of 
Kimerling et al. Ill) turned out to be a very valuable experimental tool. Applied by the Oxford 
group to dislocations in plastically deformed Si, this technique revealed a positive c(T) and a 
negative c(Ib) slope. The experimental results were interpreted as due to a potential barrier 
around the dislocations, see 111. However, in recent studies the opposite c(T) behaviour 
(negative slope) was observed for dislocations in plastically deformed Si 14/ , for dislocations in 
cast multicrystalline Si and for misfit dislocations in SiGe/Si structures 15,61. 

At the first glance it may look confusing that the same type of dislocations prepared in 
different laboratories by plastic deformation exhibits opposite c(T) behaviour. The most likely 
explanation is a different degree of contamination by impurities. Fig. 1 illustrates this 
possibility for dislocations generated during a deformation experiment. The scratch in the 
middle of the micrographs served as dislocation source. The micrograph on the right was taken 
at 300 K and shows a zone of reduced dislocation activity around the scratch. At larger distance 
from the scratch, dislocations exhibit pronounced recombination activity. At 80 K (left image) 
all dislocation are active, which    demonstrates that dislocations near the scratch show 
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Fig. 1: Recombination activity of dislocations in a p-type CZ-Si sample at 300 and 80 K 
(dislocations introduced by plastic deformation at 700°C). Note the difference in the 
temperature dependence of contrast of dislocations close (region 2) and far (region 1) 
from the scratch. 

another c(T) behaviour than those far away. Scratches are known to getter impurities, so the 
difference in dislocation behaviour is probably due to different contamination. Contamination is 
also supposed to be responsible for the experimental fact that, even in the same SiGe/Si sample, 
misfit dislocations of both positive and negative c(T) slope can be observed 111. 

In the following we report results of EBIC studies of dislocation activity after different 
treatments. The results are based on EBIC imaging and contrast measurements in the 
temperature range 80 ... 300 K. As pointed out in /8,9/ the type of temperature behaviour allows 
at least to draw qualitative conclusions about the centres responsible for the recombination 
activity observed. Type-1 behaviour, characterized by a positive c(T) slope is attributed to deep 
centres or charged defects. Type 2 with a negative c(T) slope is believed to be caused by shallow 
centres. The measurements were carried out at 30 keV beam energy and beam currents around 
50 pA, using evaporated Schottky contacts as collecting junctions. For more experimental 
details see e.g. /10/. 

INFLUENCE OF CONTAMINATION ON MISFIT DISLOCATION ACTIVITY 

SiGe/Si epilayers grown by chemical vapour deposition (CVD) and supplied by North 
Carolina State University were used for the experiments. The common structure of these 
samples was as follows: (100) Si substrate, Si buffer layer, SiGe alloy layer (2% Ge, 2 um), and 
Si cap (3um) on top. In such structures a network of perpendicular sets of 60° misfit dislocations 
arises at the SiGe interfaces. The density of misfit dislocations can be controlled by Ge content 
and layer thickness. So, these dislocations are considered a well-defined 'model defect'. 

A controlled Cu contamination of the samples was obtained by backplating from a Cu salt 
solution and a 800°C anneal for Cu drive-in. The Cu content in solution was measured by 
Atomic Absorption Spectroscopy and the surface concentration was checked by Total X-ray 
Reflection Fluorescence . Using this procedure, the Cu volume concentration could be varied 
from sub-ppb to ppm range /l 1/. 
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Fig. 2: Recombination activity of misfit dislocations in a 
slightly Cu contaminated sample at 80 and 300 K 
(EBIC, 30 keV). The numbers indicate the contrast 
in per cent. 
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In the as-grown samples 
no contrast could be observed 
at 300 K (detection limit of our 
set-up better than 0.2%). Only 
upon cooling the dislocations 
became visible, with a very 
small contrast of about 0.4% at 
80 K ZW. This behaviour is 
denoted type II, because c(T) 
has negative slope as type 2, 
but the contrast level is much 
lower. 

At low Cu contamination 
(ppb range), different types of 
c(T) behaviour can be 
observed. Some dislocations 
have substantial recombi- 
nation activity at 300 K 
already, others are nearly 
invisible at room temperature 
but exhibit a steep contrast 
increase on cooling. Fig. 2 
this     experimental fact, 

dislocations/dislocation 
illustrates 
Neighbouring 
bundles are seen to behave in a completely 
different way. There is one dislocation 
bundle with a positive c(T) slope 
corresponding to type-1 behaviour. 
Detailed measurements for this bundle 
revealed a contrast approximately 
proportional to T . Other dislocations 
show clearly type-2 behaviour. Certain 
dislocations in the samples exhibit a 
mixture of both types. At the lowest Cu 
level (~lppb) the majority of dislocations 
shows type-2 behaviour. For higher Cu 
levels (~15ppb) dislocations with positive 
c(T) slope (type 1) are dominating. 

Fig.3:EBIC contrast c of misfit disloca- 
tions vs. temperature T for different 
Cu contamination levels: 
as-grown - type II, 
low Cu  - type 2 -» mixed-»type 1, 
high Cu - type I. 
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In the high Cu contaminated samples (ppm range) a positive slope is found for the majority 
of dislocations, too. However, contrast is extremely large and has a weaker dependence on 
temperature than type-1 contrast in low Cu samples. This behaviour is denoted type I here. 
TEM investigations revealed Cu suicide precipitates at the dislocations. 

Results of temperature-dependent contrast measurements for the different Cu 
contamination levels are summarized in Fig. 3. Starting from 'clean' as-grown material with 
type-II dislocations, all other types of contrast behaviour are obtained by increasing 
contamination level. At low contamination we have type-2, then type 1 and eventually type I at 
the highest levels. 

POLISHING-INDUCED DISLOCATION ACTIVATION 

Recently, chemomechanical polishing has been reported to lead to a substantial decoration 
of defects /12/. A similar observation concerning the electrical activity of dislocations in cast 
multicrystalline silicon has been described in /13/ . More detailed studies showed that 
dislocations in the virgin as-grown material are nearly inactive at 300 K, but gain pronounced 
recombination activity at low temperatures(type - 2 behaviour). After polishing, there is 
pronounced contrast already at 300 K which slightly decreases on cooling (type-1 behaviour) - 
see Fig. 4. Thus, the dislocation activity is controlled by shallow centres in the as-grown state 

200 um 

a 
life ■■■: 

: Recombination activity (EBIC, 30 keV) 
of dislocations and grain boundaries in 
p-type cast multicrystalline silicon: (a) 
and (b) virgin as-grown material at 300 
and 80 K, respectively; (b) after 
chemomechanical polishing , 300 K. 
All images show the same sample. 

while dislocation recombination properties are governed by deep centres after chemomechanical 
polishing. Hence, polishing leads to the introduction of deep centres. Interestingly, dislocation 
activation is not restricted to a thin layer near the surface, but was revealed to extend at least 50 
um in depth. Annealing at temperatures in the range 500 ... 1000°C was found to remove deep 
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centres again. All the changes in recombination activity of dislocations could be monitored as 
well by EBIC diffusion length measurements /13/. 

EFFECT OF HYDROGENATION 

Hydrogenation experiments were carried out at 300°C in a hydrogen plasma (5-10 Torr, 
13.5 Mhz). All samples were RCA cleaned prior to treatment and placed downstream of the 
plasma/ll/. 
Hydrogenation is found to have a positive effect on those dislocations which are already active 
at room temperature.This is true both for polishing-activated dislocations in multicrystalline 
silicon and misfit dislocations. The dislocation activity at 300 K decreases considerably due to 
hydrogenation, however the dislocation remain active at low temperature, i.e. hydrogenation 
does not remove dislocation activity, but transforms type-1 into type-2 behaviour (Fig. 5). 

Type-2   dislocations   are   usually   not 

MT   ii' 300 K  JZ:.::<:.I. 180 Ki 

300 K 

w 
300 |am 

80 K 

influenced by hydrogenation. Only in 
few cases we observed a slight reduction 
of activity of those dislocations. Never 
hydrogenation succeded in restoring the 
low-activity state    II    of    misfit 
dislocations existing before contami- 
nation. For misfit dislocations of type-I 
we could not reveal any significant 
influence of hydrogen treatment. 

Fig. 5: Influence of hydrogenation on 
recombination activity (30 keV) of Cu 
contaminated misfit dislocations: (a) and 
(b) activity before hydrogenation, (c) and 
(d) after hydrogenation. 

CONCLUSION 

The results obtained clearly demonstrate that dislocation recombination behaviour is 
determined by the contamination level. 

Dislocations in clean as-grown material are nearly inactive (type II). The negative slope of 
c(T) points to shallow centres. Two explanation can be proposed: (i) true intrinsic dislocation 
property caused by the dislocation strain field and (ii) strongly reduced activity of normally 
type-2 dislocation by hydrogen (hydrogen is used as carrier gas during CVD layer growth). As 
hydrogenation experiments never restored type II behaviour it seems that type II activity is the 
intrinsic dislocation property. 
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Low contamination levels of misfit dislocations lead to type-2 activity which is attributed to 
shallow centres. At higher concentration deep centres are revealed (type 1). Behaviour indica- 
cating deep centres is observed also after chemomechanical polishing. Hydrogenation is found 
to passivate room temperature recombination activity of both misfit dislocations and 
dislocations in multicrystalline Si, leaving activity at low temperatures essentially unaffected. 
This means that hydrogenation passivates deep centres or transforms them into shallow ones. 
For polishing-activated dislocations in multicrystalline Si, simple annealing in a wide range of 
temperatures had the same effect. 

At very high Cu contamination levels extremely strong recombination activity is observed. 
According to recent calculation /14/, this requires a minimum radius of the recombination- 
active region of about 1 |im, compared to radii in the nm range for dislocations of normal 
activity. This result can be understood, if we assume that Cu suicide precipitates decorating the 
dislocations form internal Schottky barriers with depletion regions widths of nearly 1 um. This 
suggestion is supported by apparent similarities to the recombination behaviour of individual 
NiSi2 platelets/l 5/. 

To summarize, increasing contamination is not only established to result in an increase of 
activity, but also to induce qualitative changes of recombination properties. Dislocation of 
different origin behave in a similar way. 
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ABSTRACT 

We have characterised the recombination at Oxidation Induced Stacking Faults (OISF) 
by employing a combination of DLTS and Minority Carrier Transient Spectroscopy 
(MCTS). The recombination rate at traps associated with the OISF has been compared 
with recombination at a conventional point defect also present in the silicon. We find that 
the effect of small amounts of decoration by copper is to increase hole capture rates at 
electron filled traps. Infra Red Beam Induced Current measurements are consistent with 
this in that they also indicate that decoration causes enhanced recombination at the 
extended defects. 

INTRODUCTION 

Oxidation induced stacking faults (OISF) in silicon can result from oxidation processes even 
when the oxidation times are short. Their presence is known to adversely affect device 
performance when in the active region. However, conventional point defect analysis cannot be 
applied to such defects, because they include interacting charge sites arranged along a 
one-dimensional line. This results in a localised electric field around the extended defect. 

Kolbesen et al[l] showed that the effect of OISF in silicon is to produce an increase in the 
junction leakage current in power devices and studies by Ourmazd et al[2] have shown that the 
recombination activity of OISF in silicon is located around the Frank partial dislocations which 
bound the OISF. Previous studies of the electrical properties of OISF have employed Deep 
Level Transient Spectroscopy (DLTS) to characterize electron traps associated with OISF in 
n-type silicon[3]. A trap was observed whose spatial concentration profile correlated with that 
of the Frank partial dislocations. Moreover, electron capture by this state exhibits a logarithmic 
dependence on time [4]. Such non-exponential capture is a characteristic property of deep 
levels associated with extended defects [5]. The same behaviour has been reported for minority 
carrier traps associated with OISF in n-type silicon [6]. In this work, a trap was observed with 
a measured hole capture rate that is approximately exponential (point defect-like) at low 
occupancy, but a reduced capture rate is observed as the occupancy is increased. 

We report here a study of non-radiative recombination at the traps associated with OISF 
characterized using a combination of DLTS and Minority Carrier Transient Spectroscopy 
(MCTS)[7] in a single measurement. We have also considered the effects of transition metal 
contamination on the electrical properties of the OISF. This was achieved by decorating the 
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defects with a small amount of copper. The DLTS results are compared to recombination 
measurements carried out by IRBIC. 

EXPERIMENTAL 

The silicon used in this work consisted of n-type epitaxial layers, doped with 2xl015 cm"3 

phosphorus grown on CZ n+ substrates. The silicon surface was oxidised for 10 minutes in dry 
oxygen at 1100°C, followed by 90 minutes in a steam ambient, followed by a final oxidation in 
dry oxygen for 10 minutes. This process creates Oxidation Induced Stacking Faults (OISF) 
with a mean length of 13 fim, and a density of 2*105 cm"2. The oxide was then removed, and 
samples containing OISF to be decorated were lightly stroked on the rear surface with clean 
copper wire; these samples were subsequently annealed under dry nitrogen at 750°C for 
30 minutes. Semi-transparent gold Schottky diodes were then deposited on the wafer surface. 

Electrical characterization was performed using DLTS and Minority Carrier Transient 
Spectroscopy (MCTS). In the latter, the electrical fill pulse of DLTS is replaced by a pulse of 
above-bandgap light, originating from a GaAs/AlGaAs laser diode emitting at 860 nm. 
Minority carriers generated that lie within a diffusion length of the depletion region edge may 
diffuse into the space charge region, creating a minority carrier flux that is available for capture 
by deep levels. The electric field excludes majority carriers from this region. 

Recombination cannot be characterized by DLTS or MCTS used in isolation because the 
process requires the capture of both majority and minority carriers. Considering the case of a 
recombination centre in the lower part of the bandgap in n-type material, MCTS may be used 
to analyze only the hole capture by this centre; DLTS will not detect the centre as it cannot 
emit to the conduction band. In order to characterize electron capture by this level, the 
combination of the two techniques into a single measurement (MCTS+DLTS) is used. In this, 
the level is initially filled with holes by using a long light pulse. Immediately after this pulse 
terminates, electrons are injected into the diode via a forward bias pulse, during which 
electrons will be captured to the level and lower the hole occupancy. Since the height of the 
peak in the MCTS spectrum is proportional to the hole occupancy, a reduction in peak height 
will ensue. As the duration of the electron injection pulse is increased, there will be further 
reduction in the hole occupancy and the corresponding peak height. Ultimately, the injection 
pulse will be sufficiently long that the level will become entirely electron occupied. At this 
point, the hole emission peak in the spectrum will no longer be detected. Alternatively, the 
recombination centre may lie in the upper part of the bandgap. In this case, the converse 
technique (DLTS+MCTS) is used. Here, the pulse sequence described above is interchanged 
and the reverse description applies. 

If a deep level exhibits ideal point defect-like behaviour, the capture rate during the 
secondary pulse in these techniques will decrease exponentially as the pulse duration is 
increased. A Shockley Hall Read model may then be used to derive the relevant carrier capture 
cross-section. In this manner, both the electron and hole capture cross-sections of a point 
defect anywhere in the bandgap may be determined. This is extremely useful in assessing the 
ability of an individual deep level to act as a recombination centre. 

Infra-Red  Beam  Induced   Current  (IRBIC)  experiments  were  carried   out  at  room 
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temperature with zero bias applied to the semi-transparent Schottky diode. Above band gap 
light (600nm) was used, in order to ensure that the Frank partial dislocation bounding the 
OISF was entirely within the e-h pair generation volume. The level of contrast in the ERBIC 
image was monitored to assess relative recombination strengths of OISF related traps. 

RESULTS AND DISCUSSION 

Figure 1 shows typical DLTS spectra, 
curves (a) and (b), and an MCTS 
spectrum, curve (c). Curves (a) and (c) 
are measured from silicon containing 
nominally clean (not deliberately 
decorated) OISFs, and curve (b) shows 
the effect on the DLTS spectrum of a 
small amount of decoration by copper. 
The peaks are labelled Au[-/0] for the 
gold acceptor, Au[+/0] for the Au donor, 
Au for other gold related defects[6], Se 

for the electron trap related to the 
presence of the OISF and Sh for the OISF 
hole trap. The gold peaks are always 
present in such samples, which is due to 
pipe diffusion along the dislocation, 
because gold is used to fabricate the 
Schottky diodes. Gold related traps 
cannot be detected in identical silicon 
with (gold Schottky diodes) that has not 
been oxidised. The activation energies of 
the Au traps are in good agreement with those reported in the literature for the gold donor and 
acceptor. The activation energy of the S trap depends upon the experimental conditions during 
DLTS which affect the occupancy, and the degree of decoration[4]. However, it can be seen 
from Fig 1 that the Se trap moves to a higher temperature after decoration with copper, in 
agreement with previous reports of the effect of decoration [3]. 

Figure 2 illustrates DLTS+MCTS of silicon containing decorated OISF. The spectra do not 
include the high temperature gold acceptor, for clarity, as the recombination properties and 
capture cross sections of this defect are well known [8], A 10 ms electron pulse was sufficient 
to effectively fill the traps in the DLTS measurement. It can be seen that the Se peak reduces 
rapidly with increasing laser (hole filling) pulse length and is no longer detected after a fill 
pulse > 50 /<s. Since, in this experiment, the trap is initially filled with electrons (majority 
carriers) the reduction in the peak height is due to subsequent hole capture. 

Figure 3 shows the hole capture behaviour of Se traps with and without copper decoration. 
The Au-related trap has also been examined in order to provide an internal calibration against 
which the Se level may be compared. For the undecorated OISF, both levels exhibited similar 
(point defect-like) characteristics when refilled with holes [6]. However, when Cu decoration is 
present, the S peak intensity reduces at a faster rate than that of the gold related trap, 

Figure 1. DLTS (a), (b) and MCTS (c) of 
silicon containing OISF, nominally clean (a), 
(c), and decorated with copper, (b). The rate 
window was 20 s~'. 
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indicating that the efficiency of the Se level as a recombination centre is dramatically increased. 
The difference in this behaviour is similar to that observed in IRBIC measurements on OISFs. 
The addition of Cu as a lightly decorating impurity to the OISF causes an enhancement in the 
beam-induced current contrast from 9% to 18%; this indicates a large increase in the 
recombination rate after copper decoration. 

Figure 4 shows MCTS+DLTS of silicon containing decorated OISF. The spectra are shown 
up to a measurement temperature of 220 K as in Fig 2. The peak labelled Sh, due to emission 
from hole-filled traps, reduces in intensity very rapidly as electrons are injected by forward 
biasing the diode. At a DLTS fill pulse length above 1 (is this peak can no longer be detected. 
This is similar behaviour to that of the Se trap in the upper half of the band gap, shown in 
Fig 2. 
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Ideal point-defect-like behaviour of the gold donor (peak Au[+/0]) should produce a further 
reduction in the intensity of this peak when DLTS fill pulses above 1 fis are applied. 
Interestingly, in this experiment, this is not observed; a negative peak is seen in every spectrum 

in Fig 4. This indicates that hole 
emission is still taking place after 
DLTS pulse lengths of 170 [is. 
Previous capture cross section 
measurements of this gold related 
defect in silicon containing OISF [6] 
have demonstrated that exponential 
capture, a phenomenon associated 
with point defects, occurs for electron 
capture at the gold acceptor and hole 
capture at the gold donor. However, 
in samples used in this work the gold 
is only present at all because there are 
stacking faults present, and it is 
reasonable to suppose that the gold 
atoms are located near the fault 
planes. The extended defects cause 
strain fields and therefore the gold is 
likely to be in a region of perturbed 
crystallinity. This is a key factor in the 
behaviour detected in an experiment 
such as MCTS+DLTS where there 
are competing capture and emission 
processes. If the gold atom is in a 
region of slight band bending due to 
an extended defect, the local electron 
concentration, and hence the electron 
capture rate, will be reduced. 
Similarly, the local hole concentration 
may increase. This would explain why 
hole emission is always observed in 
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Figure 4. MCTS + DLTS of silicon containing 
decorated OISF. The top curve is MCTS only and 
the bottom curve is DLTS only. The rate window 
was 20 s''. 
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this experiment for the gold donor, even when a substantial time is allowed for electron capture 
via the bias pulse. Apart from the hole emission from the gold donor trap, Au[+/0], the curve 
in Fig 4 with a 170,us DLTS fill pulse is identical to the curve at the bottom which is pure 
DLTS i.e. no hole pulse. 

CONCLUSIONS 

We have combined the techniques of DLTS and MCTS to characterize recombination 
properties of OISF related traps in silicon in both halves of the band gap, and examined the 
effect of decoration. Both majority carrier traps and minority carriers traps associated with the 
OISF exhibit recombination when exposed to carriers of the opposite polarity. The 
recombination strength of the electron trap (in the upper half of the band gap) is enhanced 
when small amounts of copper decorate the OISF. This correlates with IRBIC measurements, 
in which increased contrast (increased recombination) at the stacking faults is observed after 
decoration. 
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ABSTRACT 

Metal-semiconductor-metal photodetectors fabricated using low-temperature-grown GaAs have 
been passivated using AlGaAs cap layers in order to understand the influence of surface states and 
fields on the properties of these detectors. It has been found that passivation has little effect on the 
time response or persistent photoconductive tails associated with the detectors, but that 
responsivity and dark current can be enhanced in certain circumstances. The dependence of the 
temporal response on optical fluence and dc-voltage bias were observed for both passivated and 
unpassivated detectors. 

INTRODUCTION 

The presence of surface states in GaAs has hindered the development of electronic devices, as 
demonstrated by, for example, the inability to produce a MISFET technology analogous to the Si 
MOSFET, and the degradation of gain in heterojunction bipolar transistors using AlGaAs/GaAs 
materials.1 In the field of optoelectronics, the surface states in semi-insulating GaAs (SI-GaAs) 
strongly affect the photoexcited carrier lifetime due to the large surface field and surface 
recombination velocity they induce.2 Moreover, in transit-time-limited, metal-semiconductor-metal 
(MSM) photodetectors, the so called "low-frequency gain" phenomenon, which decreases 
frequency response and increases the possibility of breakdown from non-uniform fields, is also 
present due to the surface states near the contacts.3 

Since the discovery of low-temperature-grown GaAs (LT-GaAs), an increasing number of 
electronic and optoelectronic applications have been developed for epitaxial materials with ultrafast 
relaxation-times, high resistivities, and high breakdown voltages.4 Due to its unique properties, 
LT-GaAs has been employed, for instance, as a buffer layer sandwiched between an n-active layer 
and a semi-insulating GaAs substrate5 to eliminate the side-gating effects of MESFET devices. In 
optoelectronic applications, LT-GaAs has been used to realize an ultrafast photodetector (in one 
instance6 having a 3-dB bandwidth > 375 GHz, and a responsivity ~ 0.2 AAV) due to its 
subpicosecond photoexcited carrier lifetime and reasonably high mobility. However, despite the 
fact that LT-GaAs is extensively used to make both commercial and laboratory ultrafast 
photodetectors, there has been little study of the impact of surface states on its optoelectronic 
properties. The goal of this paper is to present the effect of surface states on high-speed, LT-GaAs, 
MSM photodetectors in terms of dark current and low- and high-frequency performance. 

For the fast-response photoconductive devices, four parameters have been investigated to see if 
they are affected by surface passivation. These are listed as follow: the dark current, which 
determines the noise level and thus impacts on the detector signal-to-noise ratio (SNR); the time 
response, frequently estimated as the 1/e relaxation time of an exponential decay, which provides 
information about carrier trapping and detector temporal resolution; tail response or persistent 
photoconductive decay, which represents a second, bandwidth-limiting time constant in the 
response and has been attributed to hopping conductivity in LT-GaAs; and amplitude response, 
which is used to determine the responsivity and the signal-to-noise ratio (SNR). 
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THEORETICAL CONSIDERATIONS 

We will first estimate the effect of passivation on the time and amplitude response of an MSM 
detector, while the dark current will be considered later. Although there are many reported studies 
of surface states for conventional GaAs, there is little information on the LT-GaAs surface. It was 
suggested by Look, et al.1 that a high density of surface states exists on LT-GaAs, possibly due to 
the oxidation of arsenic atoms {i.e., AS2O3). These surface states are typically electron traps as in 
conventional GaAs. These trapped electrons near the surface produce a large gradient of potential 
within a 100-Ä-thickness, and thus the corresponding built-in electric field is very large (rough 
estimates find it to be larger than 100 KV/cm). Therefore, when carriers are photoexcited in an LT- 
GaAs detector, the total response of the detector is governed by both bulk recombination and the 
surface. 

Due to the very high density of defect states in LT-GaAs arising from the presence of excess 
arsenic, the bulk recombination time for the material is approximately 1 ps (for a growth 
temperature around 230°C), which gives a recombination rate of 1012 s"1. The recombination rate 
from the surface is approximately equal to the surface recombination velocity (SRV) divided by the 
epilayer thickness.2 For GaAs, the SRV is about 104 cm/s for an air-exposed wafer. If the 
epilayer of a photodetector is l-(j.m thick, then the surface recombination rate is on the order of 108 

s"1, which is much less than for bulk recombination. Therefore, from the perspective of the total 
number of recombined carriers, the surface recombination has a negligible contribution to the 
detector temporal response. 

The response of LT-GaAs MSM detectors in the time domain typically has another component, 
however. This is a persistent, photoconductive tail which is due to the photoresponse of LT-GaAs 
(for Tg > 220°C) and is believed to arise due to hopping conductivity of carriers in the high density 
of bulk defect states. There is no evidence that the presence of surface defect states affects this 
hopping conductivity since it takes place through the much greater number of bulk defect states, 
and thus we expect no difference in the photoconductive tails after detector surface passivation. 

In terms of photoconductivity amplitude, the photocurrent collected by the electrodes is not 
only determined by the carrier lifetime, but it also depends on the geometrical structure of the 
detector. If the photocurrent that the detector can collect is primarily contributed by carriers that are 
generated near the surface, then the surface field will have an impact on the photocurrent, and 
therefore the performance of the detector. The current density flowing into the contacts can be 
expressed as follows (for simplicity only the electron current is considered): 

Jn = q(n(t) [in (Eb +Es) + Dn Vn(t)) (1) 

where Eft is the bias field, and Es is the surface field. For a material with very short carrier 
lifetime like LT-GaAs, which has a mobility, nn, of about 100 cm2/V-s, the saturation velocity of 
the electrons is around 107 cm/s. The anode can then only collect photoelectrons from an area 
within ~ 1000 Ä of the contact for a sample of 1-ps carrier lifetime. Therefore, the 10% of 
photoelectrons that make up the conduction current experience a surface field that tries to drive 
them down towards the substrate, decreasing their chances of reaching the metal. However, with a 
passivated cap layer on top of the LT-GaAs, this effect can be eliminated and the responsivity of a 
photodetector should be improved. 

DEVICE FABRICATION 

To better prepare the surface of GaAs, sulfur-related chemical1-2 and solid-state8 passivation 
techniques have been introduced to diminish the effects of the dangling bonds.   In general, a 
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Figure 1. Cross section of LT-GaAs MSM photodeteclors and material layers. 

density of surface-states of 1011 cm"2 could be passivated by the above techniques, but not without 
fabrication concerns. To be specific, we have determined that while passivation of GaAs with 
ammonium sulfide is quick and universally applicable, its lack of stability after only hours of 
exposure in an ambient laboratory environment is at best an inconvenience. It is also not clear how 
completely this technique passivates a surface. The solid-state, PECVD technique may also be used 
with arbitrary samples, but it is somewhat more difficult to implement, and we have not yet 
perfected its fabrication. Perhaps the most simple solution, and the one followed for samples 
described throughout this work, was to prepare the LT-GaAs epitaxial layers studied with a 200-Ä- 
thick layer of AIGaAs covering them. This passivation provides an optimized LT-GaAs surface, 
without a significant density of trap states, and it does not absorb photons of red and infrared light. 

Two LT-GaAs wafers were grown at 270°C and 300°C in order to investigate the effect of this 
passivation. The material structure is shown in Fig. 1. The bottom AIGaAs layer was grown 
primarily to prevent any substrate current injection. The unpassivated samples were prepared by 
using a wet etch (H3PO4/H2O2/H2O) to remove the AIGaAs cap layer. For the passivated samples, 
only the area where the metal was to be deposited was etched, so that the region between the 
fingers of the MSM was passivated by the remaining AIGaAs. A Ti/Pt/Au electrode with 1000-Ä 
thickness was evaporated through standard photolithographic techniques to form the 2-|im-wide 
fingers of the detector pattern. In order to measure the high speed electrical signal output from the 
photoexcited detector, a 1-cm-long coplanar strip transmission line with 50-|i,m separation was 
defined with the MSM detector in between the lines and 5 mm from each end. 

EXPERIMENTAL RESULTS 

DC Measurements 

The I-V curve for the detectors fabricated on the samples grown at Tg = 270°C is shown in Fig. 
2. The four sets of data in the semi-log plot each have one curve for a passivated detector and one 
curve for an unpassivated detector. The bottom two curves are measured in the dark, and the other 
three sets were measured under three different cw laser power levels. As shown in the plot, the 
photocurrent for the passivated detector was always larger than that of the unpassivated one by 30 
to 80% for different optical power levels at biases less than 10 V. This suggests that the passivated 
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sample collects more carriers than the unpassivated one. Another advantage of passivation for these 
two samples is that the dark current for the passivated sample is much smaller than for the 
unpassivated one at biases higher than 10 V. Since the SNR is inversely proportional to the square 
root of the dark current, the passivated sample can be biased up to 20 V without significantly 
degrading the SNR. This phenomenon might be explained by the presence of surface-state traps 
near the contacts which would capture carriers and create a space-charge region. This would create 
a non-uniform field distribution, thus increasing the injection of charge from the contacts and as a 
result, increasing the dark current. The clamping of current for the passivated sample at high bias 
can not be explained by the photodetector already reaching its transit-time-limited regime, as for SI- 
GaAs MSM detectors. Therefore, further investigation must be done to explain this phenomenon. 
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Figure 2.I-Vcurves for 270°C LT-GaAs MSM detectors. Dotted lines are for the passivated sample and solid lines 
for the unpassivated one. Dark current is the bottom set of two curves, with the other curves corresponding to three, 
cw optical power levels at X = 810 nm. 

The I-V curves for the detectors on the LT-GaAs grown at 300°C are shown in Fig. 3. Note 
that the optical power levels are different than for the data on the Tg = 270°C detectors. The 
photocurrents for the passivated and unpassivated detectors are nearly the same across almost the 
entire bias range. This indicates that the passivation has little advantage in terms of responsivity for 
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Figure 3. I-V curves for 300°C LT-GaAs MSM detectors. The dotted lines are for the passivated sample and solid 
lines for the unpassivated one. Dark current is the bottom set of two curves, with the successively higher sets of 
curves corresponding to four, cw optical power levels (50 pW, 500 pW, 5 mW, and 500 mW) atX = 810 nm. 
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these detectors on the LT-GaAs with Tg = 300°C. This is as expected for this material, since the 
carrier lifetime is longer and the mobility is higher than for the wafer with Tg = 270°C. Thus the 
fraction of photocurrent contributed by the carriers near the surface is smaller than for the detectors 
grown on the LT-GaAs grown at higher temperatures. However, in terms of dark current, the 
passivated detector using material with Tg = 300°C is still superior to the unpassivated one, and the 
passivated detector will thus have a higher SNR. Also, from Fig. 3, it was determined that the 
MSM detector was not reaching its transit-time-limited current since no current clamping was 
observed up to a bias of 30 V (the curve tracer allowed a current maximum of 1.0 mA). 

Pulse Measurements 

In order to test the time response of the detectors, a standard, external-electro-optic sampling 
technique was employed using a freely-positionable probe tip. The laser source was a Spectra- 
Physics Tsunami, 100-fs pulse laser, which had 2 watts of output power with a repetition rate of 
76 MHz and a wavelength of 810 nm. The laser was split into two beams, and with variable 
attenuation for the pump beam, an input excitation average power between 100 ^W and several 
tens of mW was utilized. A LiTaÜ3 crystal tip with a second-order-nonlinear-optical response (in 
this case, the Pockels effect) was placed between the coplanar strip lines within 100 ^m of the 
MSM detector. The second laser beam was focused into the electro-optic probe and was modulated 
by the time-varying electric field - which was proportional to the detector photocurrent - on the 
coplanar transmission line. 

The transient photoresponse for the detectors on the LT-GaAs with Tg = 270°C is shown in 
Fig. 4. The inset plot is the response for samples on the material with Tg = 300°C. Since the laser 
power for the measurements of the detectors on the different materials was different, and also since 
the electro-optic sampling calibration may have been different for the different detectors, the peak 
amplitude was normalized to 1.0 for each plot. The transient photoresponses were virtually 
unchanged from the passivated to unpassivated samples for the detectors using materials of both 
growth temperatures. This indicates that the pulse width does not broaden when the surface states 
are passivated, and is experimental confirmation that a passivated surface will not degrade the 
speed of the photodetectors. Another significant result in Fig. 4 was that the photocurrent tails 
rising for the Tg = 300°C detectors (both passivated and unpassivated) were much higher than the 
Tg = 270°C detectors. This may be due to another current injection mechanism, which is not yet 
understood, and further investigation is needed. In each case, however, the tails did not change 
with passivation, as expected if they were due to hopping conduction. 

SUMMARY 

The dc and high-frequency optical response of LT-GaAs were measured with respect to the 
passivation of detectors employing the novel materials. The AlGaAs passivation layers were found 
to be more important for MSM photodetectors using LT-GaAs grown at 230 and 270°C rather than 
300°C, since more photocarriers that produce photocurrent are affected by the surface field when 
the MSM is biased in the hfetime-limited regime. For LT-GaAs grown at higher temperatures, low- 
frequency gain typically occurs after the bias reaches its transit-time-limited regime. However, for 
LT-GaAs with a carrier lifetime of only several picoseconds, the transit time limit is not reached, 
although there is evidence that other injection mechanisms also become active. It is possible that 
surface passivation may be able to prevent some of this undesired injection. In terms of long-term 
reliability, the passivated cap layer can also help prevent material near the contact from earlier 
breakdown due to non-uniform field distribution. 
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Figure 4. Transient photoconductive response of 270"C (inset for 300°C) LT-CaAs MSM detectors. Passivated 
(unpassivated) detectors are plotted with solid lines (dotted lines). 
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ABSTRACT 

We report on the optical characterization of sulphur (S) passivated AlxGai.xAs/GaAs 
surfaces using photoluminescence (PL) and surface photovoltage (SPV) measurements. Both 
techniques show an enhancement in the near bandgap signal intensity, implying a reduction of the 
non-radiative recombination rate at the surface. To counter the instability of S-passivation, due to 
re-oxidation, dielectric layers of silicon nitride were deposited using electron cyclotron resonance 
plasma enhanced chemical vapour deposition (ECR-PECVD); the deposition of dielectric layers 
up to lOOnm thick does not appear to cause significant deterioration or stress at the 
insulator/AlGaAs interface. The dielectric layers are shown to be resistant to oxidation, and 
effective in maintaining the passivation effect over a period of weeks. 

INTRODUCTION 

High power AIGaAs lasers are used in optical fibre communication systems as the pump 
source for erbium-doped fibre amplifiers. However, these laser diodes suffer from intense non- 
radiative recombination in the vicinity of the laser facets, which leads to catastrophic optical 
damage. While certain techniques to control this degradation mechanism include specially 
designed waveguides to maintain optical intensities below critical levels, S passivation aims to 
reduce the surface recombination velocity near the facets, and, thus, extend the lifetime of these 
lasers [1]. Previous studies have shown that the effect of S treatment is to remove metallic native 
oxides, such as GaaOß, AI2O3 [2], followed by the formation of S bonded to Ga, Al and As at the 
surface. While the layers protect against re-oxidation, [3] the passivation is unstable and lasts, 
typically, only tens of hours. 

To maintain the effect of the passivation over time an effective capping layer must be used 
[4]. A combination of a low damage deposition technique and a chemically inert film is required 
to maintain and stabilize the passivation. Electron cyclotron resonance plasma enhanced chemical 
vapour deposition (ECR-PECVD) satisfies the first criteria [5], while silicon nitride is used 
effectively to encapsulate AlGaAs/GaAs devices. The capping layer must have good adhesion, 
low stress, and high density to act as an effective diffusion barrier, particularly for water vapour. 
Impurities in the silicon nitride, particularly hydrogen, must be chemically stable if present at all. 
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EXPERIMENTAL DETAILS 

Our investigation was carried out on epitaxial layers of AlGaAs grown on Si-doped 
n-GaAs (100) substrates by MOCVD. The wafers were degreased using acetone, methanol and 
DI water. Next, the wafers were 'pre-etched' in a standard solution of H2S04:H202:H20, 
(1:8:500), at room temperature. The sulphur passivation procedure involved soaking the samples 
in ammonium sulphide solution, (NHt^S, (20%) at 65°C. The samples were checked optically for 
any signs of poor surface morphology using the Nomarski technique. After S-passivation, samples 
were loaded into the ECR-PECVD system for the deposition of the capping layer. Silicon nitride 
thin films were deposited using a nitrogen/argon mix as the plasma environment, while tris- 
dimethylaminosilane (IDAS) was used as the silicon source. The deposition pressure was 
typically 2 mTorr, with a TDAS partial pressure of 0. \ mTorr. Depositions were carried out at an 
input microwave power density of 2.5Watts/cm while the substrate temperature was 
approximately 100 °C. A deposition rate of 50 A/min is obtained for these conditions. Prior to 
the deposition, samples were outgassed at the deposition temperature to obtain a chamber 
pressure of less than 2xl0"7 Torr. In order to avoid damage to the passivation layer the sample 
was partially shuttered during the first minutes of deposition in order to obtain a "low damage" 
film approximately 50 to 70 Ä thick, as measured by in situ ellipsometry. During deposition, a 
significant contribution to the substrate temperature comes from the plasma itself. Although it is 
difficult to measure accurately, the substrate temperature can be as much as 150°C higher than 
indicated by the thermocouple measurement, depending on the process gases. 

The PL measurements used a 488nm Ar+ ion and a 633nm He-Ne laser as the excitation 
sources. Samples were mounted inside a cryostat that allowed measurements to be made over a 
temperature range from 15K to 300K. The PL was dispersed through a 0.5m Chromex grating 
monochromator, and detected using a calibrated Si photodiode. The setup for PL measurements 
was also easily modified for SPV; a 100W tungsten halogen lamp was filtered through the same 
monochromator and focussed onto the samples. Standard procedures were adopted for measuring 
the SPV spectra, using identical conditions for both treated and untreated samples [6]. 

To determine the composition of the SiN layers, Fourier transform infrared spectrospcopy 
(FURS), Auger electron spectroscopy (AES), and Rutherford backscattering spectrometry 
(RBS) were used. Appropriate substrates for each technique were also coated during the 
fabrication of the capping layer. For FTIRS, double sided polished, semi-insulating silicon was 
used. For AES a higher doping level was used to avoid electron beam charging effects. For the 
RBS measurements a polished carbon substrate was used to provide a more accurate measure of 
the concentration of the various components in the film. 

RESULTS AND DISCUSSION 

Effect 9f Cftemita) Treatwpt 

The near bandgap (NBG) PL intensity enhancements after S-treatment varied with x; 
typically, the enhancement factor for n-type x=0.11 was ~20 times, and ~5 times for p-type 
x=0.29 and 0.38. The variations may be attributed to the differences in conduction type and 
possibly carrier concentration [7]; furthermore, previous experimental studies [2] have revealed 
the high stability of the Al oxide for higher x, which is not completely removed by the S- 
passivation. In order to facilitate the removal of native oxides, we observed that 'pre-etching' the 
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surfaces in acid-peroxide-DI water prior to S-treatment contibuted to the overall success of the 
passivation treatment. 

After chemical treatment, the bulk recombination rate remains unperturbed and, so, any 
change in PL implies a change in the non-radiative recombination at the surface. Fig. (1) shows 
the PL spectra for the p-type x=0.29 ALGa^As after pre-etching and S-treatments. By measuring 
the PL intensity as a function of excitation power and temperature, the higher energy NBG peak 
at 1.884eV was identified as due to bound exciton emission, and the peak at 1.874eV as due to 
impurity related transitions involving shallow carbon acceptors (e°,A) [8]. As seen in Fig. 1(c), the 
impurity related peak reduces by a factor of 5, while the bound exciton peak is enhanced by a 
comparable amount. This confirms that one of the consequences of S- treatment is the removal of 
impurities at the surface. It was also observed that the impurity related peaks became more 
prominent for higher x, as reported for typical MOCVD grown AlGaAs [9]. Below bandgap 
peaks, D and C, were also observed at 1.350eV and 1.485eV respectively. From previous studies 
[10], the origin of C may be probably due to the donor acceptor pair recombination involving the 
[Si-V] complex. In all samples studied, the location of the two peaks was virtually the same. As 
the temperature was raised, the intensity of peak D quenched faster than C. 
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Figure 2: x=0.11, AlxGa1.xAs at 18K: 
a) as-grown b) S-treated. 

Figure 1: x=0.29, AlxGai_xAs at 18K: 
a) as-grown b) pre-etched only 
c) S-treated. 

Fig. (2) shows the PL spectra for the n-type, x=0.11 AlxGai.xAs after S-treatment. Again 
the NBG peaks were composed of a free to bound emission involving the shallow carbon 
acceptors (e°,A), and bound exciton emissions that are just resolved into two components after 
treatment. It is possible to further resolve the separate excitonic peaks and tentatively assign them 
(analogous to results for GaAs [11,12]) to donor bound, and acceptor bound excitons; however, 
in a 'relative' PL study, the PL from one surface is compared to another, and, so, the primary 
concern is the enhancement factor of the generic bound exciton peak after etching and dielectric 
layer deposition. 
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Influence of Dielectric Deposition on S- treated Surfaces 

Fig. (3) shows the NBG PL spectra for the n-type x=0.11, capped layers with two different 
thicknesses (lOOnm and 300nm), with and without S-treatment. The dielectric layer index of 
refraction is lower than the substrate index, resulting in changes in both the excitation intensity 
and the PL intensity due to the change in the substrate reflection coefficient. In a 'relative' PL 
study, therefore, only the intensities of capped surfaces were compared. We did not, however, 
observe a significant decrease in intensity after capping (fig. (3a,b&d)), confirming that the 
surfaces are not deterioriated by the ECR-PECVD process and are, most likely, free of PL 
degrading defects [13,14]. The S-treatment also appears to have withstood the deposition process 
as is evident from a 30% higher PL signal compared to the as-grown, capped surface. The 
enhancement of the D°X exciton peak, at 1.6634eV, is 50% greater than the A X peak, at 

1.63 

Figure 
18K: a) 
capped, 
treated, 

1.65 1.67 1.69 

3: NBG PL spectra for x=0.11 at 
as-grown, uncapped, b) 300nm SiN 
S-treated, c) lOOnm SiN capped, S- 
d) as-grown, lOOnm SiN capped. 

1.6        1.7        1.8        1.9 

H»tonBBrgy(eV) 

Figure 4: SPV spectra for NBG at room 
temperature: a) x=0.21, S-treated, capped, b) 
x=0.21, as-grown, capped c) x=0.29, S- 
treated, capped, d) x=0.29, as-grown, 
capped. 

1.6612eV, (fig. (3c)) a feature that was observed at S-treated, uncapped surfaces as well. The 
dielectric layer deposition on an untreated surface also gave a similar effect (fig. (3(b,d))), and 
may be related to the incorporation of silicon centres at the surface [15]. It is difficult to interpret 
any PL peaks shifts as due to stress in capped samples because of a gradient of x in the epitaxial 
layers which varies with thickness [16]; however, the peaks for the 300nm capping layer were 
broader (fig. 3(b)) and the enhancement ratio negligible compared to the lOOnm layer capped 
surfaces. 

SPV spectra (fig. (4)) of the S-treated, capped sample also showed a clear and uniform 
enhancement over the whole NBG spectral range; this corresponds to a clear reduction in the 
surface recombination velocity. A monolayer of sulphur will not change bulk properties of the 
material such as light absorption and carrier diffusion. However, S-termination can reduce the 
effective surface recombination due to a reduction in the amount of surface bound oxygen, 
changes in the surface geometric/electronic structure and possible changes in the near surface 
concentration of defects. Thus the SPV enhancements reflect the improvement of the surface 
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properties after treatment rather than any perceptible changes in the bulk of the AlxGai.xAs layers. 
These SPV findings, thus, confirm the overall findings of the PL measurements. 

Since we have used a non-conventional silicon source, TDAS, for the deposition of the SiN 
capping layers, the film properties should be discussed. We have found significant variations in 
both the material properties, and in their dependence on deposition parameters when compared to 
films deposited using silane [17]. Fig (5) shows the FTIRS spectrum of a 300nm film deposited 
using a 4:1 ratio of nitrogen to argon as the plasma environment. Note the high level of bonded 
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Figure 5: FTIRS spectrum of a 300nm SiN layer. 

22 3 hydrogen. The hydrogen concentration is estimated to be 3x10 cm" [18]. We have found that 
the level of oxygen contamination in the film is very sensitive to the partial pressure of oxygen in 
the chamber. An air leak with a partial pressure of 5x10" mTorr produced films with a significant 
oxygen content, as determined from RBS measurements. The absorption peak in the FTIRS 
spectrum near 1600 cm-1 is tentatively assigned to H-N-H bonds, and was correlated with the 
level of argon in the plasma. Fig. (6) shows the composition of the SiN film as a function of the 
depth obtained from AES measurements. There is a high level of carbon; however, there has not 
been significant oxidation of the film, even after 1 week exposure to air. This is confirmed by PL 
and SPV measurements that showed a stable enhancement ratio over this period of time. 
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Figure 6: Auger depth profile of a lOOnm SiN capping layer. 
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CONCLUSIONS 

We have demonstrated that using a certain combination of pre-etchants and sulphur 
treatment, AlGaAs surfaces can be successfully passivated, whilst maintaining a good surface 
morphology suitable for laser facets. ECR-PECVD was shown to be a suitable technique for 
capping S-treated surfaces, and maintaining the passivation effectiveness for a period of weeks. 
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ABSTRACT 

We report for the first time a successful application of semi-insulating amorphous 
GaAs layer for surface passivation of index-guided vertical-cavity surface-emitting 
lasers. The amorphous GaAs layers on ion-beam-etched active region and mirror 
layers provide a significant improvement, more than 20%, in the threshold current 
density and differential quantum efficiency. The improvement of these performances 
is attributed to low defect density at the surface of active layers induced by 
amorphous GaAs. 

I. INTRODUCTION 

Vertical-cavity surface-emitting lasers (VCSELs) are considered promising light 
sources for applications in optical parallel processing, optical communications and 
optical interconnections. Some of the important performance characteristics to be 
improved for a wide range of applications are threshold current, light output power, 
single mode emission, and controllability of polarization. Of these, the improvement of 
the threshold current is the most critical issue for large scale integration of VCSEL 
devices. Post type index-guided SELs have advantages in achieving low threshold 
current performances due to a strong confinement of optical field and current, as 
compared to gain-guided SELs. However, etching through the active region exposes 
the edge of the quantum wells, thus inducing surface recombination currents through 
the etched sidewall. Many efforts have been made to reduce the surface 
recombination. Young era/. [1] reported sulfide passivation by dipping the etched wall 
in an ammonium sulfide solution and achieved a 25% reduction in surface 
recombination velocity and a submilliamp threshold current for 8 urn devices. Wu era/. 
[2] introduced regrowth of epitaxial layers of undoped GaAs and n-i-p-i doped 
Al0 2Ga0.8As on the surrounding of etched VCSEL posts. They obtained low threshold 
currents and single mode emissions with 8 and 16 urn devices. In our work here, 
however, we first demonstrate the effectiveness of semi-insulating amorphous GaAs 
(a-GaAs) in burying the active region of VCSEL devices, thus achieving performance 
improvement by more than 20% both in the threshold current and differential quantum 
efficiency. 
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II. EXPERIMENTAL 

For this work, we used a periodic gain 
InGaAs/GaAs VCSEL structure with a two- 
wavelength-thick (2\) cavity. The epitaxial 
structure was grown by metal-organic chemical 
vapor deposition. The top (p-doped) and 
bottom (n-doped) DBR mirrors consist of, 
respectively, 16 and 23.5 periods of AlAs/GaAs 
quarter wave stacks. The detailed laser 
structure was described in previous reports 
[3,4]. We fabricated bottom-emitting lasers 
using chemically-assisted ion beam etching 
(CAIBE) with chlorine. The device procedures 
are sketched in Figs. 1(a)-(e). Ti(20Ä)/Au 
(3000Ä)/Ni(1600Ä) metal dots were used as p- 
contact and mask layers for CAIBE. The laser 
posts were etched through the active region to 
the top layer of the bottom mirror by in-situ 
monitoring of etch depth using laser 
reflectometry. [5] After CAIBE, the sample was 
immediately rinsed with deionized water, and 
then it was slightly etched using a solution of 
H2S04:H202:H20 (1:8:1000) for 10-20 sec to 
remove residual chroline and ion-damaged 
layer on the etched sidewall. The etched 
sample with about 5x5 mm2 size was divided 
into two pieces. One piece was entered for 
measurement without additional surface 
treatment. Another piece was deposited by 
GaAs using molecular beam epitaxy technique 
at 160 °C for 2.5 h under the As/Ga ratio of 20. 
The thickness of a-GaAs layer was about 2.5 
urn. The amorphous state of the deposited 
GaAs was identified from X-ray-diffraction 
measurements. In other works, too, it has been 
reported that a-GaAs phase is formed under 
deposition conditions similar to ours. [6] The 
resistance of a-GaAs layer was larger than 900 
ßcm from l-V measurement for a sample 
deposited on a semi-insulating GaAs 
substrate. The a-GaAs layer on the p-type 
metal contact of VCSEL devices was removed 
by reactive ion etching using chlorine and 
argon. Figures 2(a) and 2(b) show scanning 
electron micrographs of as-etched devices and 
a-GaAs deposited devices, respectively. 

Ti/Au/Ni p-contact 

-contact ■ 
Antireflection layers 

Figure 1. Schematic of the fabrica- 
tion process for amorphous-GaAs- 
deposited surface-emitting lasers. 
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Figure 2. Scanning electron micrographs of (a) as-etched and (b) 
amorphous-GaAs-deposited surface-emitting lasers. 

III. DEVICE CHARACTERISTICS 

The device characteristics were measured at room temperature without a heat 
sink. Figures 3(a) and 3(b) show the light output power versus current (L-l) 
characteristics measured from CW operation for (a) as-etched devices and (b) a- 
GaAs deposited devices. The lasing wavelength was around 990 nm at threshold 
currents and was found to shift to longer wavelength up to 995 nm with increasing 
current. In Fig. 3, we present the best L-l curves among the data obtained for each 
size of devices. The threshold currents measured from as-etched circular devices 
[Fig. 3(a)] with 15, 20, 25, 35 and 40 nm diameters are 2.5, 4.3, 4.6, 8.2 and 6.0 mA, 
respectively. Threshold currents of a-GaAs deposited devices [Fig. 3(b)] with 20, 25, 
30, 35 and 40 urn diameters are 2.1, 2.9, 3.4, 4.1 and 5.1 mA, which are significantly 
lower than the data seen in Fig. 3(a). 

Figure 4 shows the data of threshold current densities, Jth, for the as-etched and 
a-GaAs deposited devices. The data points are somewhat scattered even on the 
same device size. In Fig. 4, the lowest values of Jth for each sizes of the as-etched 

devices are in the range of 480 - 1350 mA/cm2 and those of the a-GaAs deposited 
devices are 380 - 500 mA/cm2. This result indicates that the a-GaAs deposition 
reduced Jth by more than 20%. The average values of Jth for each size seen in Fig. 4 
are also significantly decreased after deposition of a-GaAs. Figure 5 shows the data 
of external differential quantum efficiencies, r]ex, for the same devices. The average 

values of r)ex, for each sizes are also significantly increased by the passivation 

treatment. 
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Figure 3. CW light output characteristics for (a) as-etched and (b) 
amorphous-GaAs-deposited surface-emitting lasers. 
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The threshold current density seen in Fig. 3(b) approaches the best values for 
VCSELs Recently, Deppe et al. [7] recorded 350 A/cm2 threshold current density 
from an InGaAs VCSEL in which the current injection region is defined by lateral 
oxidation of a surface AlAs layer on active cavity and CaF/ZnSe layers are used as 
top mirror layers. Yoffe et al. [8] reported a threshold current density of 380 A/cm2 
from air-post lasers with an in-situ grown Al top contact. Compared to the output 
power characteristics of their devices, our passivated devices show much higher 
values in maximum power and differential quantum efficiency. We note, however, that 
the whole performances of the passivated devices, seen in Figs. 3-5, are not so good 
as the as-etched air-post devices reported in our previous work [3]. We used the 
same epitaxial wafers for these works, but the device performances showed 
considerable differences depending on run-to-run (or chip-to-chip), due to non-uniform 
epitaxial quality and/or process control. Thus, the effect of a-GaAs deposition was 
investigated using the specimens within a small area and following the same process 
except the a-GaAs deposition. 

The improvement of the threshold current density and differential quantum 
efficiency by a-GaAs deposition, seen in Figs. 4 and 5, is believed to be originated 
from a low defect density at the surface of active layers induced by passivatmg effect 
of a-GaAs If the defect density drops with the passivation, nonradiative surface 
recombination of carriers is reduced, resulting in both a decrease of threshold current 
density and an increase of differential quantum efficiency [9]. For the defect density at 
the interface between a-GaAs and crystalline GaAs, few studies have been reported. 
However it is known that the network of a-GaAs bonding has a tetrahedral character 
which is close to the structure of crystalline GaAs [10]. Thus, we expect that the 
surface defects on the InGaAs/GaAs layers buried by a-GaAs must be much low, as 
compared to the layers buried by other dissimilar passivation materials, such as 
silicon nitride or polyimide. 

In addition to the passivation effect, the deposition of a-GaAs provides several 
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advantages in the fabrication process of VCSEL devices. We can achieve 
planarization of the deep-etched laser posts by appropriate control of the deposition 
thickness. Also, the low temperature process simplifies the experimental schemes, 
especially, for the formation of non-alloyed ohmic contacts on the top-mirror, which is 
required for bottom-emitting lasers. 
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IV. SUMMARY 

We have demonstrated the surface passivation of index-guided surface-emitting 
lasers by low temperature deposition of a-GaAs. The threshold current density and 
differential quantum efficiency were improved more than 20% after the a-GaAs 
deposition. 
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SULFIDIZATION IN ALCOHOLIC SOLUTIONS: 
A NEW SURFACE PASSIVATION METHOD FOR GaAs. 

VASILY N. BESSOLOV, ANDREW F. IVANKOV, ELENA V. KONENKOVA AND 
MIKHAIL V. LEBEDEV 
AF.Ioffe Physico-Technical Institute, Russian Academy of Sciences, Politekhnicheskaya 26, 
St.Petersburg, 194021, Russia. 

ABSTRACT 

A new approach to GaAs surface passivation is suggested which consists in the 
treatment of GaAs in sulfide solutions in which different alcohols are used as solvents. It has 
been found that the photoluminescence efficiency of sulfide-treated GaAs associates with the 
dielectric constant of the solvent being used. With the decrease of dielectric constant value the 
PL intensity of sulfidized GaAs increases. Suffidizing in isopropanol-, butanol- or t-butanol- 
based solutions leads to the formation of sulfide coat which PL properties remain constant 
even after strong laser irradiation. The effect of the solvent on the GaAs PL efficiensy is 
explained whithin the framework of hard and soft acids and bases. Thus the use of alcohol- 
based sulfide solution with low dielectric constant value greatly reduces surface recombination 
losses in sulfide-treated GaAs. 

1. INTRODUCTION 

DT-V semiconductors have a large density of surface states which pin surface Fermi 
level near the middle of semiconductors bandgap. The passivation of these states is a vital 
problem for semiconductor technology in view of the progress in miniaturization of electronic 
devices in recent years. It is known that the treatment of HI-V semiconductor surface by 
different sulfides leads to dramatic decrease of the surface state density which considerably 
reduces the rate of the surface recombination [1]. 

In order to greatly reduce the surface recombination rate it is necessary to passivate the 
surface states which are the closest to the middle of the bandgap. From chemical point of view 
such states are the soft acid Lewis centers which are highly polarizable [2]. According to the 
principle of hard and soft acids and bases [3] such soft acid centers could be passivated by soft 
bases. The sulfide-ions are exacly such soft bases [2] and therefore they are quite suitable for 
HI-V surface passivation. Since for an effective passivation the presence of protons is 
necessary [4] the surface passivation occurs usually in solutions. As a solvent on such solutions 
a protic liquid as water is used as a rule. However the other protic liquids, namely isopropanol, 
used as the solvent for sulfide solution lead to more effective passivation of the surface states in 
GaAs [5]. 

In this paper we compare the photoluminescence properties of GaAs treated by 
different sodium sulfide solutions in which various protic liquids have been used as solvents. 
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2. EXPERIMENTAL 

We have treated n-GaAs(100) epi-layers (n=4-1015cnf3) grown on semi-insulating 
substrates by MOCVD. The thickness of the layers was 5-10 itm. They were treated by 
immersing in solutions in which sodium sulfide (Na2S:9H20) was dissolved in different 
solvents up to saturation. The solvents used were water, ethanol, isopropanoL butanol and t- 
butanol. The immersion time was about 1 min. In aqueous solutions the samples were treated 
at different temperatures and in alcohol-based solutions the treatment was carried out at room 
temperature. After the sulfide treatment the samples were rinsed in the pure solvents in use and 
then dried in air. 2 

Photoluminescence (PL) was excited by a Xe-laser (1=3.0 kW/cm) at room 
temperature. The band edge PL peak intensity of untreated GaAs was 0.15-0.20 units.The 
degradation of the PL properties of sulfide-treated GaAs was studied by the measurement of 
the intensity of band edge PL peak at continious irradiation of the semiconductor surface by 
laser light. 

The results obtained are the following. After the sulfide treatment the band edge PL 
peak intensity of GaAs considerably increases. The PL intensity of GaAs treated in aqueous 
sulfide solutions is increased with the treatment temperature (Fig. 1). 

0        20       40       60       80      100 
Temperature, C 

Fig.l Dependence of the PL intensity of the GaAs treated in aqueous sulfide solution 
on the treatment temperature. 
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Fig. 2 Variation of the PL intensity of GaAs treated in different solutions. 

The PL intensity of sulfide treated GaAs depends on the solvent being used in the process of 
passivation (Fig.2). The greatest increase (by a factor 570) of the PL intensity of sulfide- 
treated GaAs relative to that of the untreated one has been achieved in t-butanol-based sodium 
sulfide solution. The sulfide treatment of semiconductor surface in alcohol-based solution in 
general leads to the increase of the PL intensity to a greater extent than in the aqueous 
solutions. For instance, the PL intensities of GaAs treated in isopropanol-based solution and t- 
butanol-based solution are higher by factors of 2.5 and 3.5 selectively than those of GaAs 
treated in aqueous solution at room temperature. It should be noted that the pretreatment of 
the semiconductor before sulfidizing in H2S04:H202:H20 (1:8:500) etch solution did not lead 
to any increase of the PL intensity of GaAs treated in any solution. 

The degradation of the properties of the sulfide-treated GaAs surface also depends on 
the solvent being used (Fig.2). The PL intensity of GaAs treated in aqueous solutions at any 
temperature under Xe-laser irradiation rapidly drops down to typical intensity values of 
untreated GaAs. The PL intensity of GaAs surface treated in ethanol-based solutions also 
decreases with time of the laser irradiation but to a lesser extent. On the contrary, the Xe-laser 
irradiation does not affect the PL properties of GaAs treated in isopropanol, butanol, or t- 
butanol-based solutions. 
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3. DISCUSSION 

The values of the increase of the PL intensity of GaAs treated in different solutions are 
associated with the dielectric constant of the solvent being used (Fig.3). 

600r — 

30 60 
Dielectric constant 

Fig.3 Dependence of the increase of the PL intensity of sulfide treated GaAs on the 
dielectric constant of the solvent. The increase refers to the intensity of untreated sample. 

With the decrease of the dielectric constant the PL intensity of sulfide-treated GaAs 
increases. This dependence could be explained as follows. 

Let us consider the variation of global hardness of the electronic system of the 
sulfide ion S2" in the solution with the decrease of the solvent dielectric constant. 

It is known that the dielectric constant of a polar liquid depends on the polarizabihty 
and the dipole moment of its molecule; with the increase of polarizability the dielectric 
constant decreases. Note that the molecules of the alcohols used as the solvents in the study 
have practically the same dipole moment. 

The calculation of the parameters of the sulfide-ion has been done in the framework of 
the Thomas-Fermi-Dirac model. The radius of the electronic shell of the sulfide ion has been 
calculated as 3.9 A. The global hardness of the sulfide-ion is dependent on the potential of the 
electrons in its shell [6]. 

An equlibrium distance on which the molecules of the dipole solvent settle down will be 
increased with the increase of the polarizabihty of the molecule i.e. with the decrease of the 
dielectric constant of the solvent [7]. For example in water the equilibrium distance will be 
equal to 2.2 A, and in t-butanol its equal to 3.2 A. So, the molecules of the solvent would 
penetrate to the outer region of the electronic shell of the sulfide ion. 

The dipole potential of the solvent molecules surrounding sulfide-ion will lower the 
potential of the electrons occuring inside the region surrounded by the solvent molecules. 
Therefore the global hardness of the sulfide-ion will decrease. With an increase of the 
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equilibrium distance the region in which the potential of the electrons decreases will be 
enlarged which result in the greater decrease of the global hardness. That is, the global hardness 
of the sulfide -ion should decrease with the dielectric constant of the solvent. 

With the decrease of the global hardness of the sulfide-ion and if there are enough 
protons in the solution for passing a photoelectrochemical reaction of sulfidizing [4] the 
possibility appears to passivate more soft surface states which are the nearest to the middle of 
the gap according to the hard and soft acids and bases principle. Therefore the sulfide 
passivation of GaAs in the alcohol-based solutions which have a low dielectric constant should 
be more effective than that in aqueous solutions. 

4. CONCLUSION 

It has been shown that the sulfide treatment of GaAs in alcohol-based solutions leads to 
an essential decrease of surface recombination losses compare with the commonly used 
passivation in aqueous sulfide solutions. With the point of view of the degradation of the 
properties of sulfidized GaAs such treatment also more promising. It has been found that the 
PL efficiency of sulfide-treated GaAs increases with the decrease of the dielectric constant of 
the protic solvent being used. 
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EFFECTS OF ADDITIVE ELEMENTS ON ELECTRICAL PROPERTIES OF 
TANTALUM OXIDE FILMS. 

HISAYOSHI FUJIKAWA   AND YASUNORI TAGA 
TOYOTA Central R&D Laboratories, Inc., Nagakute-cho, Aichi-gun, Aichi-ken,480-l 1, Japan 

ABSTRACT 

Ta205-based composite films prepared by magnetron sputtering have been investigated 
with respect to their dielectric properties. As additive third oxides, Y2O3 and WO3 were found 
to be effective in improving insulating properties without decreasing their dielectric constant. 
Furthermore, electrical properties of Ta205-Y203 films were investigated by measuring the 
current-voltage characteristics in the temperature range from 100 to 330 K. Measurement of 
temperature dependence of the leakage current revealed that the conduction mechanism at RT 
changed from the Poole-Frenkel type to the Fowler-Nordheim tunneling type by adding Y2O3 
into Ta2Ü5. Based on the detailed analysis of the results, it is concluded that the addition of 
Y2O3 into the Ta2Ü5 film is effective in the reduction of defect density without high-tempera- 
ture annealing and the alteration of electrical conduction mechanisms of the films. 

INTRODUCTION 

High dielectric constant insulators have been widely required for thin film capacitors in 
scaled-down large scale integrated circuits (LSI) applications. In the last decade, Ta2Ü5 films 
have been the most promising material for dynamic random access memory (DRAM) fabrica- 
tion,[l] because of their high breakdown field strength and dielectric constant. Of the many 
proposed techniques for device processing, chemical vapor deposition (CVD) has been ac- 
cepted because of its excellent step coverage for trench and stack cell structures. Annealing in 
O3 or O2 gas has reduced the leakage current of the CVD films to an adequate level for the 
storage capacitor application. [2,3] On the other hand, it has been also demanded that highly 
insulating Ta2©5 ^llms snouW be prepared at the low temperature because of the limitation of 
LSI processes. Nomura and Ogawa have indicated that the Ta205-Al2Ü3 thin films prepared 
by radio frequency (rf) reactive sputtering at a substrate temperature of 200 "C exhibited highly 
dielectric properties. [4] The mixing of another third oxide with Ta2Ü5 is a unique method of 
forming the high performance films, and this method is suitable for low-temperature device 
processing. 

In the present work, we showed that the addition of another oxide such as Y2O3 or WO3 
to the Ta2Ü5 film was effective in improving the insulating properties. [5] In addition, the 
conduction mechanism of the Ta2Ü5-Y203 composite films were investigated in comparison 
with the Ta205 films by measuring the current-voltage characteristics at various temperatures. 

EXPERIMENTS 

Ta2Ü5 films and composite films were deposited on n-type silicon (100) substrates (0.01 
Q'cm) by rf magnetron co-sputtering with multiple-targets of Ta2Ü5 and additive oxide ceram- 
ics of 99.9 % purity which were bonded to the copper cooling plates. Reactive sputtering was 
performed using sputtering gas of Ar and 30% 02- The substrate temperature was kept constant 
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at 300 °C during the film deposition. The composition of these films was controlled by an input 
rf power into each targets. The film thickness was measured by ellipsometry and the composi- 
tion of the composite films was determined by the Rutherford back scattering spectroscopy 
(RBS). 

Al electrodes were formed on the oxide films by vacuum evaporation using a stainless 
mask. The electrode area was 0.002 cm2. The electrical properties were evaluated with the 
metal / insulator / semiconductor (MIS) structure. The leakage current-voltage characteristics 
were measured with a semiconductor parameter analyzer (HP4145B). The breakdown field 
strength (Ebd) was defined as the field at a leakage current density of 1 nA/cm2. The relative 
dielectric constant (8r) was evaluated from the high frequency capacitance-voltage curves mea- 
sured with a 1MHz capacitor meter (HP4280A). Furthermore, the Ta2Os films and the Ta2Os- 
20 at.% Y203 composite films with a thickness of about 20 nm were made and their conduction 
mechanisms were investigated in detail. Post-annealing was not performed for the low tempera- 
ture device processes. Electrical transport properties were examined by temperature dependent 
leakage current measurements between 100 and 330 K with a semiconductor parameter ana- 
lyzer. Furthermore, in order to clarify the conduction transport mechanisms, the leakage cur- 
rent-voltage characteristics at various temperatures were re-plotted in the various forms based 
on several conduction models. Activation energy measurements were made from Arrhenius 
plots of the temperature-dependent leakage current, and these were used along with the current- 
voltage relationships to clarify the dominant transport process. 

RESULTS AND DISCUSSION 

Composite films were prepared by adding one of the nine kinds of oxides such as A1203, 
Bi02, Ge02, Nb2Os, Si02, Ti02, W03, Y203, and Zr02 into the Ta2Os matrix. The concen- 
tration of the additive oxides was about 30 at.% except for the case of WO3. In adding WO3, 
the W concentration was about 3 at.%. The electrical properties were measured with the MIS 
structure as mentioned above. Here, the figure of merit was defined as a product of the relative 
dielectric constant and the breakdown field strength. The value is equivalent to the maximum 
storage charge of the films, which indicates performance of the capacitor films. 

Figure 1 shows the breakdown field strength and the relative dielectric constant of the 
composite films. The broken line in the figure indicates the value of the figure of merit. The 
properties of the Ta205 film without adding another oxide are denoted by an open circle. In the 
case of the composite films, the symbols of the additive elements are described in the open 
circles. As shown in Fig. 1, A1203 and Si02 are effective in improving the breakdown field 
strength of Ta205. In increasing the relative dielectric constant of Ta205, Nb205 is an effec- 
tive oxide. However, Bi203, Ge02, Zr02, and Ti02 have no effect on improving the dielectric 
properties of Ta205. The figure of merit of these composite films mixed with one of the above 
oxides and Ta205 matrix is less than that of Ta205 films. On the other hand, Y203 and W03 

are effective in raising the figure of merit of Ta205, because the breakdown field strength of the 
composite films increases without reducing the relative dielectric constant. 

Ta205-Y203 composite film had the largest value of the figure of merit among these 
composite films. Therefore, Ta205-Y203 composite films were investigated with regard to 
the dependence of the dielectric properties on the Y concentration. Figure 2 shows the break- 
down field strength and the relative dielectric constants as a function of the Y concentration. 
The concentration is defined as the atomic percentage of the metal element in the oxide films. 
The broken lines in these figures indicate the breakdown field strength or the relative dielectric 
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Fig. 2. (a) The breakdown field strength and 
(b) the relative dielectric constant as a function 
of the Y concentration. 

constant of the Ta2Ü5 film. As can be seen from in Fig. 2(a), the optimum concentrations of Y 
in the films are 10 - 30 at.% with respect to the maximum breakdown field strength of the 
composite film. As shown in Fig. 2(b), the relative dielectric constant of the composite film 
reaches the value of Y2O3 with increasing concentration of Y. In addition, typical current 
density-applied electric field (J-E) characteristics at room temperature (RT) in MIS capacitors 
for the Ta2Ü5 film and the Ta2C>5-Y203 composite film are shown in Fig. 3. The leakage 
current for the Ta205-Y2C>3 composite film is smaller than that for the Ta20j film in a high 
electric field range. This indicates that the addition of Y2O3 into the Ta20g film is effective in 
improving the insulating properties. It is also suggested that the conduction mechanism of the 
Ta2Ü5-Y203 film is different from that of the Ta2C>5 film particularly in the high electric field 
range at RT. 
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Fig. 3. Typical current density - electric field 
characteristics at room temperature in MIS 
capacitors for the Ta2Ü5 film and the 
Ta205-Y2Ü3 composite film. 
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It is worth examining the conduction mechanisms of these films more closely. In order to 
investigate the conduction mechanisms of the Ta2Ü5 film, the activation energy of the leakage 
current was determined from Arrhenius plots of log J vs 1000/T for the Ta2C>5 film at various 
electric fields. Results are shown in Fig. 4. There are two distinct activation energies corre- 
sponding to two different dominant conduction mechanisms. The values of activation energy at 
an electric field of 1.8 MV/cm are 0.012 eV for low temperature (100 - 170 K) range and 0.12 
eV for high temperature (170 - 320 K) range. In the high temperature range (at RT), since the 
activation energy is large, it cannot be a tunneling mechanism. It is seen that the dominant 
mechanism at the high temperature and the high electric field is consistent with field-assisted 
thermal excitation conduction such as a bulk-limited Poole-Frenkel or an electrode-limited 
Schottky emission. 

Figure 5 shows the Poole-Frenkel plots [6] in log (J/E) and E1/2 for the leakage character- 
istics of the Ta2Ü5 film. Linear relations are obtained at the high temperature( > 170 K). In the 
case of the Poole-Frenkel conduction, n value (slope) is generally selected between 1 and 2 as 
indicated in Fig. 5. Therefore, the experimental slope at RT (n=1.5) supports the Poole-Frenkel 
conduction mechanism in the Ta2Ü5 films. It must be pointed out, however, that another 
possibility is the electrode-limited Schottky emission. [6] This relationship is similar to the 
Poole-Frenkel characteristic, that is, log J instead of log (J/E) is linear with E^2. However, the 
slopes of the experimental plots were steeper than that of the theoretical plots of Schottky emis- 
sion. In addition, the observed dependence of the leakage current on the measurement tempera- 
ture as shown in Fig. 4 is not as steep as predicted by the Schottky process. From these results, 
it is clear that the conduction in the Ta2Ü5 film at RT agrees with the bulk-limited Poole- 
Frenkel emission. It is also found that the trap level is 0.48 eV which is calculated from the 
activation energy ( 0.12 eV ). 

Furthermore, the conduction mechanisms in the Ta205-Y2C>3 composite film were also 
investigated. Figure 6 shows the Arrhenius plots of log J vs 1000/T for the Ta205-Y2Ü3 com- 
posite film. There are two values of activation energy for low temperature range ( <300 K) and 
high temperature range (>300 K), the critical temperature is higher than that for the Ta2Ü5 film 
as shown in Fig. 4. At a moderate electric field of 2 MV/cm, the leakage current is independent 

10 

10 

-   10 

E 
5    10 
< 
" 10 

10 

10 

Al / Ta205 / n-Si 

-5 E (MV/cm) 

1-8\ -fi X    Ea=0.12eV 
15V\ 

•7 1 Oi \.sv \      \\     Ea=0.012eV 
0 0-8\\        %   *"--«-»■*■„"*  

\v      "■■ w       ■•■• 
•9 

-10 

3     4     5     6     7     8 

1000/T   (1/K) 

10 

10 

-12 
7      10 
E 

a. io-13 

LU 

- io'14 

10 

AI/Ta205/n-Si T(K) 

* „ = 323 
n=2/_V^ ■ ■-   ■ 

^n=1      „< 
,,■'/ 292 

a'*          ** 
.«*       .♦* 241 

„ ° °      ■*"' 
Ü         „-» 

^-n=1.5.' 
."'" .♦"170 

.♦* n
D  134 

'.»iiiisiig;,! .a8c»""n 

0.8 1.0 
1/2 

1.2 

(MV/cm) 1 

1.4 

Fig. 4. Arrhenius plots of temperature-depen- 
dent leakage current for the Ta2Ü5 film. 

Fig. 5. Poole-Frenkel plots of leakage char- 
acteristics for the Ta20j film. 

1028 



on the measurement temperature. It is considered that the leakage current at RT is due to the 
tunneling emission because of the low value of activation energy around RT. These results 
indicate that the thermal excitation emission surmounted the barrier of Si/Ta205-Y203 is not 
the dominant conduction below RT. 

Furthermore, Fig. 7 shows the Fowler-Nordheim plots [7] in log (J/E2) vs 1/E for the 
Ta2C>5-Y2C>3 composite film. At temperatures below 300 K, linear relations are obtained in the 
high field range (>4 MV/cm). This result strongly indicates that the leakage current at tempera- 
tures below 300 K in the composite film is due to the Fowler-Nordheim tunneling emission. 
The energy difference (<J>b) between the Fermi leve1 of n+-Si and the conduction band of 
Ta205-Y203 composite film is estimated to be 1.2 eV from the data in Fig. 7. Thermally 
excited leakage current surmounted the barrier between the Si substrate and the composite film, 
that is Schottky emission, is negligible because the <S>^ is very large. 

From the above results, the Poole-Frenkel conduction due to the 0.48 eV traps is dominant 
for the Ta205 film at RT. For the Ta205-Y203 film, the Fowler-Nordheim tunneling is the 
dominant conduction at RT because of a decrease of the trap density and a rise of the barrier 
height between the Ta205-Y203 film and n+-Si. The addition of Y2C>3 into Ta205 film results 
in a change of the conduction mechanism at RT from the Poole-Frenkel bulk-limited emission 
to the Fowler-Nordheim tunneling. 

Many researchers reported some possibilities on the origins of the leakage current in the 
Ta2C>5 films. As a result, it was considered that the leakage current was caused by impurities, 
oxygen vacancies, void formation, and grain boundary grooving.[2,4,8,9] In particular, it was 
indicated that the presence of water in Ta2C>5 films is important in determining the conduction 
process.[10-12] For our Ta205 films, the leakage current of the Ta205 films was much smaller 
for annealed films at a low temperature of 450 °C in N2 than for as-deposited film. As a result, 
this change of the leakage current suggests the presence of water in the Ta2C>5 films. Further- 
more, H+ ions in the films were observed by SIMS. [5] It seemed that H+ ion is a component of 
water or OH" ions in the films. Consequently, it is considered that the unstable water compo- 
nent incorporated into the Ta2C>5 films is the origin of the leakage current. [11,12] In view of 
the combination of Y atoms, it is reasonable that unstable water related to traps is combined by 

10 AI/Ta205-Y203/n-Si 
' E (MV/cm) 

io'J 4.8 
* Ea=0.35eV 

E o 

< 

"3 

106 

1Ö7 

108 

4.0 

3.0 

2.0 

o   '•>♦»».         Ea=0.048eV 

...        *—*~—— 

□ ♦♦             0"«" = anno„DB 

^^^tixrtianüaaGDDDa DUO 

1ri9 
I.I.I. 

2.5 3.0 3.5       4.0        4.5 

1000/T     (1/K) 

5.0 

10 

10 

10 

10 

•18 
Al / Ta205-Y203 / n-Si 

■19 

T(K) 

301 \ #B=1.2eV                   o   u 

-20 

*                            □ D t   ■ 
2001:              .-!!•* 

21 

0.0 0.2 0.4 0.6       0.8 1.0 
1/E (MV/cm) 

Fig. 6. Arrhenius plots of temperature-depen-     Fig 7 Fowler-Nordheim plots of leakage 

dent leakage current for the Ta205-Y203    characteristics for the Ta,Oe-Y,0* film, 
film. L   *    l  $ 

1029 



Y^+ ions for the Ta2C>5-Y203 film. This is because the oxygen affinity value of Y is much 
larger than that of Ta. The water related to the traps in the films is believed to be stabilized, and 
the density of traps is reduced by adding Y^+ into the Ta20j films. Consequently, the leakage 
current of the Ta20g film was reduced by the addition of Y2O3 as shown in Fig. 3. 

CONCLUSION 

Ta20g and composite films such as Ta20j-Y203 and Ta20g-W03 prepared by the 
magnetron sputtering were investigated with respect to their insulating properties. In order to 
improve the dielectric properties of the Ta2Üj films, an addition of Y2O3 or WO3 to the 
Ta2Ü5 films was effective in low temperature processing without annealing. Furthermore, 
conduction mechanisms in sputtered Ta2©5 films and Ta205-Y2Ü3 composite films were 
investigated by measuring the current-voltage characteristics at various temperatures. For the 
Ta2Ü5 films, the Poole-Frenkel conduction due to 0.48 eV traps under the conduction band 
was the dominant current transport mechanism at RT. On the other hand, the Fowler- 
Nordheim tunneling was the dominant mechanism for Ta2Ü5-Y203 films at RT. The barrier 
height between the composite film and the n+-Si substrate was estimated to be 1.2 eV. The 
addition of Y2O3 into the Ta2©5 ^'m resulted in a decrease in the trap density and a change of 
the conduction mechanisms at RT from the bulk-limited Poole-Frenkel to the Fowler- 
Nordheim tunneling. 
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ABSTRACT 

We generate liquid and amorphous Sii-xGe^ alloys for various Ge compositions using 
ab initio molecular dynamics approach. The electronic bonding characters and structural 
properties are discussed in terms of radial distribution function, bond angle distribution, 
and order parameters. Although the order parameters suggest approximately random alloy 
for all compositions, the snapshots reveal clearly phase separation. We will discuss how the 
phase can be separated in SiGe alloy system. 

INTRODUCTION 

SiGe alloy system is one of the strong candidate for optoelectronic devices on Si-based 
technology. Although liquid(Z-) and amorphous (a-) Si have been extensively studied, /- and 
a- SiGe alloy systems have not been fully understood both theoretically and experimentally. 
Current technology uses the gas-source or solid-source Molecular Beam Epitaxy(MBE) 
system to grow SiGe superlattices and alloys. The SiGe alloy can also be utilized for high 
electron mobility devices with control of Ge concentration. [1] The /- and a-SiGe phases 
are intermediate states when the crystalline(e-) SiGe is formed from the SiGe gas phase. 
It is thus important to understand the physical properties of /- and a-SiGe phases. In 
addition the growth of Ge on Si surface introduces an extra problem of lattice mismatch 
which causes eventually the island formation depending on the free energy of the surface. 
In order to study /-SiGe alloy, one has to generate the structures. The /-Si and /-Ge 
systems have been studied theoretically by melting the crystalline phase. [2,3] The classical 
[1,4] and semiempirical approaches [2] have been implemented for /-Si system. Although 
these approaches are often very practical, in particular for the calculation of the dynamical 
properties, the validity of such approaches with effective potentials may be limited in many 
cases, and hence is difficult to predict detailed quantitative properties for a particular 
material. For this reason an ab initio molecular dynamics(MD) method has been introduced 
for /-Si system which gave an excellent agreement with experiment. [5] 

Both X-ray diffraction experiment [6] and first principle calculations [7] have shown that 
the rhombohedral (RH) phase of c-SiGe alloy(x=0.5) is stabler than the zinc-blende (ZB) 
phase. It is generally well known that the Ge atoms are easily segregated onto the surface 
during the epitaxial growth on Si(100) surface. [8] The previous study by the Stillinger- 
Weber potential has also shown the segregation of Ge atoms in the SiGe alloy surface. [9] 
However, none of the work has been done on /-SiGe alloys. To our knowlege, a-SiGe alloys 
have not been studied theoretically mainly due to the difficulty in generating a reliable 
structure. 

In this paper, the ab initio MD approach is introduced to an extensive and detailed 
studies of structural properties of /- and a-SiGe alloys. a-Si^Ge,,, alloys show a tendency 
to phase separation (or clustering effect) at all the compositions, although the calculated 
order parameters suggest approximately random alloys. 

THEORETICAL APPROACHES AND SIMULATIONAL DETAILS 

We adopt ab initio MD simulation scheme developed by Car and Parrinello (CP). [10] 
The ionic and electronic forces are derived separately from an effective Lagrangian based 
on the local density approximation.  This method has been successfully applied for many 
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semiconducting systems, i.e., the system with a finite single particle energy gap E3, which 
determines the electron time scale pt /E3. One can select conveniently small values of 
fi such that the electronic degree of freedom acquires only a very small classical kinetic 
energy to follow ions adiabatically. Under these conditions ionic trajectories, initially lying 
on the Born-Oppenheimer(BO) surface, deviate from it very slowly on the time scale of 
MD simulation. In the case of liquid SiGe alloys, which are metallic, we observe the 
thermal equilibration between the electronic and ionic systems, i.e., a substantial energy 
transfer from the ionic to the electronic system, resulting in the spontaneous reduction of 
the ionic temperatures due to the energy transfer to the electrons. This process cannot 
be fully eliminated but may be controlled by the choice of p, since in a finite size system, 
even in a metal Eg is not exactly zero. [11] In Sii-^Ge^ alloy system, a cubic supercell 
containing 64 atoms with periodic boundary conditions and T-point sampling in Brillouin- 
zone (BZ) are used. To consider the interaction between valence and core electrons we use 
the pseudopotentials by Bachlet, Hamann, and Schlüter(BHS) [12] with the sp nonlocality 
for both Si and Ge. The energy cutoff for the plane-wave expansion is 12 Ry, which 
corresponds to about 6000 plane waves. This number varies slightly with Ge composition. 
We have done a convergence test by studying Si2 and Ge2 dimers with different kinetic 
energy cutoffs. [13] 

The /-Si and /-Ge shrinks by about 10 and 15%, respectively, when melted. [14]. Since 
there are no data for the volume shrinkage of liquid Sii-^Ge^ alloys, these can be extracted 
from the Vegard's law; 

l/Wj-Si   ,   '«/-Ge, ,,-, 
Vl-Su-tGe,  = "(  +  ) (1) 

^     Pi-Si Pl-Ge 

where misi = {NsiMsi), mi-Ge = {NcieMae), Pi-Si = 2.53 g/cm3, and pi-c;e. = 
5.51 g/crn3, which represent the densities of pure liquid Si and Ge, respectively. [14] For 
example, in the case of x = 0.5, N$i = 32, NGe = 32, v = 1297.2781 Ä3. This gives the size 
of the simulation box L = v1'3 = 10.906 A= 20.6103 a.u. 

The melting temperatures of Si and Ge are 1410 and 936 °C, respectively. [15] In order 
to generate liquid Sir_iGex alloys, we should increase temperature above the melting point 
of the alloy ( Tm ~ 1450Ä'). The initial positions of the Si and Ge atoms are randomized 
at their ideal crystal lattice sites. The electrons are minimized to be at the ground state 
with this initial configuration. The electron fictitious mass is chosen to be 300 a.u. During 
the MD simulation the time step is fixed at 5 r where r is taken to be 0.24 x 10""16 s. The 
system is equilibrated with ions microcanonically for 500 steps. Then the system is heated 
to 2000 K for 1000 steps. The system is further run for 1000 steps with microcanonical 
ensemble. Then the temperature is increased to 4000 K and we run 1000 steps by dynamical 
annealing and 1000 steps further in microcanonical ensemble. We confirm at this stage that 
the system is completely melted. The temperature is decreased by 500 K and we run 500 
steps in canonical and microcanonical ensembles, consecutively. This procedure is repeated 
till the temperature reaches 2000 K. As previously mentioned, there is a chance that the 
electronic and ionic motions could be coupled because of the smaller energy gap Eg. In 
fact we observed a systematic temperature decrease of ions due to the energy transfer. We 
suppress the electron temperature to be less than 40 K by minimizing the electronic energy 
whenever it exceeds this value. Once the system is fully equilibrated, the electron kinetic 
energy is stabilized. We decrease the temperature of the system to 1500 K such a way 
that the temperature is decreased by 100 K for every 500 steps of dynamical annealing 
and 800 steps in microcanonical runs. We try to keep the quenching rate ~1015 K/sec 
in this procedure. This system is further run for 1000 steps in microcanonical run. The 
equilibrium properties for liquid structures are then obtained by averaging over next 7000 
steps (0.84 ps). 

In order to obtain the a-Sii_TGer alloys we further quench the system as follows. Start- 
ing from the final liquid structure, we decrease the temperature by 100 K at every 700 steps 
and then equilibrate the system for 300 steps. The average quenching rate is about 0.8 x 
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1015 K/sec. This value is similar to the quenching rate used to generate a-Si in the previous 
studies. [2,10] The system is further equilibrated for 1000 steps in microcanonical ensemble. 
The equilibrium properties are then obtained after for next 10,000 steps (~ 1 ps). We keep 
the same quenching procedure for all Ge compositions since the structures strongly depend 
on the thermal history. 

RESULTS AND DISCUSSION 

It is known experimentally that two ordered phases exist in crystalline Si0.5Ge0.5 alloys. 
[6] The typical ZB phase has four heteropolar bonds whereas the RH phase has three 
heteropolar (75 %) and one homopolar (25 %) bonds. The energy of the RH phase is lower 
by 7 meV/atom than that of the ZB phase. [13] l-SU-xGex alloys introduce thermal effect 
where the free energy of the system must be the minimum. With x=0.5 where the entropy 
of mixing takes its maximum values, the random alloy with equal number of homopolar 
and heteropolar bonds would be preferred. 
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FIG. 1. Radial distribution functions and bond angle distribution functions of liquid Sii-^Ge^ 
alloy in terms of various Ge compositions. Open and black ones represent Si and Ge atoms, 
respectively. 

Figure 1 shows the radial distribution function (RDF) and the bond angle distribution 
function (BADF) for various Ge compositions at liquid (high) temperature. As the Ge 
concentration increases, the peak position moves toward larger values, as expected, although 
the difference between x=0.5 and 0.8 is almost negligible. We note that extra bumps near 
the first minimum position are observed at high Ge compositions. This extra bump was 
analyzed by calculating the RDFs for each species. [13] This bump has also been observed 
experimentally for pure /-Ge system. Therefore, we believe that it originates from the /-Ge 
system. The BADF shows two main peaks. The first peak near 60 degrees originates from 
the Si-Si floating bonds which are analyzed by the BADFs for each species. The second 
peak is a characteristic of a covalent bonding. With x=0.15 the BADF stdl follows the 
similar behavior of /-Si system. [13] With x=0.5 the second peak position is shifted to near 
90 degrees, indicating stronger p-bonding character. At x=0.8, the second peak is shifted 
to around 140 degrees, which is a characteristic /3-Sn like /-Ge structure. [13] 

Figure 2 shows the RDF and the BADF for various Ge compositions at low temperature. 
As the Ge composition increases, the first peak position gets larger and the peak intensity 
decreases. The first minimum position also shifts to larger values. The BADFs of a-Si^Ge^ 
alloys are, however, different from those of Z-Si^Ge* alloys. The floating bonds near 50 
degrees disappear at x=0.15 and 0.8 whereas they still exist at x=0.5. The fact that the 
second peak positions are shifted to 100 degrees at x=0.15 and 0.5 shows that the alloy 
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structures recover the tetrahedral bonding character. At higher Ge composition (x=0.8) the 
peak appears near 90 degrees, suggesting that the alloy still has strong p bonding character. 
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FIG. 2. Radial distribution functions and bond angle distribution functions of amorphous 
Sii-^Ge^ alloy in terms of various Ge compositions. Open and black ones represent Si and Ge 
atoms, respectively. 

In order to investigate the ordering of the alloys, we calculate order parameters. We 

define the order parameter PJJ = nu/Y,KfliK x 100%, where fiu = Y,?' /Ni- Here N; 
is the number of /-type atom, nu the number of neighbors between / and .7 species from 
an / site. Thus the P/j is the probability that an atom next to an /-type atom would be 
./-type atom. For perfectly random alloys, PAA is the probability that an atom next to an 
/4-type atom is A is x and PBB is 1 — a; for AXB\_X alloy. 

Table I shows the calculated order parameters for various Ge compositions. One sees 
that the system presents a tendancy to behave like a random alloy. The system reaches a 
thermal equilibrium when the free energy F = U — TS is a minimum. At high temperature, 
the entropy term plays a dominant role, i.e., the atoms prefer to be in random positions. 
One can see from the table that both PAA and PBB decrease with increasing temperature 
at all compositions, simply indicating that the free energy is minimized by maximizing the 
entropy term. 

TABLE I. Order parameters of amorphous and liquid Sii_a;Gex alloys for various x. n;j and 
Pij are defined in the text. A and B stands for Si and Ge atoms, respectively. 

x(%) T(K) nAA (PAA)         nAB {PAB) nBA (PBA) nBB {PBB ) 
15 300 3.58 (85)             0.61 (15) 3.37 (85) 0.60 (15) 

1500 5.04 (79)             1.33 (21) 7.19 (87) 1.04(13) 
20 300 3.77 (82)             0.83 (18) 3.25 (84) 0.64 (16) 

1500 5.25 (82)             1.20 (18) 4.70 (85) 0.83 (15) 
50 300 2.56 (57)             1.94 (43) 1.94 (47) 2.15 (53) 

1500 3.20 (47)             3.59 (53) 3.59 (50) 3.58 (50) 
80 300 1.76 (35)             3.28 (65) 0.84 (16) 4.34 (84) 

1500 1.12 (16)             5.72 (84) 1.46 (18) 6.68 (82) 
( rystalline order parameters 

50 (ZB) 0                           4(100) 4(100) 0 
50 (RH) 1(25)                    3(75) 3(75) 1(25) 
0 (pure Si) 4(100)                 0 0 0 
100 (pure Ge) 0                          0 0 4 (100) 
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x=0.15 

x=0.50 

x=0.80 

(a) T = 1500 K (b) T = 300 K 
FIG. 3. The snapshots of liquid and amorphous Si^Ge^ alloys for various compositions. Open 

and black ones represent Si and Ge atoms, respectively. 
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We illustrate the snapshots of the I- and <i-Sii_xGer alloys for various compositions in 
Fig. 3. Although the order parameters suggest approximately random alloys, the snapshots 
at low temperature reveal a clustering effect at all compositions. The clustering effect 
becomes blurred at high temperature. In fact it has been suggested [7] that the SiGe alloy 
belongs to "type-II ordering" (i.e., low temperature bulk ZB or RH SiGe) where the system 
is unstable towards decomposition at sufficiently low temperatures unless the activation 
barriers is overcome. We generated a-Sii^Ge* alloys by quenching from liquid phase. At 
such high temperature the thermal energy is enough to overcome the activation barriers 
such that the system is fully relaxed. The strain is released by clustering to the like- 
atoms. This phenomenon is similar the relaxation of the strained layers. The clustered 
alloy produces some defects such as dangling bonds and floating bonds in a-S'h-xGex alloys 
where the dangling bonds are formed mostly on Ge sites when x>0.15. This will be discussed 
elsewhere. 

SUMMARY 

We have generated I- and a-Sii-xGex alloys for various compositions using ab initio 
MD method. The radial distribution function reveals extra bumps near the first minimum 
position at high temperature for x > 0.5, similar to the ß-Sii like bonding character of pure 
/-Ge system. At low temperature the contribution from the floating bonds is not observed 
at x=0.15 and 0.8. Although the order parameters suggest approximately random alloys 
for all compositions, the snapshots reveal clearly the clustering effect at low temperature. 
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ABSTRACT 

Hydrogen incorporation in ECR-CVD silicon oxynitride films deposited using tris 
dimethylaminosilane (IDAS) as the silicon precursor was investigated. The as-deposited 
silicon dioxide films were shown to contain little hydrogen (<2%) as determined by both 
FTIR and nuclear reaction analysis (15N profiling). Films were obtained with high 
breakdown fields (>10 MV/cm) and low interface state densities (2xl011cm"2) on silicon 
without special surface preparation. Silicon nitride films were found to contain large 
hydrogen concentrations, both bonded and unbonded, which evolved from the film due to 
beam irradiation during ^N profiling. We were able to demonstrate that dilution of the 
nitrogen plasma with both hydrogen and argon was effective in avoiding problems of trace 
oxygen contamination and poor film adhesion, and reducing the hydrogen concentration in 
the nitride films. 

INTRODUCTION 

The use of electron cyclotron resonance-chemical vapour deposition (ECR-CVD) 
for depositing high quality films of silicon dioxide or silicon nitride has received a great deal 
of interest due to the improved film characteristics compared to conventional CVD [1]. 
Among the advantages of ECR-CVD is the increased activation of species present in the 
plasma, allowing for lower substrate temperatures during deposition, and less damage to the 
substrate due to the reduction of high energy ion bombardment. This makes the technique 
more compatible with the increased temperature sensitivity of modern semiconductor 
processing. 

Several different silicon sources are now commonly employed, the most frequent 
being silane (S1H4) whose pyrophoric nature leads to concerns about gas handling safety. 
In this work, we have employed a safer organosilicon source, tris dimethylaminosilane 
(TDAS, C6H19N3S1). This source is a non volatile liquid at room temperature, and is 
delivered to the system through a low pressure mass flow controller. The main feature of 
the molecule is the existence of direct Si-N bonds which results in an increased deposition 
rate for silicon nitride films when compared with traditional silane sources. Also, the 
reaction pathways are different from those found for silane based processes which results in 
films with markedly different growth characteristics and film properties. Because of these 
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differences, it is necessary to examine the growth and properties of silicon oxide and nitride 
films deposited using this precursor and determine the viability of the source for use in 
semiconductor processing. 

EXPERIMENTAL DETAILS 

Details regarding the ECR-CVD system at McMaster and the TDAS silicon source 
can be found in a previous publication [2]. During growth, the film refractive index and 
thickness were monitored using an in situ ellipsometer. The films were re-analyzed with an 
ex situ ellipsometer, to detect any changes occurring as a result of possible oxidation of the 
film upon removal from the vacuum system. The film composition was determined using 
Rutherford backscattering spectrometry (RBS). To facilitate the separation of the different 
RBS peaks, polished carbon [3] was used as the substrate material for the calibration 
measurements. The carbon was cleaned in trichloroethylene, acetone, methanol and 
deionized water to remove any organic contaminants present on the surface. 

The total hydrogen content of the film was determined, as a function of depth, by 
nuclear reaction analysis (^N profiling) [4]. The total bonded hydrogen present in the 
films was determined from the Fourier transform infrared (FTIR) spectroscopy 
measurements using the techniques of Lanford and Rand [5]. To reduce the effects 
associated with scattering, double polished highly resistive Si wafers were employed for the 
FTIR measurements. 

The dielectric properties of the films were studied by capacitance-voltage (C-V) and 
current-voltage (TV) measurements. To provide the necessary depletion region for a 
reliable extraction of the film properties from the C-V measurements, films were deposted 
on p-type <100> Si with a resistivity of 10 Q-cm. The substrates were dipped in a 10:1 
solution of deionized H20:HF prior to growth to remove any native oxide. The interface 
state density was determined from the high frequency (1MHz) C-V curve using the method 
of Terman [6]. A Hewlett Packard semiconductor parameter analyzer was used for I-V 
measurements. Electrical contacts were provided by evaporated aluminum. 

RESULTS AND DISCUSSION 

Silicon Dioxide Films 

One of the most demanding applications for these dielectric films is as gate 
insulators in metal oxide semiconductor (MOS) device structures. It is therefore of great 
practical importance to be able to obtain films with desirable electronic characteristics: large 
breakdown voltages, small leakage currents, and low interface state densities. Silicon 
dioxide films were studied as a function of the TDAS flow during deposition. The flow of 
oxygen was fixed at 20 seem and the substrate temperature at 200°C for this set of 
experiments. For low TDAS flow rates (<1.3 seem) films with dielectric strengths in excess 
of 10 MV/cm could be obtained. The interface state densities were found to be 
approximately 2x10* * cm~2 at mid-gap. While this value is reasonable, lower values should 
be obtainable through more aggressive cleaning and subsequent passivation of the substrate 
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to film deposition. Such work is in progress. Films grown at IDAS flows greater than 1.3 
seem were found to be conductive, and therefore were unacceptable for electronic device 
applications. 

FTIR measurements were found to be a sensitive probe of the film quality. Figure 1 
shows the film refractive index, and the Si-0 stretching frequency vs. TDAS flow. The film 
index was found to be constant at 1.46 well beyond the maximum flow rate found 
acceptable for films with good electrical properties. Obviously, the refractive index is not a 
good indicator of the actual film quality. The Si-0 stretching frequency, however, shows a 
linear variation with TDAS flow, clearly demonstrating an evolving difference between the 
films. The increased conduction at high flow rates is most likely associated with defect 
states present in the forbidden gap of the films. These states, perhaps the result of dangling 
bonds, would alter the local bonding arrangements of the Si02 molecules. This would, in 
turn, alter the vibrational frequency of the IR active bonds. 

The level of hydrogen present in silicon oxide films is often a concern when silane is 
used as the silicon source, due to the associated degradation of the film's physical properties 
[7]. No Si-H or O-H peaks were observable in the FTIR spectrum, as is shown in Figure 2, 
and l^N profiling indicated a total hydrogen content below 2 at%. 

Silicon Nitride Films 

Silicon nitride films have a wide range of applications such as gate insulators and as 
the high refractive index material in thin film interference filters. It is therefore of 
technological interest to be able to grow combinations of oxides, nitrides, and oxynitrides in 
the same processing chamber. Unlike oxygen, nitrogen plasmas are not easy to maintain 
and can pose stability problems [1]. Using plasmas of pure nitrogen as the processing gas 
often leads to films with large amounts of stress, poor adhesion, and large hydrogen 
concentrations [8]. In an attempt to overcome these problems, various combinations of 
nitrogen, argon and hydrogen were used as the processing gases. Argon has been found to 
stabilize the plasma, and increase the ion density, while the inclusion of hydrogen as a 
processing  gas  has previously  been 
found to lower the hydrogen content      Table I: Hydrogen Content as a Function of 
present   in   ECR-CVD    films    [9]. Plasma Dilution. 
During ^JJ measurements, it was 
observed that irradiation by the probing 
beam caused hydrogen to evolve from 
the film. It was therefore difficult to 
reliably extract the hydrogen 
concentration from these 
measurements. However,     the 
concentration of bonded hydrogen in 
all these films was sufficiently large to 
allow quantitative estimations from the 
FTIR spectrum, using the methods 
outlined by Lanford and Rand [5]. A 
typical transmission spectrum is shown 

Process Gases Hydrogen Content 

(cm"3) 

N2 7.2xl022 

N2/Ar 3.8xl022 

N2/H2 l.lxlO22 

N2/H2/Ar 1.2X1022 
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TDAS Flow (seem) 

Figure 1: Refractive index (A) and frequency of the Si-0 stretching vibration (o) 
versus TDAS flow. 
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Figure 2: FTIR spectrum for silicon dioxide and silicon nitride films. 
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in Figure 2. Average hydrogen concentrations for the various growth conditions are shown 
in Table I. The addition of hydrogen to the plasma was consistently found to reduce the 
concentration of bonded hydrogen present in the film, when compared to a pure nitrogen or 
an argon-diluted plasma. However, the use of hydrogen was also found to result in unstable 
films which would bubble or crack, indicative of increased stress and poor adhesion. The 
addition of argon eliminated this problem, most likely due to the fact that argon acts to 
increase the cracking of both the N2 and IDAS molecules thus creating more reactive 
species at the substrate surface. The result are films with improved bonding to the 
substrate. The best quality films were achieved through the addition of both argon and 
hydrogen, giving lower bonded hydrogen concentrations in the films and improved film 
stability. 

ECR-CVD reactors must be operated at significandy lower operating pressures 
when compared with other CVD and PECVD systems. This causes an increased sensitivity 
to oxygen contamination through poor vacuum practice or small leaks in the system. For 
example, it was found that a background partial pressure of oxygen of 5x10"? Torr resulted 
in oxygen contamination of the films, greatly reducing the refractive index. Also, the films, 
in some cases, continued to oxidize once removed from the system further reducing the 
refractive index. Figure 3, which shows the refractive index versus the oxygen fraction 
present in the film, demonstrates the consequences. The addition of hydrogen to the plasma 
was found to greatly reduce the sensitivity of the films to the incorporation of oxygen, most 
likely through the formation of water which subsequently would be pumped from the 
system before it could be incorporated in the films The electrical characterization of these 
films is on going and will be reported in a future publication. 

0.2 0.4 0.6 0.8 

Oxygen Fraction 
1.0 

Figure 3:The refractive index versus the oxygen fraction in the deposited films (percent 
oxygen/(percent oxygen+percent nitrogen)). 
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CONCLUSIONS 

Tris dimethylaminosilane has been shown to be a promising, and safer alternative to 
silane for ECR-CVD of silicon oxide and silicon nitride films. Good quality silicon dioxide 
was deposited with good electrical characteristics and minimal hydrogen incorporation. 
Silicon nitride films with reduced hydrogen incorporation and improved adhesion were 
obtained through the dilution of the processing gases with argon and hydrogen. The use of 
hydrogen was also found to reduce the sensitivity of the process to contamination by 
oxygen present in the background. 
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dielectric function, 213 
diffuse scattering, 315 
diffusion (-) 

group III, 875 
hydrogen in 

poly-Si, 393 
Si, 359, 393 
TFTs, 393 

hydrostatic pressure, 435 
InP, 183 
length, 279, 321 

mapping, 597 
segregation equation, 297 
transient, 273 
Zn, 183 

dimer, 231 
direct wafer bonding, 863 

preamorphized Si, 869 
dislocation(s), 59, 579, 749, 783, 989 

loops, 291, 635 
modeling in solar cells, 749 
network(s), 29 

model, 749 
SiQe, 989 

disorder, 3 
divacancy(-), 953 

oxygen complex, 953 
DLTS, 71, 147, 165, 353, 365, 399, 447, 

491,731,953,983,995 
donor(-) 

acceptor pairs, 237 
neutralization, 435 

dopant 
activation, 623, 683 

influence of non-stoichiometry, 683 
reactivation, 497 

doping, 3 
alkoxide, 159 
carbon, 177 
delta, 177,567 
InP, 683 
oxygen, 165 

DX center, 47, 929, 941, 947 
kinetics, 941 

ECR(-) 
CVD, 1037 
etching, QaAs, 689 

EL2, 59, 147 
QaAs, 447 
Lt-AlQaAs, 207, 219 
transient quenching, 59 

EL5-EL6 interaction, 935 
elastic parameters, 129 
electroanalytical metal traces (ELYMAT), 597 
electroless contacts, 841 
electroluminescence, 803 
electron 

beam induced 
current (EBIC), 989 
transformation, 695 

irradiation, 411 
paramagnetic resonance (EPR), 341 
spin resonance (ESR), 377 

EP center, H-complexed, 377 
exciton, 521 

isoelectronic bound, 887 

fail bits, 725 
fast diffusing charged defects, 585 
Fe-B pairs, 647 
Fermi level pinning, 947 

during OMVPE, 875 
FeSi2, 309 
first principle calculations, 467, 503 
flow pattern defects, generation rate, 101 
IV-VI semiconductors, 947 
free exciton, 225 

QaAs 
EL5 and EL6, 935 
In-doped, 263 
nonstoichiometric, 201 
sulfur passivation, 1019 

QaAsP, 83 
GaN, 467 

atomic geometry, 503 
deep levels, 491 
electronic structure, 503 
energetics of H, 503 
epitaxial, 479, 521 
hydrostatic pressure, 509 
impurities, 479 
photoconductivity, 515 
photoluminescence, 521 

gap states, 811 
gate oxide integrity (QOI), 23 
Qa vacancy, 959 
generation-recombination current, 829 
gettering 

backside Al, 279, 297, 327 
C-doped Si, 303 
external, 297 
gold, 297 
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gettering (continued) 
internal, 303 
interstitial Fe, 309 
ion implantation, 71 
iron, 321 
mechanical damage, 315 
mechanisms, 327 
P indiffusion, 297, 333 
phosphorous, 327 
polycrystalline Si, 321, 327, 333 
SiQe, 285 
stability, 303 

gold in Si, 713 
graded buffers, 141 
grain 

boundaries, 579, 863 
boundary trap density, 761 

group I and V elements, 237 
grown-in defects, 23 

Hall effect, 527, 983 
heat exchanger method (HEM), 767 
heterojunction bipolar transistors (HBT), 777 
heterostructures 

AlQaAs/QaAs, 1007 
Cu2Se/CdS, 249 
InQaP/OaAs, 189 
modulation-doped, 881 
Side/Si, 135, 141, 881, 887 
sulfur passivation, 1007 

Hgl2,795 
high(-) 

electron mobility transistors (HEMT), 
783 

level excitation, 609 
low junction, 641 
temperature I-V, 829, 835 

homogeneity, 3 
6H-SiC, 521,539, 835 
hydride vapor phase epitaxy, 479 
hydrogen, 547 

azide, 527 
implantation, 623 
in Si 

defect activation, 365 
diffusion, 359, 393 

pathways, 393 
dislocations, 989 
electronic properties, 353 
gold, 371 
grain boundary, 399 
H-C complex, 353 
multicrystalline Si, 399 
passivation, 341, 359, 411 
poly-Si, 393 
PtH2 complex, 341 
structural properties, 353 
transition metal complexes, 341 

in silicon oxynitride, 1037 

in III-V 
AlQaAs alloys, 435 
acceptor level, 435 
chalcogens, 417 
diffusion in QaAs:Si, 435 
electron traps, 447 
QaAs, 417, 447 
QaN, 503 
InAIN, 497 
InGaAlN, 497 
InQari, 497 
InP, 429, 453 
LT-QaAs, 441,459 
passivation, 417, 429, 453, 459 

in II-VI 
In-doped CdTe, 423 
passivation, 423 

hydrogenation, 393, 399, 405, 989 
SiQe, 989 

hydrostatic pressure, 435, 509 

image sensors, 713 
impurities 

capture, 291 
Hgl2,795 
iron, 291 
vibrational modes, 547 

InAIN, 485 
in-diffusion, 983 
infrared (IR), 547 

absorption, 567, 603, 665 
detectors, 41 

InQaAs, HEMT, 783 
InQaP, 189 
in-line monitoring, 703 
insulating properties, 1025 
interatomic potential, 89 
interdiffusion, 875, 959 
interface(-) 

dipoles, 811 
direct-bonded Si, 863, 869 
induced gap states, 811 
stress, 263 
traps, 459 

interstitial(s), 635, 959 
copper, 585 

inversion, conductivity, 653 
ion 

drift, 585 
implantation, 291 

carbon in Si, 737 
cavities, 273 
CdS, 695 
QaAs, 201,677 
gettering, 273, 291 
hydrogen, 623 
InP, 683 
isolation, 485 
lattice strain, 635 
lifetime, 603, 677 
low energy, 115 
MBE, 115 
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ion (continued) 
MeV, 71,671 
oxygen, 659, 665 
residual damage, 71 
solid phase epitaxy, 201 
structural defects, 71 
substoichiometric, 665 
surface recombination measurement, 

641 
III-V nitrides, 485 

treatment, 653 
iron in Si, 713, 983 
isothermal capacitance transient 

spectroscopy (ICTS), 429 
isotope, 547 

kickout reaction, 183 

laser 
facets, 1007 
scattering tomography (LST), 35 

lattice 
deformation, 671 
properties, 107 

leakage current, 795 
lifetime 

carrier, 35, 171, 603, 609, 677, 731 
generation, 737 

light 
beam induced current (LBIC), 579 
emission, Si, 703 
point defects (LFD), 17 
scattering, 17 

elastic, 615 
local vibrational mode (LVM), 341, 417, 547 
localization, 547 
LT-AlQaAs, 207 
LT-QaAs, 147, 213, 441, 677 

outdiffusion, 789 
photodetector, 1001 
point defects, 789 
precipitates, 789 

luminescence, 899 

magnetic 
circular dichroism of absorption (MCDA), 

207 
field induced prolonged changes 

(MFIPC), 65 
material inspection, 615 
MBE 

As 
cracking source, 231 
doping, 115 

C doping, 177 
QaAs, 567 
QaN, 527 
gettering, 285 
graphite source, 177 
ion implantation, 115 
LT-QaAs, 219, 459 
metallic contaminants, 285 

Si, 115, 135,285 
Side, 135, 887 
superlattice, 887 
uniformity, 231 

membranes, Si, 129 
memory devices, 725 
MESFETs, LT-QaAs buffer layers, 789 
metallic impurities, 767 
metal-semiconductor(-) (MS) 

interface, 811,835, 841 
metal (MSM) photodetector, 1001 

metastability, 59, 381, 447, 947 
MeV implantation, 671 
microgravity, 41 
microprecipitates, 971 
microstructure, 533 
microwave absorption, 35, 603 
minority carrier transient spectroscopy 

(MCTS), 995 
misfit dislocations, 129 
modulation doping, 881 
molecular dynamics simulations, 95 
MOS 

capacitors, 737, 857 
structures, 857 

MOVPE 
AlQaAs, 153, 195 
carrier gases, 153 
Fermi level pinning, 875 
QaN, 497 
InQaAs, 165 
InQaP, 189 

nanoparticles, Si, 757 
native defects, 479, 509 
negative(-) 

correlation energy, 965 
U defect, 503, 941, 965 

creation and destruction, 965 
Ni in Si, 713 
nitrogen vacancies, 479 
non-contact laser microwave method, 641 
non-destructive evaluation, 615 
nonstoichiometry, 683 

optical 
absorption, 219, 515 
admittance spectroscopy, 539 
detection of magnetic resonance (ODMR), 

135 
DLTS, 491 
interconnects, 703 

optoelectronics, 1001 
order parameters, 1031 
oxidation induced stacking faults (OISF), 995 
oxide polyhedral precipitates, 309 
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oxygen(-), 547 
implantation, 121 
in Si, 89 

chemistry, 913 
clusters, 89 
diffusion, 89 
mass transport, 659 
precipitation, 35, 303 

vacancy complex, 665 

passivation 
amorphous QaAs, 1013 
Au, 371 
by Li, 371 
electron irradiated Si, 411 
LT-QaAs, 1001 
surface, 1001, 1013 

emitting laser, 1013 
persistent photoconductivity, 47, 539, 929, 

947 
perturbed angular correlation (PAC), 237 
phase separation, 1031 
photochromic effect, 47 
photoconductivity, 171, 225, 515 
photoionization, 47 
photoluminescence, 35, 141, 177, 453, 509, 

527, 893, 899 
light-induced changes, 905 
sulfur passivation, 1007 
time-resolved, 521 

photonic devices, 841 
photoquenching, 147 
photorefractivity, 59 
photothermal deflection spectroscopy (PDS), 

219 
PID photodiodes, 731 
planar solid-liquid interface, 767 
plasma 

cleaning, 365 
induced defects, 429 

point defects, 23 
aggregation, 95 
interstitial, 875 
numerical simulation, 101 
saturation, 101 
supersaturation, 183 

polycrystalline 
Si, 381,405, 411,761 
thin films, 803 

poly-Si/Si02 interface, 857 
porous silicon, 893, 899, 905 
positive U, 941 
positron annihilation spectroscopy (PAS), 

533, 977 
process simulator, 703 
proton implantation 

CdS, 695 
ZnO, 977 

pulsed current mode stress, 777 
pyramidals, 629 

quality control, 615 

quantum 
dot diode, 757 
efficiency, 515 
wells, 3, 881 

radiation detectors, 795, 841 
radiative recombination, 881 
Raman scattering, 567 
random telegraph signals, 743 
rapid thermal anneal (RTA), 333, 731, 971 
recombination 

dislocations, 989 
nonradiative, 135 
parameters, 603, 609 
radiative, 881 
stacking faults, 995 

refresh time degradation, 725 
reliability, HBTs, 777 
residual damage, 315 
resonant tunneling, 757 
reverse bias annealing, 423 

sacrificial oxidation, 629 
scanning 

defect mapping, 579 
tunneling microscope (STP), 83 

scattering, diffuse, 893 
Schottky 

barriers 
AI/Si/QalnP, 811 
H-modified, 811 
metal-6H-SiC, 835 
metal/Si3N4/Si 
metal/Si3M4/Si, 811 
W-nQaAs, 823 

diode, 365, 491 
Se doping, 195 
segregation, 77 

impurities, 273 
melt, 83 

self-interstitials, 95 
semiconductor technology, 3 
semi-insulating substrates, 539 
sensitivity uniformity, 731 
Si 

microphotonics, 703 
nanoparticles, 757 
photovoltaics, 703 

SiC, 521,539 
Ti and V, 539 

SiQe, 141, 1031 
silicon(-) 

divacancy, 953 
nitride, ECR, 1007, 1037 
on-insulator (SOI), 121, 291 

defect formation, 121 
oxynitride, 1037 

SIMOX, 629 
SIMS, 459, 749 
Si02 thin film, 377, 1037 
Si-Si02 interface, 743, 851 
SnTe, 107, 255 
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SOI, bonded, 731, 863, 869 
solar cells, 29, 279, 411, 597, 749, 767 

dislocations, 749 
hydrogenation, 399 

solubility, donor, 875 
space charge layers, 899 
spectral response, 731 
spectroscopic ellipsometry, 213, 689 
spin-dependent process, 965 
spinodal decomposition, 913 
spin-on-deposition, 333 
spreading resistance (SR), 623 
sputtered contacts, 823 
stacking fault, 121, 629 

bulk, 309 
recombination, 995 
tetrahedra, 629 

stoichiometry, 107 
strain, 635 

fields, 671 
strained layers, 285 
stress relaxation, 141 
stretched exponential, 539 
structural quality, 677 
sulfide solution, alcohol-based, 1019 
sulfur passivation, 1007, 1019 
superlattices, 789, 887 
surface 

defects, 823 
emitting laser, 1013 
passivation, 1013, 1019 
photovoltage (SPV), 405, 647 
recombination velocity, 597, 641 

synchrotron white beam x-ray topography, 41 

tantalum oxide, 1025 
tetramer, 231 
thermal 

anneal, 365 
stress modeling, 29 

thermionic current, 829 
thin film(s), 803 

transistors, (TFT), 393, 761 
threading dislocations, 141 
time(-) 

analyzed transient spectroscopy (TATS), 
941 

dependent charge measurements, 77 

transient grating technique, 59 
transition energy, 225 
transmission 

electron microscopy (TEM), 863, 869 
x-ray topography, 29 

trap(s), 377 
assisted tunneling, 743 
electron, 447 

two-color method, 597 

II-VI semiconductors, 77, 237, 977 
type conversion, 381 

ULSI, 703 
ultrafast 

laser spectroscopy, 171 
optical response, 1001 

ultrasound(-) 
stimulated dissociation, 647 
treatment, 405 

UV laser carrier excitation, 591 

vacancies, 17, 95 
cation, 237 

vacancy- 
impurity complex, 65 
type defects, 659, 665 

vibrational mode spectroscopy, 341, 547 

widegap semiconductors, 467, 533 

x-ray 
diffraction 

dislocations, 783 
high-resolution, 635 
SnTe, 255 
triple axis, 315, 893 

fluorescence, 231 
photoemission spectroscopy, 249 
reciprocal space maps, 893 
topography, 671 

Y2Q3, 1025 

zero phonon intracenter transitions, 263 
ZnS, 533 
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